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Abstract

Social media platforms play a major role in our
day-to-day life and are considered as a virtual
friend by many users, who use the social media
to share their feelings all day. Many a time, the
content which is shared by users on social me-
dia replicate their internal life. Nowadays peo-
ple love to share their daily life incidents like
happy or unhappy moments and their feelings
in social media and it makes them feel com-
plete and it has become a habit for many users.
Social media provides a new chance to identify
the feelings of a person through their posts. The
aim of the shared task is to develop a model in
which the system is capable of analyzing the
grammatical markers related to onset and per-
manent symptoms of depression. We as a team
participated in the shared task Detecting Signs
of Depression from Social Media Text at LT-
EDI 2022- ACL 2022 and we have proposed a
model which predicts depression from English
social media posts using the data set shared
for the task. The prediction is done based on
the labels Moderate, Severe and Not Depressed.
We have implemented this using different trans-
former models like DistilBERT, RoBERTa and
ALBERT by which we were able to achieve
a Macro F1 score of 0.337, 0.457 and 0.387
respectively. Our code is publicly available in
the github1

1 Introduction

In the digital world, the usage of social media has
become most common among the people. Social
media is used without any limits to share happiness,
joy, sadness, loneliness and all other personal emo-
tions. The contents shared by the people reflect the
mental state of the person and can act as an indica-
tor of their depression level (Kamite and Kamble,
2020). Depression is a serious mental illness that
negatively affects how you feel, the way you think
and how you act. Fortunately, it is also treatable.

1https://github.com/sivamanikandan45/Transfomer.git

Depression causes feelings of sadness and/or a loss
of interest in activities you once enjoyed. It can
lead to a variety of emotional and physical prob-
lems and can decrease your ability to function at
work and at home. Sometimes, social media could
be the reason for the depression. It is necessary
to measure the level of depression from the social
media text to treat them and to avoid the negative
consequences. Detecting levels of depression is a
challenging task since it involves the mindset of the
people which can change periodically. Our aim is
to detect levels of depression with the use of deep
learning Transformer Models to achieve the best
results (Malviya et al., 2021).

The shared task Detecting Signs of Depression
from Social Media Text was a part of LT-EDI 2022-
ACL 2022 (Sampath et al., 2022). The task is based
on English comments. The task was a classifica-
tion problem based on the labels “Not Depressed”,

“Moderate” and “Severe”. For example, “My life
gets worse every year : That’s what it feels like any-
way....” fall under the category Moderate, “Words
can’t describe how bad I feel right now : I just want
to fall asleep forever.” fall under the category Se-
vere and “Is anybody else hoping the Coronavirus
shuts everybody down?” fall under the category
Not Depressed.

For the shared task, a model based on transform-
ers was first proposed which was trained using the
training data set provided for the corresponding
task followed by validation of the trained model
using the evaluation data set. Then the model was
tested using the testing data set to predict the cate-
gory of the text based on which the evaluation of
the shared task was done.

2 Related works

Identifying depression from social media posts in-
volves detecting whether the user associated with
the posts could be identified for depression and this
could be represented as a text classification prob-
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Learning Technique Approaches used Limitation
Traditional Approach Statistical, Data driven, Rule based Requires specific features like

and lexicon based approaches syntactic markers, psycho-linguistic
features and temporal dependencies

Machine Learning approach SVM, RF, DT, NB, KNN, LR Requires proper fine tuning
of parameters and does not show

significant impact on the precision

Deep Learning approach NN, RNN, LSTM Handling of heterogeneous
and Transformer Models and feature vector representation

associated with the performance

Table 1: Summary of related work

lem. Various methods from rule based techniques
to deep learning methods could be used for this pur-
pose. Identification of depression markers and pre-
processing the actual posts also play an important
role in the performance of the model. The perfor-
mance of the model used for classification mainly
depends on the data set used for the purpose like
the size of the data set and the distribution of the
data in the data set. Hence the analysis of the data
set is important for selecting the appropriate model
for implementing the classification task. The con-
tribution of different pre-processing techniques for
improving the prediction efficiency of depression
identification task (Figueredo and Calumby, 2020)
had been presented. Depression-related markers
in Facebook users had been identified by Socially
Mediated Patient Portal (SMPP) (Hussain et al.,
2020), which had used a data-driven approach with
machine learning classification techniques for ex-
tracting such information. The syntactical markers
related to onset and perpetual symptoms of depres-
sion (Kamite and Kamble, 2020) have been iden-
tified which when used together with statistical
models had helped in effective and early identifi-
cation of depression from social media posts. The
impact of psycho-linguistic patterns on standard
machine learning approaches had been illustrated
for the classification of social media texts that are
associated with depression (Trifan et al., 2020).
Multi modal framework and statistical techniques
had been used to discern depressive behaviours
from a heterogeneous set of features including vi-
sual, textual, and user interaction data (Yazdavar
et al., 2020) from social media posts. Multiple In-
stance Learning methods (Mann et al., 2021) had
been used for the task of identifying depression

from social media posts which had implemented
the classification by exploiting temporal dependen-
cies between posts. Detection of mental health dis-
orders, especially depression, had been predicted
from Arabic posts using a lexicon based approach
and machine learning approach (Alghamdi et al.,
2020).

Early detection of different emotions of people
including depression from their social media posts
had been done using a hybrid model which is a
combination of two machine learning algorithms
namely Support Vector Machine and Naive Bayes
algorithm (Smys and Raj, 2021). The performance
measures of the model had been analyzed by fine
tuning the parameters associated with the algo-
rithms. Detection of depression from Bengali posts
and commentaries had been implemented and eval-
uated using different machine learning algorithms
like Support Vector Machine, Random Forest, De-
cision Tree, K-Nearest Neighbors, Naive Bayes
(Multinomial Naive Bayes) and Logistic Regres-
sion. The results had shown that the same precision
had been achieved by all the algorithms (Victor
et al., 2020). Social media posts of high school stu-
dents, college students and working professionals
had also been considered in specific for identify-
ing mental health using the above mentioned ma-
chine learning algorithms (Narayanrao and Lalitha
Surya Kumari, 2020).

Use of deep learning models had been depicted
for the prediction of mental disorders such as de-
pression. A multi-task hierarchical neural network
with topic attention had been used for identifying
health issues from social media posts. Bidirectional
gated recurrent units had been used to analyze the
hierarchical relationship (Zhou et al., 2021) among
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documents, sentences and words based on which at-
tention weights are enhanced for words. The posts
with unstructured text data that display depression
had been identified more effectively by deep learn-
ing models than by using supervised learning meth-
ods (Ahmad et al., 2020). The role of sentiment
analysis in identifying depression had been shown
which had improved the performance of the model
by using different deep learning techniques for
the process of classification (Banerjee and Shaikh,
2021). Better performance had been achieved when
the heterogeneous and feature vector representation
associated with social media posts had been han-
dled and transformer based models (Garg, 2021)
had been utilized for classification of depression
and suicidal posts. Depression and associated nega-
tive emotions had been identified from Sina Weibo,
using deep learning methods (Yao et al., 2019).

Table 1 summarises the approaches and the lim-
itations associated with the models that exist for
detecting depression from social media posts. It
could be summarized from the related works that
proper pre-processing, selection of markers and
dominant feature extraction directly have an im-
pact on the performance of the model. Differ-
ent approaches like rule-based approach, statistical
approach, machine learning approaches and deep
learning approaches could be used for this purpose
and the deep learning techniques tend to show bet-
ter performance when compared with traditional
and machine learning approaches. When appropri-
ate text pre-processing and textual based featuring
techniques (Zhou et al., 2021) had been used with
machine learning classifiers, it had been shown that
depression associated social media texts could be
effectively identified even when depression spe-
cific keywords were not present in the social media
posts.The performance of the model based on an
approach may not be the same for all data sets
which is a major factor to be considered and this
makes the problem of identifying depression from
social media text as an important research field in
the domain of Natural Language Processing.

3 Data set

The data set used for our model is a collection of
Social Media Text provided by the organizers of
the shared task (Sampath et al., 2022). The data
set (Kayalvizhi and Thenmozhi, 2022) comprises
training, development and test data set. The data
files were in Tab Separated Values (tsv) format with

Data Set Category Instances
Train Not Depression 1971

Moderate 6019
Severe 901

Validation Not Depression 1,830
Moderate 2306

Severe 360

Table 2: Data set statistics

three columns namely posting id (pid), text data
and label. The sample instances are as follows:

• Not depressed - This indicates the social me-
dia text is not depressed in nature Example:
"Is anybody else hoping the Coronavirus shuts
everybody down?”

• Moderate- This indicates the social media text
is moderately depressed in nature Example:
"My life gets worse every year : That’s what
it feels like anyway....”

• Severe- This indicates the social media text is
severely depressed in nature Example: "Words
can’t describe how bad I feel right now : I just
want to fall asleep forever.”

The distribution of the data in the data set is shown
in Table 2. The training data set had 8,891 in-
stances of which 1,971 instances were under the
Not depressed category, 6019 instances were under
Moderate category and 901 instances under Severe
category. The validation data set provided for the
evaluation of the model had 4496 instances with
1830, 2306 and 360 instances under the category
Not depressed, Moderate and Severe respectively.
The test data set provided for the purpose of predic-
tion had 3245 instances.

4 Methodology

The proposed methodology uses deep learning tech-
niques for implementing the process of detecting
depression from social media texts. From the ex-
isting systems it could be found that transformer
based models exhibit better performance when
compared to Neural network based models and
LSTM based models. Hence the proposed system
uses three different Transformer models namely
DistilBERT, ALBERT and RoBERTa for the task
of detecting the depression level from social media
text.
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Model DistilBERT RoBERTa ALBERT
Accuracy 0.342 0.510 0.408

Macro F1-Score 0.337 0.457 0.387
Macro Recall 0.467 0.519 0.497

Macro Precision 0.456 0.461 0.432

Table 3: Task Score

4.1 DistilBERT

DistilBERT (Sanh et al., 2019) is a general-purpose
pre-trained version of BERT which had been pre-
trained on the same corpus as BERT in a self-
supervised fashion. This means it was pre-trained
on the raw texts only, with no human labeling to
generate inputs and labels from those texts using
the BERT base model2. Distil-BERT has 97% of
BERT’s performance while being trained on half
of the parameters of BERT. BERT-base has 110
parameters and BERT-large has 340 parameters,
which are hard to deal with. For this problem’s
solution, distillation techniques are used to reduce
the size of these large models3.

We have used “distilbert–base-cased” model for
implementing the classification task of identifying
depression from social media text which comprises
of 6-layer, 768-hidden layers and also 12-heads,
65M parameters. It is a smaller version than BERT
which is incredibly less expensive and quicker to
train than BERT.

4.2 RoBERTa

RoBERTa (Liu et al., 2019) is a transformer model
pre-trained on a large corpus of English data and
is based on BERT model and modifies key hyper-
parameters and training is implemented with larger
mini-batches and learning rates4. RoBERTa is a
Robust BERT method which has been trained on a
far extra large data set and for a whole lot of large
quantities of iterations with a bigger batch length
of 8k.

We have used the “RoBERTa–base” model for
the task which is a pretrained model on English lan-
guage using a masked language modeling (MLM)
objective. This model is case-sensitive and it com-
prises 12-layers, 768-hidden layers, 12-heads and
125M parameters.

2https://huggingface.co/distilbert-base-uncased
3https://analyticsindiamag.com/python-guide-to-

huggingface-distilbert-smaller-faster-cheaper-distilled-bert/
4https://huggingface.co/docs/transformers/modeldoc/roberta

4.3 ALBERT
The ALBERT (Lan et al., 2020) model is a Lite
BERT which improves the training and results of
BERT architecture by using different techniques
like parameter sharing, factorization of embedding
matrix and Inter sentence Coherence loss.

We have used “ALBERT–base-v1” model for the
task which is also a pre-trained model on English
language. This model is uncased5 and it consists of
12 repeating layers, 128 embedding, 768-hidden,
12-heads and 11M parameters6. The first step asso-
ciated with the task is to prepare the data set which
involves pre-processing the text from the data set
for effective modeling. As the text from social me-
dia posts does not have a standard structure and use
of symbols, tags and URLs are common, the texts
need to be pre-processed by converting the com-
plete text into lower case words and removing the
stop-words, URLs, numbers and tags which do not
contribute much for the classification task. Then
the three different transformer models namely Dis-
tilBERT, ALBERT and RoBERTa had been used to
implement the classification of the texts into Mod-
erate, Severe and Not Depressed texts. The labels
were converted to equivalent integer categorical
values so that it can be given as input to the trans-
former models. The models are trained using the
training set provided as a part of the shared task.
The evaluation of the model was carried out using
the evaluation data set provided by the shared task.
Finally the required predictions were done using
the test data set provided by the shared task. The
number of epochs that were considered for training
were 5 for DistilBERT and ALBERT and 1 epoch
was used for RoBERTa.

5 Experimental Setup

We have used the virtual GPU (Tesla k80) provided
by Google Colab for implementing different trans-
former models.The processing time was found to
be 5.43 min, 15.46 min, 5.48 min for DistilBERT,

5https://huggingface.co/albert-base-v1
6https://huggingface.co/transformers/v3.3.1/pretrainedmodels.html
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Label Precision Recall F1-Score Support
Not Depression 0.60 0.45 0.52 1830

Moderate 0.59 0.72 0.65 2306
Severe 0.31 0.29 0.30 360

Accuracy 0.57 4496
Macro Avg 0.50 0.49 0.49 4496

Weighted Avg 0.576 0.57 0.57 4496

Table 4: Classification Report

RoBERTa and AlBERT models respectively. The
memory usage of our model was calculated to be
3583MiB.

6 Results

The evaluation of the shared task was done using
the metric namely Macro F1-score. The other met-
rics that were used to represent the performance of
the model were Accuracy, Macro Recall and Macro
Precision. The ratio of the number of correct pre-
dictions to the total number of input samples is
represented by the metric Accuracy. The ratio of
the number of correct positive results to the num-
ber of positive results predicted by the classifier is
represented by Precision. The model’s ability to
detect positive samples is represented by recall. F1
score is an overall measure of a model’s accuracy
that combines precision and recall. A high F1 score
means that the classification has resulted with low
number of false positives, and low false negatives.

The metric values that were scored by the three
different models on the test data set provided for
the shared task are given in Table 3. When us-
ing the DistilBERT the values that were obtained
for the different metrics were 0.342 for accuracy,
0.337 for Macro F1-score, 0.467 for Macro recall
and 0.456 for Macro precision. By using the trans-
former model ALBERT for classification the met-
rics were improved to 0.408 for accuracy, 0.387 for
Macro F1-score, 0.497 for Macro Recall and 0.432
for Macro Precision. The metrics were further im-
proved when the RoBERTa model was used for
implementing the classification task which resulted
in an accuracy of 0.510, Macro F1-score of 0.457,
Macro recall of 0.519 and Macro precision of 0.461
which brought us to the rank of 23 in the leader
board.

7 Error Analysis

The model RoBERTa had resulted in an F1 score of
0.457 which is low compared to 0.583 which is the

F1 score obtained by the topper of the leader board.
This shows that more false positive and false neg-
ative classification has occurred in our proposed
model. The data set provided is highly imbalanced
in nature which could also be considered as a rea-
son for the poor performance of the model. The
data set could be converted to a balanced data set
by using different up-sampling and down-sampling
techniques.

The classification report generated during the
evaluation of the model is shown in Table 4. It
could be found that the instances that fall under
the category ‘Severe’ have a low F1 score of 0.30,
which means more false positives and false neg-
atives have occurred under this category. Most
of the posts associated with the category Severe
do not use the depression related markers directly
which can also be considered as a reason for poor
performance of the model.

8 Conclusion

As social media platforms play a crucial role in to-
day’s world and the posts shared replicate the inter-
nal mental state of the user, the task of identifying
depression from social media posts have become
an important research area. The methodology as-
sociated with our submission used three different
transformer models to implement the above said
task namely DistilBERT, ALBERT and RoBERTa
of which the RoBERTa model had shown a better
performance with a F1 score of 0.457.

This score is not an optimal value and shows
the availability of scope to fine tune the trans-
former models for improving the performance of
the model. The process can be more effectively
done when depression markers are identified and
the context based informations of the posts are
considered while developing models to identify de-
pression from social media texts.
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