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Abstract

In this paper, we report the solution of the team
BERT 4EVER for the LT-EDI-2022 shared
task2: Homophobia/Transphobia Detection in
social media comments in ACL 2022, which
aims to classify Youtube comments into one
of the following categories: no, moderate, or
severe depression. We model the problem as a
text classification task and a text generation task
and respectively propose two different mod-
els for the tasks. To combine the knowledge
learned from these two different models, we
softly fuse the predicted probabilities of the
models above and then select the label with
the highest probability as the final output. In
addition, multiple augmentation strategies are
leveraged to improve the model generalization
capability, such as back translation and adver-
sarial training. Experimental results demon-
strate the effectiveness of the proposed models
and two augmented strategies.

1 Introduction

This paper includes a review and explanation of
BERT4EVER’s ideas and experiments for the LT-
EDI-2022 shared task2 (Sampath et al., 2022): Ho-
mophobia/Transphobia Detection in social media
comments in ACL 2022. In this task, participants
would be given sentences from social media com-
ments and then predict whether they contain any
form of homophobia/transphobia. The Homopho-
bia/Transphobia detection dataset (Chakravarthi
et al., 2021), a collection of comments from
Youtube, serves as the task’s seed data. The com-
ments were manually annotated to show whether
the text contained homophobia/transphobia. The
label annotation consists of three categories: no
depression, moderate depression and severe depres-
sion. This is a comment/post level classification
task. For this task, our solution consists of two
main blocks.

∗‘ Corresponding Author.
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• We model this task as a representative text
classification task (abbreviated as "classifica-
tion model"). Several works in literature have
explored how to use linguistic and sentiment
analysis to detect depression (Xue et al., 2014).
For example, (Huang et al., 2014) proposed
to explore linguistic features of these known
cases using a psychological lexicon dictionary,
and train an effective suicidal Weibo post de-
tection model. Furthermore, in order to fur-
ther investigate the latent information towards
the social media, (Aragón et al., 2019) lever-
aged the model emotions in a fine-grained way
to build a new representation for detecting
the depression. Inspired by them, we utilize
the clustering algorithm to obtain fine-grained
emotion embedding of text to better detect
depression based on the emotion dictionary.

• Inspired by Prompt-learning (Ding et al.,
2021b), we model this task as a text genera-
tion task (abbreviated as "generation model").
Prompt-learning is a new paradigm in mod-
ern natural language processing to adapt pre-
trained language models (PLMs) to down-
stream NLP tasks, which modifies the input
text with a textual template and directly uses
PLMs to conduct pre-trained tasks. It di-
rectly adapts PLMs to cloze-style prediction,
autoregressive modeling, or sequence to se-
quence generation, resulting in promising per-
formances on various tasks such as text clas-
sification (Liu et al., 2021; Gao et al., 2021),
named entity typing (Ding et al., 2021a) and
relation extraction (Han et al., 2021).

In addition, given the limited amount and cate-
gory imbalance of training data available, we ex-
periment with multiple augmentation techniques,
including continual pre-training (Gururangan et al.,
2020), back translation, adversarial training (Miy-
ato et al., 2017), easy ensemble(Liu et al., 2009).
Considering the combination of the knowledge
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learned from the different models, we softly fuse
the predicted probabilities of the two models above
and then select the label with the highest probabil-
ity as the final output.

We conduct extensive experiments on the given
dataset and achieves comparable results which
reaches 0.5818 on the test set and 0.5426 in the
online evaluation. In summary, our contributions
are as follow:

• We model the Detecting signs of Depression
task in two dimensions, namely the classifi-
cation model and the generation model, and
then softly ensemble them.

• We adapt several augmentation techniques to
alleviate the limited amount and category im-
balance problems of training data available in
this task.

• Experimental results indicate the effectiveness
of the proposed method in this paper.

The rest of this paper is organized as follows:
Section 2 describes the details of the proposed
method in this paper. Section 3 elaborates the ex-
perimental setup and analyzes the experimental
results. Finally, conclusions are drawn in Section
4.

2 Methods

2.1 Generation Model
As shown in Figure 1, the prompt-learning pipeline
in our system consists of three main cores: a PLM,
a template, and a verbalizer. Take a simple sentence
in the dataset for example, the template is used to
process the original text with some extra tokens,
the PLM encodes the text to semantic vectors and
the verbalizer projects original labels to words in
the vocabulary for final prediction. Given a tem-
plate "<text> The person has <mask> depression.",
where the token <text> indicates the original text,
and the verbalizer is "moderate": "moderate", "not
depression": "no", "severe": "severe". The sen-
tence "I don’t want to live in this fucking world
. "would be firstly wrapped by the template as "I
don’t want to live in this fucking world. The person
has <mask> depression.". The wrapped sentence
is then tokenized and fed into a PLM to predict
the distribution over vocabulary on the <mask> to-
ken position. Since the label of this comment is
"moderate", it is expected that the word "moderate"
should have a larger probability than "severe"and
"no".

Figure 1: Prompt-learning-based Model

Class Label Words
moderate moderate, limited

not depression
no, little, paltry, inappreciable,
insignificant, negligible

severe
severe, serious, critical,
terrible, hard, high, heavy

Table 1: Label Words.

PLM. We use T5 as our base encoder which ex-
plores the landscape of transfer learning techniques
for NLP by introducing a unified framework that
converts every language problem into a text-to-text
format.
Template. In this paper, we explore the effective-
ness of two templates for the task. They are "<text>
The person has <mask> depression." and "A com-
ment with <mask> depression: <text>".
Verbalizer. As for the label words for different
class, taking the label imbalance problem into ac-
count, we introduce more label words for "not de-
pression"and "severe" classes. The labels words
are shown in Table 1.

2.2 Classification Model

Our classification model is composed of three fol-
lowing steps: (1) Generating word-emotion cluster
representation; (2) Converting Text according to
the word-emotion cluster representation.(3) com-
bining multi-dimension information.
Generating Word-emotion Cluster Representa-
tion. Following (Aragón et al., 2019), to generate
the fine-grained emotions, we use a lexical with
eight recognized emotions, e.g., Anger, Anticipa-
tion, Disgust, Fear, Joy, Sadness, Surprise, Trust,
Positive and Negative. Specially, provided that the
emotions in the dictionary are represented as E =
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Figure 2: Generated Cluster Distribution

E1, E2, E3, . . . , E10 where Ei = w1, w2, . . . wn

refers to the words set contained in the i-th emotion.
For each word of the emotion, we use glove of size
300 to compute its word embedding. Then, we uti-
lize Affinity Propagation (AP) clustering algorithm
to cluster each emotion cluster to form multiple
sub-emotion clusters. To better obtain the cluster
representation for each sub-emotion, we further
average the word embedding in each sub-emotion
cluster, regarding it as the cluster representation of
the sub-emotion cluster. To have an idea of how
the vocabulary was distributed among emotions
and the number of generated clusters after applying
AP to the dictionary we present Figure 2.
Converting Text according to the Word-emotion
Cluster Representation. After obtaining all the
sub-emotion cluster representation, we can mask
each word with the label of its closest sub-emotion
cluster for the input sentence. Specially, given
an input sentence Si = si1, s

i
2, s

i
3, . . . , s

i
n, we first

compute the vector representation of each word
using word embedding from glove, then we mea-
sure the distance for each sentence Si and all of
the sub-emotion cluster representations by using
Cosine similarity.

Eventually, we substitute each word by the la-
bel of its closest fine-grained emotion. For exam-
ple, given an input sentence "Live in this fucking
world", we can mask it as "joy49 positive28 trust0
negative97 anticipation54".
Combining Multi-dimension Information.
Through the above steps, we obtain a converted
sentence represented by word-emotion cluster
representation for each input sentence. Pro-
vided a converted sentence is represented as
Ci = {c1i , c2i , c3i , . . . , cni } where cjiR

m refers to a
word-emotion cluster representation of the j-th
word in the converted sentence Ci. We further

Class Train Dev Test
Not depressed 1971 1830 -
Moderate 6019 2306 -
Severe 901 360 -
Total instances 8891 4496 3245

Table 2: Dataset Statistics.

leverage a CNN model with a Maxpooling layer
to capture the emotion representation hei for the
converted sentence.

hei = Maxpooling(Convid(Ci)) (1)

where Convid(Ci) represents the convolution
operation of the CNN model.

After that, we utilize a PLM to obtain the gen-
eral semantic information in terms of the input text
and add the adversarial perturbations for the input
words embedding (Miyato et al., 2017). Eventually,
in order to fully learn the general semantic informa-
tion and emotion information, we further spliced
emotion representation output by the PLM to fuse
multi-dimensional information and map it to the
labels dimension by a fully connected layer.

hgi = PLM(Si) (2)

p = Softmax(W ([hgi ;h
e
i ]) + b) (3)

where W and b are parameters of the fully con-
nected layer.

3 Experiment

3.1 Dataset

In this paper, we conduct experiments on the
dataset (Kayalvizhi and Thenmozhi, 2022) pro-
vided by the competition DepSign-LT-EDI@ACL-
2022 which aims to detect the signs of depres-
sion of a person from their social media postings
wherein people share their feelings and emotions.
Across this dataset we have three different classes
including "not depressed", "moderately depressed"
and "severely depressed". The dataset statistics are
shown in the Table 2.

3.2 Experimental Settings

Our models are all implemented with PyTorch1.
We compare the performance of different pre-
trained models for classification models such as

1https://pytorch.org/
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Num. Model Type Model Test Online evaluation
0 Classification Baseline 0.5123 -
1 Classification Baseline-CP 0.5396 -
2 Classification AT 0.5504 -
3 Classification CM + AT 0.5491 -
4 Classification CM + AT + BackT 0.5598 -
5 Classification CM + AT + EE 0.5618 -
6 Generation Template1 0.5409 -
7 Generation Template2 0.5500 -
8 Generation Template1 + BackT 0.5569 -
9 Generation Template2 + BackT 0.5613 -
10 Generation Template1 + EE 0.5450 -
11 Ensemble 4 +5 + 8 + 9 0.5818 0.5426

Table 3: Main Results. In this table, CP indicates continual pre-training, CM indicates classification model described
in section 2.2, AT indicates adversarial training, BackT indicates back translation and EE indicates easy ensemble.

XLM-Base2 (Conneau et al., 2020), RoBERTa-
Base3 (Conneau et al., 2020), and BERT-Base4 (De-
vlin et al., 2019) and for generation models such as
T5-base5(Raffel et al., 2020), BART6(Lewis et al.,
2020). Finally, we respectively choose RoBERTa-
Base and T5-Base as the base models for them.
Following (Gururangan et al., 2020), in order to
adapt the language models to the specific domain,
we randomly sample 5 million sentences to contin-
ual pre-train the two PLMs. In addition, to fairly
evaluate the effectiveness of different models, we
leverage 5-fold cross-validation and soft ensem-
ble the 5 models to present the their generalization
performances.

Besides, given the limited amount and imbalance
distribution of training data available, we introduce
two strategies for training models, namely easy
ensemble (Liu et al., 2009) and back translation.
Specifically, we only conduct back translation on
"not depressed" and "severe" samples using Google
Translate.

As for evaluation metrics, we use Macro-F1 im-
plemented by scikit-learn7 for offline evaluation. In
addition, we use the available dev data as the offline
test set to represent the generation performance of
different models.

2https://huggingface.co/xlm-roberta-base
3https://huggingface.co/roberta-base
4https://huggingface.co/bert-base-uncased
5https://huggingface.co/t5-base
6https://huggingface.co/facebook/bart-base
7https://scikit-learn.org/stable/

3.3 Results and Analysis

The main results are shown in the Table 3. Through
these results, we can see that for classification mod-
els, the PLMs pre-trained for domain adaption
outperforms that one without pre-training. This
indicates that pre-train enables models to better
learn domain-related language knowledge repre-
sentations. In addition, the AT, AP, back translation
and easy ensemble strategies all help to improve
the model performance. Since different depres-
sion levels may match different sentiments, AP
strategy can integrate sentiment knowledge to the
model which can effectively enhance the model
with the correlation of sentiment and depression
level. AT strategy can improve the generalization
performance of the model by adding perturbations
to embeddings for model augmentation. Back trans-
lation and easy ensemble strategies can effectively
address the problem of category imbalance and
thus can enhance the performance of categories
with small-size samples ("not depressed" and "se-
vere"). And it seems that easy ensemble works
better than back translation.

Besides, for generation models, similar to clas-
sification models, back translation and easy en-
semble strategies can also improve the model per-
formance. Interestingly, back translation is much
more superior to easy ensemble. We hypothesize
the reason is that since generation model require
large-size data for training to guarantee effective
performance and easy ensemble reduces training
samples per fold while back translation increases
training samples per fold to a certain extent, so
back translation is more advantageous in genera-
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tion models.
We ensemble and submit the four models with

best offline results (with a macro-F1 score of
0.5818) and achieve an online macro-F1 score of
0.5426.

4 Conclusion

We present our submission to the Shared Task on
Homophobia/Transphobia Detection in social me-
dia comments at LT-EDI 2022- ACL 2022. We
model the problem as two different tasks and pro-
pose two novel methods respectively for the tasks.
In addition, focusing on two problems of small data
size and category imbalance in the original training
set, we leverage multiple augmentation strategies
to enhance the model performance. We softly fuse
the predicted probabilities of different models and
output the label with highest probability. We evalu-
ate each single model on the validation set drawn
from the training set and provide some explana-
tions. To justify our design choices, we conduct an
ablation study. Overall, we achieve the 4th macro
averaged F-Score of the dataset on the online eval-
uation. In the further work, on one hand, we would
explore how sentiment knowledge and prompting
technique can further improve the model perfor-
mance. On the other hand, we would expand our
emotion lexicon and create more fine-grained rep-
resentations of word-emotion clusters, allowing the
classification model to learn more about emotions.
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