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Abstract

In recent years, various methods have been de-
veloped to control the spread of negativity by
removing profane, aggressive, and offensive
comments from social media platforms. There
is, however, a scarcity of research focusing on
embracing positivity and reinforcing support-
ive and reassuring content in online forums.
As a result, we concentrate our research on
developing systems to detect hope speech in
code-mixed Kannada. As a result, we present
DC-LM, a dual-channel language model that
sees hope speech by using the English transla-
tions of the code-mixed dataset for additional
training. The approach is jointly modelled on
both English and code-mixed Kannada to en-
able effective cross-lingual transfer between
the languages. With a weighted F1-score of
0.756, the method outperforms other models.
We aim to initiate research in Kannada while
encouraging researchers to take a pragmatic ap-
proach to inspire positive and supportive online
content.

1 Introduction

The last decade has seen a drastic increase in so-
cial media users, owing primarily to easier access
to the internet as a result of global modernization
(Johnson, 2021). As a result of the surge, several
minority groups have turned to social media for
support and reassurance. This, however, poses a
serious risk to adolescents and young adults who
are avid internet users. Social media apps like
Facebook, Twitter, and YouTube have become an
essential part of their daily lives (Kietzmann et al.,
2011). Certain ethnic groups or individuals are vic-
tims of social media manipulation to foster destruc-
tive or disruptive behaviour, which is a common

scenario in cyberbullying (Abaido, 2020). How-
ever, these systems ignore potential biases in the
dataset on which they are trained and may harm
a specific group of social media users, frequently
leading to gender/racial discrimination among its
users (Davidson et al., 2019).

As a result, there is a need to detect hope speech
in social media. Several marginalised groups seek
comfort and assistance from social media content
that they can relate to and empathise with oth-
ers’ situations (Chakravarthi, 2020). This type of
speech is essential for everyone because it encour-
ages people to improve their quality of life by tak-
ing action. Hope speech aims to inspire people
suffering from depression, loneliness, and stress
by providing assurance, reassurance, suggestions,
and support (Herrestad and Biong, 2010). Because
most social media in multilingual communities still
revolve around English, the phenomenon of code-
mixing is common. According to studies, code-
mixing is an essential component of social media
in multilingual countries (Jose et al., 2020).

Kannada (ISO 639-3:kan) is one of India’s low-
resource Dravidian languages. Dravidian lan-
guages are spoken by over 200 million people,
mostly in southern India and northern Sri Lanka
(Steever, 1998). The language is primarily spo-
ken by people in Karnataka, India, and it is also
recognised as an official language of the state
(Hande et al., 2020). Kannada script, also known as
Catanese, is an alphasyllabary of Brahmic scripts
that evolved into the Kadamba script (Chakravarthi
et al., 2019). Kannada has over 43 million speak-
ers 1. However, as previously stated, Kannada is
a language with limited resources due to a lack of

1https://www.ethnologue.com/language/kan
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language technologies.
Our work aims to detect hope speech in low-

resourced code-mixed languages. We develop mod-
els on hope speech detection in low-resourced kan-
nada. we propose that a language model would
learn effectively with the help of the parent trans-
lations. We make use of translations with Google
Translate API and experiment with several multilin-
gual language models to find the best performing
model. We define Dual channel language model as
a model that uses two translations, namely, code-
mixed Kannada and English. We present DC-LM,
(Dual-Channel Language Model) based on the ar-
chitecture of BERT that uses the translation of the
dataset as additional input for training, performing
better in contrast to the typical fine-tuned multilin-
gual BERT. We perform a comprehensive analysis
of our models on the dataset along with a thorough
error analysis on its predictions on the dataset.

2 Related Work

Researchers have worked on extracting data from
social media, particularly from user comments on
YouTube, Facebook, and Twitter (Chakravarthi
et al., 2020; Severyn et al., 2014). Most informa-
tion extracted from social media does not adhere
to grammatical rules and is written in code-mixed,
or non-native scripts, as is common among users
from multilingual countries (Jose et al., 2020; Bali
et al., 2014). People can communicate on social
media without face-to-face interaction, but they are
prone to misunderstandings because they do not
consider the perspectives of others. There have
been few previous efforts on hope speech identi-
fication, with the only dataset contribution being
(Chakravarthi, 2020), a large multilingual corpus
manually annotated for English, Tamil, and Malay-
alam, with around 28K, 20K, and 10K comments,
respectively.

Several researchers have worked to promote pos-
itivity on social media by developing and analysing
systems that filter out malignancy on social me-
dia by focusing on very specific events such as
crisis and war (Palakodety et al., 2020), inter-
country social media dynamics (Sarkar et al., 2020),
and protests (Sohn and Lee, 2019). The au-
thors conducted a shared task on hope speech de-
tection for comments scraped from YouTube in
these languages to encourage more research into
hope speech for English, Malayalam, and Tamil
(Chakravarthi and Muralidaran, 2021). The organ-

isers of the collaborative task used the HopeEDI
(Chakravarthi, 2020) Multilingual hope speech
dataset. In Malayalam (Hossain et al., 2021), fine-
tuning a pretrained XLM-RoBERTa model resulted
in the best-weighted F1-score of 0.854. In Tamil
(Sharma and Arora, 2021), an ensemble of syntheti-
cally generated code-mixed data for training ULM-
FiT, baseline-KNN, and a fine-tuned RoBERTa
achieved the best score of 0.61. The authors fed
the combination of pretrained XLM-R and Tf-Idf
Vectors as inputs to an inception block, leading to a
weighted F1-Score of 0.93 (Huang and Bai, 2021).

3 Dataset

We use the code-mixed Kannada Hope speech
dataset (Hande et al., 2021b). The dataset has
two labels, namely Hope and Not-Hope. Table
1 refers to the dataset statistics. Some examples
of Hope speech and Not-hope speech classes
are shown in Fig 1. For a person, Hope can
be defined as an inspiration to people battling
depression, loneliness, and stress by assuring
promise, reassurance, suggestions, and support
(Chakravarthi, 2020). Dataset is annotated based
on the following guidelines:

Hope speech:

• The comment comprises an inspiration pro-
vided to participants by their peers and others,
offering reassurance and insight.

• Comment talks about equality, diversity, and
inclusion

• Comment talks about the survival story of peo-
ple from marginalised groups.

Non-hope speech

• The comment produces hatred towards a per-
son or a marginalised group.

• The comment is very discriminatory and at-
tacks people without thinking of the conse-
quences.

• The comment comprises racially, ethnically,
sexually, or nationally motivated slurs.

• The comments do not inspire Hope in the read-
ers’ mind.
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3.1 Pre-Processing
As the data is extracted from the comments section
of YouTube, preprocessing would be imperative.
To better adapt algorithms to the dataset, we fol-
low the steps for preprocessing comments as listed
below.

1. URLs and other links are replaced by the
word, ‘URL’.

2. The emojis are replaced by the words that
the emoji represents, like happy, sad, among
other emotions depicted by emojis. As emojis
mainly depict a user’s intention, it would be
imperative to replace them with their mean-
ings to pick up their cues. As most models
are pretrained only on unlabelled text, we feel
that it would be necessary.

3. Multiple spaces in a sentence and other spe-
cial characters are removed as they do not
contribute significantly to the overall inten-
tion.

Language Pair Kannada-English
Vocabulary Size 18,807
Number of Posts 6,176
Number of Sentences 6,871
Tokens per post 9
Sentences per post 1

Table 1: Dataset Statistics

Class Non-hope Speech Hope Speech Total

Training 3,265 1,675 4,940
Development 391 227 618
Test 408 210 618
Total 4,064 2,112 6,176

Table 2: Class-wise distribution of Train-Development-
Test Data

We use nltk2 for tokenizing words and sentences
and calculating the corpus statistics as shown in
Table 2. We observe that the vocabulary size is
significant due to code-mixed data in a morpholog-
ically rich language (Hande et al., 2021a).

We find that non-hope speech makes up the ma-
jority of the dataset. The dataset had 7,572 com-
ments after annotation, with Not-Kannada having

2https://www.nltk.org/

a distribution of 1,396 out of 7,572 comments. We
removed the comments labelled as Not-Kannada,
resulting in a dataset of 6,176 comments. The
dataset is divided into three sections: train, de-
velopment, and test. The training set accounts for
80% of the distribution, while the development set
accounts for 10%, which is equal to the distribution
of the test set. Table 2 shows the class-wise distri-
bution of data for the train, development, and test-
ing phases. The classes are not evenly distributed
across the dataset, with Non-hope speech account-
ing for 65.81 percent and Hope speech accounting
for 34.19 percent. The difference in the distribution
after removing the sentences with the Not-Kannada
label is shown in Table 2.

Figure 1: Examples of Hope speech and Not-hope
speech classes.

4 Methodology

We perform extensive analysis on the Kannada
hopespeech dataset using a variety of classifiers,
ranging from simple machine learning algorithms
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to complex deep learning algorithms. To tabulate
our results, we employ the scikit-learn library (Buit-
inck et al., 2013). We conduct our experiments in
the manner described below. We ran an average of
5 runs on each model to tabulate the results. We
avoid using stopwords or other lemmatisation tech-
niques because Kannada is a morphologically rich
language. For machine learning algorithms, we
used the scikit-learn library. We used the Pytorch
implementation of the pretrained language models
available on Huggingface Transformers3. We fine-
tuned the models on Google Colaboratory4 for its
easier access to GPU resources and User Interface.

4.1 Machine Learning Algorithms

For our experiments, we used Logistic Regression
(LR). The input features are Term Frequency In-
verse Document Frequency (TF-IDF) values rang-
ing from 1 to 5-grams, with the inverse regularisa-
tion parameter, C, set to 0.1. It is a control variable
that, by being positioned inversely to the lambda
regulator, retains the strength modification of reg-
ularisation. We applied uniform weights to KNN
for classification with 3, 4, 5, and 7 neighbours.
We use Minkowski as the distance metric, with the
distance metric’s power parameter (p) set to 2 and
uniform weights for the neighbours. The maxi-
mum depth for decision trees and random forests
was 500, and the minimum sample splits were 5,
with emphGini as the criterion. We test a Naive
Bayes classifier for multinomially distributed data,
with (alpha = 1) for Laplace smoothing to avoid
zero probabilities.

We set the maximum depth for the decision tree
classifier to 500 and the minimum sample splits
to 5, using Gini as the criterion. We looked at
random forest classifiers with the same parameters
as decision trees. Furthermore, we evaluate a Naive
Bayes classifier for multinomially distributed data,
with α = 1 for Laplace smoothing to avoid zero
probabilities.

4.2 Fine-tuning pretrained Language Models

The success of the transformer architecture
(Vaswani et al., 2017) has resulted in the re-
searchers adapting to transformer-based mod-
els from conventional recurrent neural networks
(RNN). We have fine-tuned four pretrained lan-
guage models for hope speech detection, all of

3https://huggingface.co/transformers/
4https://colab.research.google.com/

which are based on the primary architecture of
BERT. Because all models were pre-trained on
unlabeled monolingual or multilingual data, the
models may struggle to classify code-mixed sen-
tences. Because this is a binary classification task,
we use Binary Crossentropy as the loss function.
By decoupling weight decay from gradient update,
we use the Adam optimizer (AdamW) available on
Huggingface Transformers (Loshchilov and Hut-
ter, 2019). The corpus is first tokenized to cleave

Hyper-parameters Characteristics

Optimizer AdamW
Batch Size [32, 64, 128]
Dropout 0.1
Loss Binary cross-entropy
Learning rate 2e-5
Max length 128
Epochs 10

Table 3: Hyper-parameters used for fine-tuning BERT-
based language models

the word into tokens. During tokenization, the spe-
cial tokens needed for sentence classification, the
[CLS] token at the start of a sentence and the [SEP]
token at the end. Post the addition of the special to-
kens, the tokens are replaced by ids (input_ids), and
attention_masks for training. During fine-tuning,
we extract the pooled output of the [CLS] token
and feed the output through an activation layer
(Sigmoid) to compute the output prediction proba-
bilities for the given sentence (Hande et al., 2021c).

We used two language models that are part of
the pretrained architecture of the BERT (Devlin
et al., 2019). We use bert-base-uncased, a mono-
lingual language model with a 12-layer, 768-hidden
dimension, 12-heads, and 110 million parameters
that has been pretrained only on lower cased En-
glish text. (Pires et al., 2019), a multilingual ver-
sion of BERT, is pretrained on publicly available
Wikipedia dumps of the top 100 languages. We
use bert-base-multilingual-cased5, which is pre-
trained on cased text from the top 104 languages
and has 12 layers, 768 hidden dimensions, 12
heads, and 179 million parameters. Both models
use the same parent architecture, with the only dif-
ference being the corpora used during pretraining.

5https://github.com/google-research/
bert/blob/master/multilingual.md
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Figure 2: Dual-Channel BERT-based Language Model [DC-LM]

4.2.1 RoBERTa
In contrast to BERT, RoBERTa (Liu et al., 2019).
disregards the Next Sentence Prediction (NSP)
loss from its pretraining because the authors
found no improvement regardless of the loss func-
tion. RoBERTa tokenizes using byte-pair encoding
(BPE) rather than BERT’s WordPiece tokenization.
Textbfrobert-base is a monolingual language model
pretrained on 160GB of unlabeled English texts,
with 12 layers, 768 hidden dimensions, 12 heads,
and 125 million parameters.

4.2.2 XLM-RoBERTa
XLM-RoBERTa is based on large-scale unsuper-
vised cross-lingual learning. xlm-robert-base, the
smaller version of the model, has 270 million pa-
rameters, 12-layers, 768 hidden states, and 8 heads,
and was trained on 2.5 TB of newly created clean
Common Crawl data in 100 languages.

4.2.3 Dual-Channel Language Model
We propose a Dual-Channel LM (DC-LM), as
shown in Fig 2, by fine-tuning a language model
based on the transformer architecture on the code-
mixed data and its translation in English. We
use the Googletrans API 6 to translate the code-
mixed KanHope to English. This API employs

6https://pypi.org/project/googletrans/

the GoogleTrans Ajax API7 to make calls to detect
methods and translate. We invoke the Translator
function and set the destination language to En-
glish, as the Translator attempts to identify the lan-
guage’s source on its own. The use of two channels
of pretrained language models is dependent on the
advancements of English language models. We ob-
tain more training data for hope speech in English
by translating the sentences to English. We believe
that when using Dual Channel language model, one
model for the code-mixed Kannada-English texts
- a multilingual language model - and the other
model for the translated English texts - a monolin-
gual language model (pretrained on English), learn
better from two languages rather than one. The
weighted sum will be the weighted sum of two
pooled outputs obtained from the [CLS] token. To
fine-tune the code-mixed sentences, we tokenized
them with a pretrained multilingual tokenizer and
the translated English sentences with a monolin-
gual tokenizer pretrained on English. The first
channel (RoBERTa, BERT, or XLNeT) received
the translated text, whereas the multilingual lan-
guage model received the usual raw text (mBERT
or XLM-RoBERTa). The pooled output was ex-
tracted from the [CLS] token of both models, as

7https://translate.google.com/
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Model Not-Hope Hope

P R F1 P R F1 Acc W(P) W(R) W(F1

Logistic Regression 0.681 0.964 0.798 0.788 0.228 0.354 0.693 0.721 0.693 0.634
KNN 0.705 0.890 0.787 0.659 0.364 0.469 0.696 0.688 0.696 0.670
Decision Tree 0.732 0.797 0.763 0.591 0.500 0.542 0.688 0.680 0.688 0.681
Random Forest 0.736 0.867 0.796 0.673 0.469 0.553 0.720 0.713 0.720 0.706
Naive Bayes 0.719 0.885 0.793 0.674 0.408 0.508 0.709 0.702 0.709 0.688
mBERT 0.757 0.854 0.802 0.680 0.531 0.596 0.735 0.728 0.735 0.726
BERT 0.758 0.780 0.769 0.604 0.575 0.589 0.704 0.701 0.704 0.702
DC-LM(bert-mbert) 0.771 0.836 0.802 0.672 0.575 0.619 0.740 0.734 0.740 0.735
DC-LM(roberta-mbert) 0.788 0.838 0.812 0.690 0.614 0.650 0.756 0.752 0.756 0.752
DC-LM(roberta-xlmr) 0.777 0.779 0.778 0.621 0.618 0.620 0.720 0.720 0.720 0.720
DC-LM(bert-xlmr) 0.727 0.735 0.731 0.589 0.587 0.591 0.650 0.655 0.647 0.651
DC-LM(xlnet-mbert) 0.757 0.759 0.758 0.601 0.598 0.600 0.700 0.700 0.701 0.726
DC-LM(xlnet-xlmr) 0.798 0.851 0.829 0.702 0.635 0.639 0.770 0.758 0.767 0.766

Table 4: Class-wise Precision (P), Recall (R), and F1-Scores for both the classes of the dataset. DC-LM(model1-
model2): model1: Monolingual, model2: Multilingual

shown in Fig 2, and a layer took the weighted sum
of both pooled outputs. The overall output was
then fed into a feed-forward network, which was
then activated with a sigmoid function.

DC-LM (model1-model2) is a dual-channel
model that uses model1 for translated text and
model2 for code-mixed texts. model1 is trained
on translated text using two language models based
on BERT and RoBERTa. We use two multilin-
gual models for the model2, mBERT and XLM-
RoBERTa.
DC(bert-mbert): This model employs bert-base-
uncased for the English text and bert-base-
multilingual-cased for the code-mixed Kannada-
English. The same method is used for all other
Dual-Channel language models.

5 Results and Discussion

The results of experiments carried out for classify-
ing hope speech with various models are listed in
Table 4 in terms of precision and recall for the indi-
vidual classes, as well as overall accuracy, weighted
averages of Precision, Recall, and F1-score. In our
test set, there are 390 instances of not-hope speech
and 228 samples of hope speech. Our experiments’
code is available8.

We use four language models for the dual-
channel LM, listed in Table 4. We fine-tune mul-
tilingual BERT and the uncased base version of
BERT separately to assess the significance of im-
proving performance in DC-LM if any. Out of the
two BERT models, multilingual BERT performs

8https://github.com/adeepH/DC-LM

better than the BERT model that was pretrained
only on English, with a minor increase of 2.1%.
However, the performance between the machine
learning algorithms and pretrained language mod-
els differ by around 7.8%. We trained three dual-
channel language models based on the possible
combinations between the monolingual and mul-
tilingual models. DC-LM (bert-mbert) used the
monolingual BERT (only English) for the trans-
lated text, while the multilingual BERT for the
code-mixed Kannada-English texts. DC-LM(bert-
mbert) achieves a weighted F1-Score of 0.740, an
improvement of 0.5% from mBERT and 3.6% from
monolingual BERT. When XLNEt is used for the
translated texts and XLM-RoBERTa for the code-
mixed texts, it achieves the best performance of
all the models, having an F1-Score of 0.766. The
principal reason for this increase comes down to
the better hyper-parameter tuning and pretraining
strategy used in XLM-RoBERTa and XLNet.

DC-LM (roberta-xlmr) has also been fine-tuned
to evaluate if there is cross-lingual transfer between
the models. Despite being pre-trained on 2.5 TB
of data and using an unsupervised cross-lingual
learning scale, we find that this model performs
worse than DC-LM (bert-mbert). One of the causes
for XLM-poor R’s performance, we feel, is its to-
kenizations. Despite the fact that the developers
of XLM-R claim that the model’s performance is
unaffected by the type of encoding used in tok-
enizations, it is discovered that Byte-Pair Encoding
(BPE) has a lower morphological alignment with
the actual code-mixed text (Jain et al., 2020). In
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Label Texts Predictions
Not-Hope Text: Finally, sonu gowda b day dhinane tiktok ban aythu Hope

Translation: Finally, TikTok got banned on Sonu Gowda’s Birthday
Not-Hope Text: Found 806 rashmika mangannas Hope

Translation: Found 806 Rashmika monkeys
Hope Text: Guru ee desha uddhara agatte indian youth volle ide Not-Hope

Translation: Brother this country will develop as Indian youth are fantastic
Hope Text: thogari tippa supar Not-Hope

Translation: Thogari Tippa Super

Table 5: Predictions on the Test Set

contrast to BERT’s WordPiece tokenization, XLM-
R employs the BPE tokenizer, which results in
more subwords. We believe XLM-RoBERTa per-
forms worse than multilingual BERT since Kan-
nada is a semantically rich language (Tanwar and
Majumder, 2020).

Surprisingly, the monolingual BERT (only En-
glish) performed worse than some machine learn-
ing algorithms in terms of precision, recall, and
F1 scores. We believe this is due to the dataset’s
characteristics.

5.1 Error Analysis

We observe that the model predict 331 out of 390
samples correctly for the Not-hope label, while the
model predicts 145 out of 228 samples correctly for
the other class. We observe that several texts have
been misclassified for reasons beyond the scope of
the model. We have tabulated some predictions in
Table 5
Text: “Thogari Tippa“ super
Thogari Tippa is the name of a popular movie that
talks about equality. The model identifies it as
“Not-Hope Speech“, whereas the dataset classified
it as Hope speech. The lack of knowledge about the
movie is likely the reason why the model predicted
incorrectly.
Text: “Guru ee desha uddhara agatte bedu bhai
indian youth tumba volle ide“
The text praises the Indian youth, suggesting that
India will develop because of them. The model
identifies it as Not-Hope Speech, even though it
should have classified it as Hope Speech.

6 Conclusion

A surge in the active users on social media has in-
advertently increased the amount of online content
available on social media platforms. There is a need
to motivate positivity and hope speech in platforms

to instigate compassion and assert reassurance. In
this paper, we work on KanHope, a manually anno-
tated code-mixed data of hope speech detection in
an under-resourced language, Kannada, consist-
ing of 6,176 comments crawled from YouTube
and propose DC-LM, a Dual-Channel BERT-based
model that uses the best of both worlds: Code-
mixed Kannada-English and Translated English
texts. Several pretrained multilingual and mono-
lingual language models were analysed to find the
best approach that yields a tremendous weighted
F1-Score. We have also trained the dataset on pre-
liminary machine learning algorithms to baseline
for future work on the dataset. We believe that this
dataset will expand further research into facilitating
positivity and optimism on social media. We have
developed several models to serve as a benchmark
for this dataset. We aim to promote research in
Kannada.
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