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Abstract
In recent years, there has been increasing interest in automatic personality detection based on language. Progress in this area is
highly contingent upon the availability of datasets and benchmark corpora. However, publicly available datasets for modeling
and predicting personality traits are still scarce. While recent efforts to create such datasets from social media (Twitter, Reddit)
are to be applauded, they often do not include continuous and contextualized language use. In this paper, we introduce #
SPADE, the first dataset with continuous samples of argumentative speech labeled with the Big Five personality traits and
enriched with socio-demographic data (age, gender, education level, language background). We provide benchmark models
for this dataset to facilitate further research and conduct extensive experiments. Our models leverage 436 (psycho)linguistic
features extracted from transcribed speech and speaker-level metainformation with transformers. We conduct feature ablation

experiments to investigate which types of features contribute to the prediction of individual personality traits.
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1. Introduction

People’s personality comprises a set of individual dif-
ferences, often referred to as psychological traits and/or
dimensions, that describe and explain their behavior,
emotions, motivation, and thought patterns (Funder,
2001; [Wilt and Revelle, 2015). Personality traits are
not observable directly, but are reflected in the recur-
ring behavioral patterns of people and can thus be de-
rived from them. These traits are associated with a vari-
ety of important life outcomes and decisions (Ozer and
Benet-Martinez, 2006). Specifically, they have been
repeatedly linked to individual (e.g., well-being), in-
terpersonal (e.g., relationship satisfaction), and social-
institutional outcomes (e.g., career choice and career
success) (Soto, 2019). In addition, attitudes and so-
cial behavior toward a particular person depend sig-
nificantly on the impression others have of that per-
son (Uleman et al., 2008)). In view of its importance
in capturing the essential aspects of a person, increas-
ing attention is being paid to the development of mod-
els that can leverage data on human behavior to au-
tomatically predict personality. Language data - i.e.
data obtained from verbal behavior, including written
text or audio recordings - is a key type of such data.
Even in the early years of psychology, a person’s use
of language was seen as a distillation of his or her un-
derlying drives, emotions, and thought patterns (Freud,
1915; [Rorschach, 1921; |Allport, 1942)). In the 1960s,
the so-called General Inquirer was introduced, which
emerged as the first general and systematic approach
to psychological language analysis (Stone et al., 1962).
The introduction of Linguistic Inquiry and Word Count
(LIWC) (Pennebaker and King, 1999; Pennebaker et
al., 2007) was a milestone in transparent psychologi-
cal text analysis, and LIWC-like features continue to

figure prominently in automatic personality detection
(APD) approaches today. A common approach to APD
is to leverage such features by feeding them machine
learning classifiers, such as a Sequential Minimum Op-
timizer, Support Vector Machine or Naive Bayes clas-
sifier (see |Agarwal, 2014, for a review of personal-
ity detection from text using shallow learning tech-
niques). More recently, approaches to APD have drawn
on context-independent or contextualized word embed-
dings, e.g. GloVe, Word2Vec or BERT, or have com-
bined handcrafted linguistic features with word embed-
dings (see, e.g., Majumder et al., 2017, Mehta et al.,
2020). Although significant progress has been made in
this area, publicly available datasets for modeling and
predicting personality traits are still scarce. While re-
cent efforts to create such datasets from social media
(Twitter, Reddit) are to be applauded, they often do not
include continuous and contextualized language use.
Here we introduce # SPADE, the first dataset with con-
tinuous samples of argumentative speech labeled with
the Big 5 personality traits and enriched with socio-
demographic data (age, gender, education level, lan-
guage background). We provide benchmark models for
this dataset and perform feature ablation experiments
to investigate which types of features contribute to the
prediction of individual personality traits. # SPADE is
made available for research purposes upon request.

2. Related Work

Research on personality and language has drawn
on a variety of sources ranging from stream-of-
consciousness essays (Pennebaker and King, 1999) to
emails (Oberlander and Gill, 2006)), and blogs (Iaco-
belli et al., 2011). More recently, the attention has
shifted towards language use on social media includ-
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ing data obtained from Facebook (e.g. |Kosinski et al.,
20135)), Twitter (e.g. [Plank and Hovy, 2015), and Red-
dit (e.g. \Gjurkovic et al., 2020). Apart from the types
of texts that these datasets represent, they also differ
with respect to (1) the sheer amount of data they com-
prise (both in terms of number of texts and amount of
words per text), (2) the way in which personality la-
bels were obtained (e.g. validated questionnaire ver-
sus human labeled versus inferred from accompanying
information, e.g. behaviors on social network), and
(3) the amount of speaker- or document-level meta-
information available (see Wiegmann et al., 2019, for
a survey of datasets). We focus here on a concise
overview of some of the most widely used publicl

available datasets as well as some recent additions
One of the most widely utilized datasets in automatic
personality prediction research is the Essay dataset
(Pennebaker and King, 1999), which comprises 2,467
stream-of-consciousness texts produced by as many in-
dividuals students between 1997 and 2004. The Es-
say dataset is annotated with the binary labels of the
Big Five personality traits that were obtained using a
standardized self-report questionnaire. Despite its ad-
vanced age, the Essay dataset is still one of the most
well-established benchmark datasets due to the rela-
tively large amount of continuous language use and the
fact that its personality labels are derived using a vali-
dated instrument. Based on Myers—Briggs Type Indica-
tor (MBTI), another widely used dataset is the MBTI
kaggle dataset (Li et al., 2018). It consists of snip-
pets - usually whole sentences - of social media in-
teraction of over 8,600 users of Personality Cafeﬂ an
online forum community dedicated to all ranges of per-
sonality types and people, all of whom have indicated
their MBTI type. The total size of this dataset is ap-
proximately 11.2 million words with an average com-
bined length of post samples of 1,288 words per indi-
vidual. Gjurkovic and Snajder (2018)) introduced the
MBTI9k dataset, which was derived from Reddit. In
the MBTIOKk, personality labels are derived from spe-
cial user descriptors on Reddit called ‘flairs’, an icon
or text that appears next to a username. Many users
used flairs to report their MBTI type and often also
information about their age, gender, personality types
of their partners, marital status, medical diagnoses etc.
The MBTIOk datasets contains over 583 million words
from 9,111 Reddit users. Recently, Gjurkovic et al.
(2020) extended the MBTI9k dataset and introduced
the Personality ANd Demographics Of Reddit Au-
thors (PANDORA). PANDORA comprises over 17M
comments written by more than 10k Reddit users, an-
notated with MBTI and Enneagram personality labels,
alongside age, gender, location, and language. The
datasets further contains Big 5 labels for approximately

'As the MyPersonality dataset Kosinski et al., 2015| has
become unavailable to the research community, we do not
include it here.

2https ://www.personalitycafe.com/

1.6k users that were extracted from textual informa-
tion in comments replying to posts which mention a
specific online tests. An advantage of such large-scale
multilabeled datasets such as PANDORA is that they
can be used to develop new deep-learning architec-
tures. Once developed, the resulting models can be
fine-tuned and used on smaller datasets that contain
validated questionnaire-based personality assessments
and/or richer meta-information. Datasets constructed
from social media typically contain only short snip-
pets of connected text (e.g. comments, status updates),
which may not contain enough linguistic signals for
personality detection. In an effort to test this possibil-
ity, Stajner and Yenikent (2021) introduced the MBTI-
MTurk dataset based on data collection via human
intelligence tasks (HITs) using the Amazon Mechan-
ical Turk (MTurk) crowdsourcing platform. They used
two text prompts (topics: favourite type of vacation;
favourite hobbies) to elicit samples of written text with
an minimal length of 300 characters long. The dataset
consists of 96 HITs completed by different participants
(MTurk IDs). Personality labels for the participants
were obtained by two trained human annotators who
were instructed to look for linguistic signals of MBTI
traits in the texts of a given participant. Finally, we
note that the vast majority of datasets used in person-
ality prediction - including the ones overviewed here
- are confined to written language. Datasets of spoken
language that also enable the development of models of
personality detection from speech are scarce. A notable
exception is the Electronically Activated Recorder
(EAR) corpus (Mehl et al., 2001), which contains both
sound extracts and transcripts from 96 psychology stu-
dents at the University of Texas at Austin. This cor-
pus contains a total of 97,468 words from 15,269 utter-
ances. Personality labels of the dataset were obtained
based on the Big Five model, using the 44-item Big
Five Inventory (John et al., 1991).

3. & SPADE Dataset

3.1. Dataset construction

Our goal in constructing # SPADE was to compile a
dataset of longer samples of monological, argumenta-
tive speech that maximize the potential of finding lin-
guistic correlates of human evaluations of speech as
well as signals of personality traits. The dataset con-
sists of 20 hours of speech from 220 individuals (aged
18-78 years) collected through the Amazon Mechani-
cal Turk (AMT) crowdsourcing platform. The speech
samples were elicited through prompts relating to three
debating topics: (A) Climate change is the greatest
threat facing humanity today, (B) People should be
legally required to get vaccinated and (C) The develop-
ment of artificial intelligence will help humanity. Each
participant was asked to talk about a given topic for
about three to five minutes. The data collection was
done in two rounds. In round 1 (110 participants) par-
ticipants were asked to record one speech sample on

6406


https://www.personalitycafe.com/

a topic of their choice. In round 2 (110 participants),
each participant was asked to record two speech sam-
ples on two different topics. Each round comprised
two batches: an initial batch of 15 Human Intelligence
Tasks (HITs) was run to test the data collection pro-
cedure before running the remaining 95 HITs. AMT
participants were filtered based on location to include
only participants from the US and UK and from Ger-
many. Participants were filtered based on their MTurk
IDs so that a participant could only submit the HIT
once. We included data from participants after veri-
fying that all the information asked for was present and
that the recorded language was comprehensible. Af-
ter filtering the submissions for various missing files
and data, we retained the samples from 214 MTurk
participants, representing 333 speech samples cover-
ing three topics. All of the data collection was done in
compliance with ethical considerations for NLP crowd-
sourcing (see Shmueli et al., 2021)). Informed consent
was obtained from all participantsﬂ Following consid-
erations regarding fair payment, we conducted a sur-
vey with 100 crowdworkers, where we asked for the
amount of compensation (in US dollars) they consid-
ered adequate for the task at hand. Based on the results
of the survey, the HIT was set up with a compensation
of $5, corresponding to an average pay rate of $15/hour.
All speech samples were manually transcribed by two
trained transcribers. We used a rather simple set of
transcription guidelines that state that all words spo-
ken have to be transcribed, even if repeated or if fillers
(e.g., uh, um). Transcribers could further mark words
where they were unsure with a special symbol and
also longer stretches of unintelligible speech. The
inter-transcriber disagreements, measured by word er-
ror rates (WER), was estimated on the basis of a sub-
set of speeches (N=35) that were transcribed by both
transcribers. Inter-transcriber disagreements was 8.2%,
which is in line with the results obtained in previous
studies involving comparable samples of native (WER
= 5%) and non-native (WER = 15-20%) spontaneous
speech (Zechner et al., 2009). The resulting dataset
comprises 848,827 words of transcribed speech. The
mean length of the speech transcripts was 2493 words
(SD = 752.1 words), ranging between a minimum of
921 words and maximum length of 6123 words. The
language samples of the present dataset are thus sub-
stantially larger than those of standardly used personal-
ity datasets: For example, the texts of the widely-used
Essays dataset (Pennebaker and King, 1999) comprise

*Before starting the task, participants accepted the fol-
lowing disclaimer: "We do not collect personally identifiable
information such as name, address, contact information, or
other data that can be associated with a specific individual.
The data we collect is encrypted and stored anonymously
on a secure server and can only be identified by a system-
generated, unique random code. We will use the collected
data for research purposes only. Please continue if you agree
to these conditions.”

652 words on average; the combined user-posts of the
MBTI Kaggle dataset (L1 et al., 2018) comprise 1264
words on average. Table[I]shows the distribution of the
demographic variables collected from the participants
(age, gender, education, language status).

Age Gender Education Language

Status
Min. :18.00 Male: 129 BA : 138 Mono: 122
Ist Qu.:25.00 Female: 88 HS : 40  Biling: 57
Mean :32.27 Diverse: 3 MA :40 L2 Eng: 38
3rd Qu.:35.00 PHD:1 NA:3
Max. :78.00 NA: 1

Table 1: Distribution of demographic variables (Mono
= monolingual English speakers (N = 122), Biling =
participants who report English as their first language
who speak one or more additional languages (N = 57),
L2 Eng = participants that use English as a foreign lan-
guage (N=38))

3.2. Personality labels and additional
speaker-level variables

Participants were also asked to fill in three question-
naires: (1) the Language Experience and Proficiency
Questionnaire (Kaushanskaya et al., 2020), which was
used to assess language profiles of the participants:
Participants rated from O (none at all) to 10 (very
much) their daily exposure to English in different con-
texts/activities (family, friends, reading, formal educa-
tion, self-education, watching TV, and listening to the
radio/music) as well as their proficiency with regard to
their skills in reading, listening, speaking and writing
English. The further completed (2) a reading habits
questionnaire, which was used to assess the average
time spent reading English per week (in hours) across
different media both at the present time and in the past.
Finally, (3) personality labels were obtained via the Big
Five Inventory (BFI) questionnaire (John et al., 1991).
The BFI is an efficient and frequently used instrument
to assess the big five personality traits (Extraversion,
Neuroticism, Conscientiousness, Openness to Experi-
ence, and Agreeableness). It consists of 44 self-rating
statements, such as ‘I see myself as someone who gen-
erates a lot of enthusiasm’ or ‘I see myself as some-
one who remains calm in tense situations’. Participants
rated each statement on a 5-point Likert-scale ranging
from 1 (disagree strongly) to 5 (strongly agree). Par-
ticipants’ scale scores for each of the five dimensions
were expressed as person-centered z-scores that were
adjusted for differences in acquiescent response styles
(‘yea-saying’ vs. ‘nay-saying’) (for details, seeJohn et
al., 2008)).

The distributions of the participants self-reported infor-
mation their proficiency and experience with English
and their reading habits are provided in Tables [5| and 6]
in the appendix. We observed some asymmetries be-
tween subgroups with respect to their exposure to En-
glish and self-rated English proficiency: For example,
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regarding the sources of current exposure to English
the monolingual group reported highest scores for fam-
ily (M=9.02), friends (M=8.79) and reading (M=8.9),
whereas the ‘English as a foreign language’ group re-
ports highest scores in reading (M=7.79) and watching
TV (M=7.63). With regard to self-rated proficiency the
participants in the monolingual and bilingual groups re-
port higher scores on average on all four skills (speak-
ing, listening, reading, writing) (all M>9.28) that their
L2 English peers, for whom speaking represents the
lowest rated English skill (M=7.66). The distributions
of the personality scores are presented in Table [2[ and
visualized in Figure Table 2] shows that the par-
ticipants in our dataset are on average more open and
agreeable and less conscientious, extraverted and neu-
rotic, when compared to a neutral score of zero. Fig-
ure [3| in the appendix presents a visualization of the
frequencies of all trait combinations that occur at least
twice in the dataset, when participants were classified
as having any of the five personality traits based on me-
dian splits. The participants shows high frequencies of
particular trait combinations, e.g. +open, +agreeable
(N=8), whereas others, e.g. +extraverted, +neurotic
are unattested (N=0). Extraversion tends to be attested
together with conscientiousness (N=9), while neuroti-
cism tends co-occur with agreeableness (N=6). These
tendencies for typical and atypical trait combinations
support that personality prediction tasks are more ade-
quately modeled as a multi-label classification task.

Dimension Mean SD Min Max
Openness 0.107 0.343 -1.239 1.268
Conscientiousness -0.104 0.461 -2.053 1.968
Extraversion -0.090 0.437 -1.953 1.051
Agreeableness 0.161 0.577 -3.045 1.721
Neuroticism -0.049 0477 -2.177 1.363

Table 2: Distribution of BFI scores in the dataset.
BFI scores shown are person-centered standard (or Z)
scores

o

Personality dimension

E] 3
Person-centered standard (or Z) scores corrected for acquiescent response style

Figure 1: Distribution of BFI scores in the dataset.
BFI scores shown are person-centered standard (or Z)
scores.

4. Extraction of linguistic features

The speech transcripts were automatically analyzed us-
ing CoCoGen (Strobel et al., 2016), a computational

tool that implements a sliding window technique to
calculate sentence-level measurements that capture the
within-text distributions of scores for a given language
feature (for current applications of the tool in the con-
text of text classification, see Kerz et al., 2020; [Kerz
et al.,, 2021). We extract a total of 436 features that
fall into nine categories: (1) measures of syntactic
complexity (N=16), (2) measures of lexical richness
(N=15), (3) information theoretic measures (N =3),
(4) register-based n-gram frequency measures (N=25),
(5) readability measures (N=14), (6) psycholinguis-
tic measures (N=37), (7) LIWC-style (Linguistic In-
quiry and Word Count) features (N=61), (8) senti-
ment related features (N=209) and (9) emotion re-
lated features (N=56). Tokenization, sentence split-
ting, part-of-speech tagging, lemmatization and syn-
tactic PCFG parsing were performed using Stanford
CoreNLP (Manning et al., 2014). The syntactic com-
plexity measures comprise (i) surface measures that
concern the length of production units, such as the
mean length of words, clauses and sentences, (ii) mea-
sures of the type and incidence of embeddings, such as
dependent clauses per T-Unit or verb phrases per sen-
tence or (iii) the frequency of particular types of partic-
ular structures, such as the number of complex nominal
per clause. These features are implemented based on
descriptions in (Lu, 2010) using the Tregex tree pattern
matching tool (Levy and Andrew, 2006) with syntac-
tic parse trees for extracting specific patterns. Lexical
richness measures fall into three distinct sub-types: (i)
lexical density, i.e. the ratio of the number of lexical
(as opposed to grammatical) words to the total num-
ber of words in a text, (iii) lexical variation, i.e. the
range of vocabulary as displayed in language use, cap-
tured by text-size corrected type-token ratio and (iii)
lexical sophistication, i.e. the proportion of relatively
unusual or advanced words in the learner’s text, such as
the number of New General Service List (Browne and
others, 2013). The operationalizations of these mea-
sures follow those described in Lu (2012) and Strobel
(2014). The information theoretic measures have been
used as ‘holistic’ measures of linguistic complexity.
These measures use the Deflate algorithm (Deutsch,
1996) to compress a text and obtain complexity scores
by relating the size of the compressed file to the size of
the original file (for the operationalization and imple-
mentation of these measures see (Strobel, 2014)). The
register-based n-gram frequency measures are derived
from the five register sub-components of the Contem-
porary Corpus of American English (COCA, (Davies,
2008))): spoken, magazine, fiction, news and academic
language. The total of 25 measures results from the
combination of (a) a ‘reference list’ containing the
top 100k most frequent n-grams and their frequencies
from one of five registers of the COCA corpus and
(b) the size of the n-gram (n € [1,5]) (see Kerz et
al., 2020 for details). The readability measures com-
bine a word familiarity variable defined by prespec-
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ified vocabulary resource to estimate semantic diffi-
culty together with a syntactic variable, such as aver-
age sentence length. Examples of these measures are
the Fry index (Fry, 1968)) or the SMOG (McLaughlin,
1969). The psycholinguistic measures capture cogni-
tive aspects of reading not directly addressed by the
surface vocabulary and syntax features of traditional
formulas. These measures include a word’s average
age-of-acquisition (Kuperman et al., 2012)) or preva-
lence, which refers to the number of people knowing
the word (Brysbaert et al., 2019; Johns et al., 2020).
The LIWC feature set (Pennebaker et al., 2001)) is one
of the most common closed-vocabulary methods for
personality detection from text. These features concern
frequency counts of words that are associated with 60
psychologically relevant relevant subgroups like ‘func-
tion words’ (e.g., articles, conjunctions, pronouns), ‘af-
fective processes’ (e.g., happy, nervous, cried) and ‘so-
cial processes’ (e.g., mate, talk, friend). The 209
features from the ‘sentiment’ category were derived
from a total of five lexicons that have been success-
fully employed in sentiment analysis research (ANEW
(Bradley and Lang, 1999), General Inquirer (Stone et
al., 1966), NRC-VAD (Mohammad, 2018), SenticNet
(Cambria et al., 2010), Sentiment140 (Mohammad et
al., 2013). Finally, the 48 features from the emotion
feature group were obtained from three dictionaries —
EmoLex (Mohammad and Turney, 2013) and GALC
(Scherer, 2005), and DepecheMood++ (Araque et al.,
2019) — that have been successfully employed in emo-
tion and personality recognition research.

All features are computed at the level of individual
sentences. The resulting sequences of sentence-level
scores capture the progression of a feature score from
the beginning of a text to its end and are referred to here
as ‘text contours’. In addition to these high-resolution
measurements of text features, we also computed text-
average scores by aggregating all sentence-level scores
to the mean value for each text. The informational
gain of ‘text contours’ relative to text-averages is il-
lustrated in Figure [2| The top panel in Figure [2[ shows
the distribution of scores of three selected features for
a randomly selected text (transcript) from the dataset:
One syntactic complexity feature (Complex Nominals
per Clause), one psycholinguistic lexical feature (Word
Prevalence), and one readability feature (the Gunning
Fox Index). For the purposes of this illustration, these
features were z-standardized. The black line represents
the mean feature value of the text. As is evident in
the graphs, all features score fluctuate within the text,
with high values on one feature often being compen-
sated for by lower values on another. A contour-based
classifier can capitalize on this higher-resolution as-
sessment of language features. The graph in the lower
panel of Figure [2)illustrates that the individual features
of a given lexicon typically yield rather uninformative
mean scores, as most sentences do not contain any of
the relevant terms. The graph shows the feature score

Distribution of feature scores of three selected features within one text

Feature WordPrevalenceScl

| /\

ComplexNominalsPerClauseScl — GunningFogScl

Feature score
(standardized)
o

5 10 15
Sentence # in text

Distribution of scores from selected subcategory
from Emolex dictionary (EmoLex.anger)

° °
2 2
8 2

Score: EmoLex.anger
o
S
2
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o

3
—
"

5 10 15
Sentence # in text

Figure 2: Text contours for selected features of a single
text. Top panel: Distribution of three z-standardized
language feature scores from three different feature
groups (red:syntactic, green: psycholinguistic, blue:
readability). Bottom panel: Text contour of an individ-
ual feature of a closed-vocabulary feature (anger words
from EmoLex dictionary).

for terms from the EmoLex lexicon that are indicative
of anger, which are zero in 16 out of the 18 sentences
in the example text. So, while a means-based classifier
would evaluate the text on the basis of its text-average
score — given by the red line in Figure [2[— the contour-
based approach can identify and capitalize on informa-
tion bearing-signals in the shape of local peaks.

5. [Experimental setup

In this section, we describe six benchmark models for
the introduced dataset: (1) a fine-tuned Bidirectional
Encoder Representations from Transformers (BERT)
model, (2) and (3) two convolutional neural network
classifiers trained on text-average (‘means-based’) and
sentence-level (‘contour-based’) language features re-
spectively, (4) a hybrid model integrating BERT pre-
dictions with the language features, (5) a hybrid model
combining language features and sociodemographic
features and (6) a full model integrating language fea-
tures and sociodemographic features with BERT pre-
dictions. In each model, each speaker in the training
data is considered as a data point. The input of the
model consists of all the text sequences of each speaker.
The output is the class of the corresponding speaker,
0 for "low” on a given personality dimension and 1
for ”high” on that dimension, where binary classes
are derived from continuous BFI scores using median
splits. Following recent work in personality prediction
research (e.g. [Bagsaran and Ejimogu, 2021, |Ramezani
et al., 2020), all models were trained in a multi-label
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classification setting (Tsoumakas and Katakis, 2007),
as personality labels cannot be assumed to be statisti-
cally independent (see section 3.2). We evaluated all
models using 20 times repeated 10-fold crossvalida-
tion to counter variability due to weight initialization.
We report performance metrics averaged over all runs.
All models are implemented using PyTorch (Paszke et
al., 2019). Unless specifically stated otherwise, we
use "'BCELoss’ as our loss function, ’AdamW’ as opti-
mizer, one cycle learning rate scheduler (OCLR)(Smith
and Topin, 2017) and dropout = 0.3, L2 = 1x 10" as
the regularization. The optimal network structures and
values of hyperparameters are found by grid-search.

5.1. Fine-tuned BERT Model
(BERT-BLSTM)

Since their inception, transformer-based pretrained lan-
guage models such as BERT (Devlin et al., 2018)) have
achieved state-of-the-art performance in various classi-
fication tasks. Here we used the Huggingface Trans-
formers library (Wolf et al., 2020) for fine-tuning a
pretrained ‘bert-base-uncased’ model. The model con-
sists of 12 Transformer layers with hidden size 768
and 12 attention heads. We run experiments with (1)
a linear fully-connected layer for classification as well
as with (2) an intermediate bidirectional LSTM layer
with 256 hidden units (Al-Omari et al., 2020) (BERT-
BLSTM). The following hyperparameters are used for
fine-tuning: a fixed learning rate of 2 X 107 is applied
and L2 regularization of 1 X 107°. All models were
trained for 8 epochs, with batch size of 4 and maximum
sequence length of 512. No dropout is used. We focus
here on the results of the best-performing transformer-
based model, namely BERT-BLSTM.

5.2. BLSTM Contour-based language
features (BLSTM-CBLF)

To utilize the information carried by the contour-based
measurement of language features (cf. Figure [2), we
build a bidirectional LSTM neural network (BLSTM).
Specifically, a 2-layer BLSTM with a hidden state di-
mension of 32. The input to the model is a sequence
X = (x1,29,...,1,), where x;, the output of CoCo-
Gen for the ith sentence of a document, is a 436 dimen-
sional vector and n is the sequence length. To predict
the labels of a sequence, we concatenate the last hid-

den states of the last layer in forward (h_n)) and back-

ward directions (](”L_n). The result vector of concatena-
tion h,, is then transformed through a fully connected
layer, whose activation function is Parametric Rectifier
Linear Unit (PReLU). The output of this network is a
vector of the five binarized personality traits. More pre-
cisely:

[, 71, ] = BLSTM(X)
Yy = U(Wof + bo)

where [ +|-] is concatenation operator and o is sigmoid
Ll
function. h,,, h,, are 64 dimensional vectors and their

concatenation h,, |f(L_nT]T is a 128 dimensional
vector. Wy € R and W, € R Bias terms by
and b, are of dimension 64 and 5 respectively. The min
and max OCLR learning rates are 1x10™° and 1x10™°

To 8><(|}:4

5.3. BLSTM Means-based language features
(BLSTM-MBLF)

To evaluate the utility of adopting the contour-based
approach, we also build a means-based model for pur-
poses of comparison. This model is a 4-layer feed for-
ward neural network:

fi = Tanh(W fi—y +b;),4 = 1,2
f3 = PRCLU(W3f2 + bg)
y=0(Wyf3+by)

where T, € R436><647 W, € R64><64, W, € RO4%32
and W, € R3**®_ The bias terms b1,b2,b3, b4 are
vectors of dimension 64, 64, 32, 5 respectively. Given
a sequence of contour-based language features X =
(z1,29,...,2,), X = %Z?:l x; is computed and
used as feature of our mean based model, i.e. fj = X
While training, we use the same max OCLR learning
rate asbut with a min learning rate of 6 X 107°

5.4. BLSTM-CBLF+BERT

Following Lee et al. (2021), we assemble our hybrid
model by (1) obtaining soft labels g € R’ (probabili-
ties that a text belongs to the corresponding trait class)
from the fine-tuned BERT model by applying sigmoid
layer on top of its output logits and then (2) interweav-
ing g with h,, € R%* described in Section by con-
catenating g with h,, after a linear layer w1th activation
funtion PReLLU (3) The concatenated vector is fed into
a 2-layer feedforward classifier. Specifically:

fl = PRCLU(Wlh" + bl)
f3 = PRGLU(W3f2 + bg)
Yy = U(Wof3 + bo)

= [3/‘1 T’ Wy € R Wi €
2 W, € R° and by, b; € R* b, € R®. The
best minimum and maximum OCLR learning rates are
found to be 3 x 10> and 1 x 10~

64x32
where fo
37><

5.5. BLSTM-CBLF + speaker background
(BLSTM-CBLF+BG)

This model has the same structure as BLSTM-CBLF
+ BERT model described in Section 5.4l However
instead of g, We concatenate the speaker background
vector b € R™ w1th fl Corresgpondmgly, W, €
RO Wy € R W, e R and by,by €
,bo € R®. Same OCLR parameter setups are ap-

plied as
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5.6. BLSTM-CBLF + speaker background +
BERT (BLSTM-CBLF+BG+BERT)

In this model with structure described in Section[3.4]is
extended with the prediction of the BERT model de-
scribed in Section 3.1l In order to interweave both
speaker background and BERT soft predictions fo is
instead computed as: f = [ fi lgT|bT]T Corres%ond-
ingly, W; € R***? w, e RV W, e R* and
b1,b3 € RSQ, b, € R°. Same OCLR parameter setups

are applied as

5.7. Feature ablation

We performed feature ablation studies to assess the in-
formativeness of a feature group in the prediction of
each of the five personality traits by quantifying the
change in predictive power when comparing the per-
formance of a classifier trained with the all feature
groups versus the performance without a particular fea-
ture group. Specifically, we employed Submodular
Pick Lime (SP-LIME) (Ribeiro et al., 2016), a method
to construct a global explanation of a model by aggre-
gating the weights of the linear models. We first con-
struct local explanations using LIME with a linear local
explanatory model, exponential kernel function with
Hamming distance and a kernel width of o = 0.75+/d,
where d is the number of feature groups. The global
importance score of the SP-LIME for a given feature
group j can then be derived by: I; = /Y i, |[W;;].
where W;; is the jth coefficient of the fitted linear re-
gression model to explain a data sample x;.

6. Results

The models were evaluated using accuracy, precision,
recall and F1 scores as the performance metrics. For
reasons of space, we focus here on the discussion
of classification accuracy|| presented in Table @ An
overview of the results of all performance metrics is
provided in Table [§] in the appendix. All benchmark
models showed a consistent improvement over a ma-
jority class baseline model with an average increase in
classification accuracy ranging between +6.25%, for
the BERT model, to +12.7%, for the hybrid model
that integrates the contour-based BLSTM with the
speaker-level background variables and BERT predic-
tions. The use of text-contours improved the aver-
age classification accuracy of the language-based clas-
sification over a means-based approach by +2.16%
and improved average precision by +3.06%. At the
level of individual personality traits, the contour-based
model outperformed the means-based model in four
of the five traits (extraversion, conscientiousness, neu-
roticism and openness), reaching a maximum increase
in performance of +4.18%. For the only trait where
it did not outperform the means-based model (agree-
ableness), the difference in classification accuracy was

4y

Micro averages were used to evaluate the 100 model
instances; macro averages were used to evaluate the model
across traits.

only 0.61%. These results clearly demonstrate the
benefits of utilizing the within-text distributions of
(psycho-)linguistic features for personality detection.
The performance of the fine-tuned BERT model was
relatively poor: While the best-performing hybrid
model (BLSTM-CBLF+BG+BERT) included BERT
predictions, the improvement over a model without
the BERT predictions (BLSTM-CBLF+BG) was only
marginal (+0.04%). In isolation, the fine-tuned BERT
model lagged behind both BLSTM models based on
(psycho-)linguistic features, with the contour-based
model reaching as much as +3.99% higher average
classification accuracy than the BERT model. This re-
sult contrasts with previous findings on other datasets
(Mehta et al., 2020), which found that language mod-
eling features (BERT word embeddings) consistently
beat conventional psycholinguistic features. Of course,
the overall success of a model based on engineered fea-
tures hinges on the predictive value of its features, as
well as on the resolution at which these features are
measured. This work has shown that a model based on
transparent language features is not only more transpar-
ent than a neural language model but can also outper-
form such a model in terms of prediction accuracy. The
comparatively weak performance of the BERT model
may be related to the fact that spoken language is char-
acterized by many phenomena, such as hesitations, rep-
etition, incomplete utterances, that do not appear within
the types of written data (Wikipedia and the Book Cor-
pus) that the BERT model was trained on. Future re-
search may investigate these issues in more detail. The
integration of socio-demographic background variables
available in # SPADE led to an improvement in aver-
age classification accuracy of +1.74% over the next-
best model that did not include this information but did
include BERT predictions. This result demonstrates
the usefulness of incorporating rich socio-demographic
background into future datasets for personality predic-
tion.

The results of the feature ablation experiments are pre-
sented in Table [§] We find that overall the predic-
tions of the model are most strongly driven by the
feature groups ‘sentiment’, ‘LIWC’ and ‘psycholin-
guistic’. However, with the exception of the infor-
mation theoretic feature group, all features groups ex-
hibited relatively high I-values (all I>2.5 relative to
maxima of I=5 to 5.1 across personality traits). Pair-
wise correlations (Spearman rank-order correlation co-
efficients) of feature importance scores across person-
ality traits were observed to be largest for the pair
conscientiousness-openness (p = 0.93) and lowest for
the pair extraversion-neuroticm (p = 0.81) (see also
Figure [6] in the appendix). In follow up analyses,
we sought to identify characteristic language features
associated with each personality trait by computing
the difference between the z-standardized mean scores
of high- and low-scoring individuals on a given trait.
This analysis revealed some interesting patterns: While
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Model | E | A | C N [ O | Awg |
Majority class baseline 49.93 49.85 49.93 49.88 49.69 49.86
BERT-BLSTM 54.21 59.45 57.84 50.55 58.5 56.11
BLSTM-MBLF 58.75 62.37 53.11 54.04 61.44 57.94
BLSTM-CBLF 61.06 61.76 57.07 58.22 62.37 60.10
BLSTM-CBLF+BERT 61.20 63.51 58.09 58.32 63.01 60.82
BLSTM-CBLF+BG 59.41 65.45 60.69 60.13 66.89 62.52
BLSTM-CBLF+BG+BERT 59.31 66.14 59.95 61.20 66.22 62.56

Table 3: Evaluation results of the six benchmark models. Numbers represent classification accuracy (%) micro-
averaged across 20 times 10-fold cv. In the *Avg.” column, the macro-averaged classification accuracy (%) across

5 traits are presented.

E A C N o

Group I Group I Group 1 Group I Group I
Sentiment | 5.10 | Sentiment | 5.07 | Sentiment | 4.89 | Sentiment | 4.82 | Sentiment | 5.00
LIWC 3.47 LIWC 3.68 LIWC 3.49 LIWC 3.45 LIWC 3.62
Psycholing | 3.36 | Psycholing | 3.32 | Psycholing | 3.09 | Emotion 3.05 | Psycholing | 3.19
Readability | 3.12 | Syntactic | 3.16 Ngram 3.07 Ngram 2.95 Ngram 3.10
Emotion 3.04 Emotion 3.14 Emotion 3.04 | Psycholing | 2.94 Emotion 3.10
Ngram 2.99 Ngram 3.03 | Syntactic | 2.99 | Syntactic | 2.90 | Syntactic | 3.01
Syntactic | 2.85 | Readability | 2.81 | Readability | 2.96 | Readability | 2.71 | Readability | 2.80
Lexical 2.64 Lexical 2.66 Lexical 2.65 Lexical 2.52 Lexical 2.64
InfTheo 1.33 InfTheo 1.48 InfTheo 1.36 InfTheo 1.35 InfTheo 1.40

Table 4: Results of the feature ablation experiment: Feature importance (Model: BLSTM-CBLF) macro-averaged

across 200 model instances. (20 X 10-fold CV)

space limitations prevent a more detailed discussion,
we observed for example that individuals scoring high
on the extraversion scale showed higher proportions of
words relating to power and positive emotion - but also
to anger - as well as greater lexical diversity. Individu-
als scoring high on the neuroticism scale showed higher
proportions of words related to anxiety and disappoint-
ment, as well as words associated with evaluation and
conformity, but also larger amounts of n-grams from
the register of academic language. Highly conscien-
tious individuals showed high proportions of affiliation
words (ally, friend) and high proportions of words re-
ferring to men and social roles associated with men. A
visualization of some of the top-20 most characteristic
individual features per personality trait and the top-2
most characteristic features per feature group by trait
is presented in Figure 5 in the appendix. These results
partially align with past findings from personality psy-
chology based on language analysis: For example, the
finding that extraversion is related to using more pos-
itive emotion words (e.g., great, happy, amazing) has
been repeatedly obversed across many types of data
(for overviews, see, e.g., [Park et al., 2015} Boyd and
Schwartz, 2021). However, most of the previous re-
search has so far relied on closed-class, word count-
ing approaches — predominantly LIWC. The results of
the present work go beyond these findings by show-
ing that individual personality traits are also character-
ized, for example, by different usage patterns of multi-
word combinations (n-grams) as well as by more ab-
stract measures of lexical variety.

7. Conclusion

In this paper, we introduce # SPADE, a new data re-
source for modeling and predicting personality traits
from speech behavior. A distinguishing feature of
SPADE is the continuous and contextualized nature
of speech samples combined with BigFive personal-
ity trait information obtained from a standard ques-
tionnaire completed by individual speakers. In addi-
tion, this dataset is enriched with socio-demographics
for each speaker. Our best benchmark model achieved
an average classification accuracy of 62.56%, which is
in good agreement with SOTA results for personality
predictions on the available benchmark datasets (Essay
(Pennebaker and King, 1999): 60.6%, MBTI Kaggle
(L1 et al., 2018): 77.1; see Mehta et al., 2020). In addi-
tion, we show that automatic prediction of personality
traits benefits from the inclusion of within-text distribu-
tions of linguistic features, as evidenced by higher ac-
curacy of prediction models that utilize such text con-
tours. By making the dataset available to the research
community, we hope to facilitate research on automatic
personality recognition from speech behavior.
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Appendix

Table 5: Self-reported experience & proficiency of par-
ticipants.

Mono Biling L2 Eng

M SD|M SD| M SD
Age of acquisition |1.21 2.82{1.91 4.64| 6.55 3.98
Age became fluent |4.47 3.35|5.32 3.66|14.45 7.83
Age started reading |4.53 1.65|4.91 3.33| 8.95 3.97
Age fluent reading | 6.8 3.01| 7 3.29[12.79 5.56
Current exposure to English (0-10)

Family 9.02 2.47|7.54 3.68| 434 3.2
Friends 8.79 2.69| 7.7 3.6 595 3.17
Reading 89 2.51|7.88 3.65| 7.79 2.75
Classroom 6.32 4.18(6.26 4.26| 6.53 3.63
Workplace 8.25 3.03|7.51 3.59| 7.18 3.07
Videogames 7.34 3.66| 6.6 3.9 | 4.84 3.48
Watching TV 8.3 2.82|7.46 3.5|7.63 292
Listening to music |8.15 3 |7.14 3.53| 7.32 2.8
Social media 7.84 3.2917.16 3.75| 7.5 2.86
Self-rated English proficiency (0-10)

Speaking 9.39 1.65/ 9.3 1.77| 7.66 1.88
Listening 9.52 1.61(9.28 1.73| 8.71 1.74
Reading 9.49 1.4319.51 1.14| 9.11 1.66
Writing 9.55 1.36(9.37 1.22| 8.16 1.59

Table 6: Self-reported reading habits of participants

Mono Biling L2 Eng

M SD| M SD| M SD
Time per week currently spent reading English
Books 343 142|346 1.54|3.27 1.52
Magazines |1.88 1 |2.11 1.22|1.92 0.95
Videogames | 2.84 1.39|2.84 1.28 |2.44 1.46
Social media | 3.54 1.12 347 1.07|3.33 1.29
Websites 3.82 0.97(3.57 1.11|4.14 093
Time per week spent reading English (past)
Books 3.04 139|298 1.29|2.82 1.37
Magazines 1.83 1.11|2.09 1.38|1.79 0.96
Videogames | 2.75 1.51 [2.86 1.55|2.39 1.57
Social media | 3.61 1.37|3.61 1.19|342 1.5
Websites 4.03 1.23|3.88 1.3 (434 1.17

6415



Table 7: Evaluation results of the six benchmark models:

Measure Model | E ] A ] C | N O [Avyg]
BLSTM-CBLF 62.79 | 63.88 | 57.67 | 58.63 | 61.81 | 60.95
BLSTM-MBLF 58.74 | 64.74 | 52.28 | 53.12 | 60.55 | 57.89
precision BERT-FullyConnected 59.62 | 74.13 | 60.31 | 54.32 | 56.74 | 61.02
BERT-BLSTM 47.79 | 46.01 | 53.3 | 29.62 | 30.2 | 41.38
BLSTM-CBLF+BERT 62.32 | 66.43 | 57.39 | 57.89 | 62.22 | 61.25
BLSTM-CBLF+BG 59.48 | 66.70 | 60.81 | 59.66 | 66.63 | 62.66
BLSTM-CBLF+BG+BERT | 59.19 | 67.51 | 59.68 | 60.59 | 65.66 | 62.53
BLSTM-CBLF 48.02 | 57.76 | 46.20 | 49.67 | 58.24 | 51.98
BLSTM-MBLF 49.67 | 57.76 | 48.04 | 51.79 | 58.35 | 53.12
recall BERT-FullyConnected 52.14 | 59.72 | 49.33 | 50.04 | 57.53 | 53.75
BERT-BLSTM 58.25 | 59.31 | 58.8 | 49.66 | 64.44 | 58.09
BLSTM-CBLF+BERT 50.16 | 57.71 | 55.71 | 54.40 | 60.00 | 55.60
BLSTM-CBLF+BG 50.66 | 64.58 | 55.33 | 57.23 | 63.30 | 58.22
BLSTM-CBLF+BG+BERT | 51.32 | 64.95 | 55.98 | 59.24 | 63.35 | 58.97
BLSTM-CBLF 5442 | 60.67 | 51.30 | 53.78 | 59.97 | 56.03
BLSTM-MBLF 53.83 | 61.05 | 50.07 | 52.45 | 59.43 | 55.37
Fl BERT-FullyConnected 54.64 | 64.36 | 52.81 | 49.38 | 50.68 | 54.37
BERT-BLSTM 49.13 | 49.65 | 53.46 | 32.82 | 36.76 | 44.36
BLSTM-CBLF+BERT 55.59 | 61.76 | 56.54 | 56.09 | 61.09 | 58.21
BLSTM-CBLF+BG 54.72 | 65.63 | 57.94 | 58.42 | 64.92 | 60.32
BLSTM-CBLF+BG+BERT | 54.97 | 66.21 | 57.77 | 59.91 | 64.49 | 60.67
Majority class baseline 49.93 | 49.85 | 49.93 | 49.88 | 49.69 | 49.86
BLSTM-CBLF 61.06 | 61.76 | 57.07 | 58.22 | 62.37 | 60.10
accuracy BLSTM-MBLF 58.75 | 62.37 | 53.11 | 54.04 | 61.44 | 57.94
BERT-FullyConnected 52.53 | 61.42 | 54.08 | 51.05 | 55.84 | 54.98
BERT-BLSTM 54.21 | 59.45 | 57.84 | 50.55 | 58.5 | 56.11
BLSTM-CBLF+BERT 61.20 | 63.51 | 58.09 | 58.32 | 63.01 | 60.82
BLSTM-CBLF+BG 59.41 | 65.45 | 60.69 | 60.13 | 66.89 | 62.52
BLSTM-CBLF+BG+BERT | 59.31 | 66.14 | 59.95 | 61.20 | 66.22 | 62.56

Trait Combinations

= i M
— A [t

Figure 3: Frequency of personality trait combinations. For each of the five personality dimensions, a trait was
considered present when an individual’s BFI score was greater than the group median on a given dimension.
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Figure 4: Dependencies of personality on demographic variables: The figure shows the results of a globally
optimal classification tree method implemented in the evtree algorithm (Grubinger et al., 2014) used to visualized
the interactions among personality and demographic variables. This method searches over the parameter space
of trees using an evolutionary algorithms, which can identify patterns hidden by traditional methods that use a
greedy heuristic, where split rules are selected in a forward stepwise search for recursively partitioning the data
into groups. The analysis revealed several interesting patterns. For example, very high proportions of openness

were observed for individuals between 30 and 53 years of age that spoke an additional language next to their L1
English.
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Figure 5: Upper panel: Top 20 most characteristic features from each feature group by personality trait. Lower
panel: Top 2 most characteristic features from each feature group by personality trait. Plotted scores represent
the difference between the z-standardized mean scores of high- and low-scoring individuals on a given personality
trait. Positive scores are characteristic of the high-scoring individuals on a given trait (e.g. individuals with high
extraversion scores).
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Figure 6: Pairwise correlations (Spearman rank-
order correlation coefficients) for feature importance
(I) scores across personality traits. Correlations of
I scores were observed to be largest for the pair
conscientiousness-openness (p = 0.93) and lowest for
the pair extraversion-neuroticm
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