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Abstract

Building a robust machine translation (MT)
system requires a large amount of parallel cor-
pus which is an expensive resource for low-
resourced languages. The two major languages
being spoken in the Philippines which are Fil-
ipino and Cebuano have an abundance in mono-
lingual data that this study took advantage of
attempting to find the best way to automatically
generate parallel corpus out from monolingual
corpora through the use of bitext alignment.
Byte-pair encoding was applied in an attempt to
optimize the alignment of the source and target
texts. Results have shown that alignment was
best achieved without segmenting the tokens.
Itermax alignment score is best for short-length
sentences and match or argmax alignment score
are best for long-length sentences.

1 Introduction

Word alignment is the task of discovering the cor-
responding words or terms in a bilingual sentence
pair (Steingrímsson et al., 2021). Word-aligned
corpora are a great source of translation-related
knowledge. The estimation of translation model
parameters usually relies heavily on word-aligned
corpora (Liu et al., 2010). Therefore, the alignment
of words is a crucial stage in the process of building
a machine translation system (McCoy and Frank,
2017).

Sentence alignment is the task of aligning sen-
tences in a document pair (Luo et al., 2021) or in a
parallel corpus. In most cases, these sentence pairs
share the same meaning or are contextually trans-
lated. Abundance of these parallel corpora is very
evident for highly resourced languages while the
collection and even building of such parallel corpus
for low-resourced language is very difficult and is
a very tedious task (Callison-Burch et al., 2004).
The problem of aligning words in massively paral-
lel texts containing hundreds or thousands of lan-
guages remains mostly unexplored (Östling, 2014)

and that includes the Filipino and Cebuano lan-
guages .

The Philippines has a scarcity of language re-
sources, particularly parallel corpora. Several stud-
ies have been conducted in an attempt to build
a parallel corpus involving Philippine languages
and most of them are paired with the English lan-
guage (Michel et al., 2020; Ponay and Cheng, 2015;
Lazaro et al., 2017). The study of Adlaon and
Marcos (2019) had focused on the collection and
building of both monolingual and parallel corpus
for Filipino and Cebuano to build an NMT System
(Adlaon and Marcos, 2018) for the said languages.
The abundance of the collected monolingual cor-
pora for the said language pair presents an opportu-
nity for it to be transformed into a parallel corpus
using an aligner.

Cebuano and Filipino are the two most spoken
languages in the Philippines where the structure
of these languages are morphologically-complex.
Filipino language is flexible when it comes to word
order. In fact, some Filipino sentence can be rear-
ranged up to 6 different ways since sentence struc-
tures like SVO, VSO, VOS are accepted. While
the Cebuano language, it is said to be predicated
which explains why it follows the VSO format (Ta-
riman, 2010). These languages can contribute and
get benefits from our existing technology in dif-
ferent aspects, especially for machine translation.
Translation studies and contrastive linguistics rely
heavily on parallel corpora which are crucial for de-
veloping high-quality machine translation systems
(Bañón et al., 2020; CLARIN, 2022). The transfor-
mation of the available monolingual corpus would
be an addition to the existing Filipino-Cebuano
parallel corpus. To date, the checking of the trans-
lation and the generation of parallel corpus is done
manually which is a very laborious and tedious task
especially when you have hundreds of thousands
of sentences.

To the best of our knowledge, there is still no
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word and sentence aligner effective for Cebuano
and Filipino. In this paper, the researchers aim to
conduct a preliminary investigation on the use of a
word aligner for Cebuano and Filipino languages
towards the development of an efficient sentence
aligner and evaluate its performance in accordance
to some ground truth.

2 Related Works

There have been different word alignment ap-
proaches that are widely used especially for ma-
chine translation. This section discusses the related
studies of word and sentence alignment for ma-
chine translation.

The study of Kumar et al. (2007) describes a
method for improving Statistical Machine Trans-
lation (SMT) performance in multiple bridge
languages by leveraging multilingual, parallel,
sentence-aligned corpora. Their solution includes
a simple way for creating a word alignment sys-
tem using a bridge language and a mechanism for
integrating word alignment systems from various
bridge languages. The researchers provide stud-
ies that show how this framework can be used to
improve translation performance on an Arabic-to-
English problem by using multilingual, parallel
material in Spanish, French, Russian, and Chinese.

The paper goes over the many ways and chal-
lenges that come up when it comes to word align-
ment. Considering Hindi is based on subject ob-
ject verb "SOV" and English is based on subject
verb object "SVO," this study focuses on the major
problem that occurs in word alignment. The report
gives a survey on word alignment in the applica-
tion of machine translation for foreign and Indian
languages (Mall and Jaiswal, 2019).

Pourdamghani et al. (2018) described a strat-
egy for enhancing word alignments by comparing
words. This strategy is based on encouraging se-
mantically comparable words to align in the same
way. To estimate similarity, they employ word vec-
tors trained on monolingual data. Additionally, by
increasing the alignments of infrequent tokens, the
researchers increase word alignments and machine
translation in low-resource settings.

To improve the quality of Chinese-Vietnamese
word alignment, Tran et al. (2017) incorporate lin-
guistic relationship factors into the word alignment
model. These are Sino-Vietnamese and content
word linguistic relationships. The results of the
experiments demonstrated that their strategy en-

hanced word alignment as well as machine transla-
tion quality.

Beloucif et al. (2016) presents a new statistical
machine translation strategy that uses monolingual
English semantic parsing to bias Inversion Trans-
duction Grammar (ITG) induction and is specifi-
cally oriented to learning translation from low re-
source languages. The study shows that, in con-
trast to traditional statistical machine translation
(SMT) training methods, which rely heavily on
phrase memorization, the approach proposed fo-
cuses on learning bilingual correlations that aid in
translating low-resource languages, with the output
language semantic structure being used to further
narrow ITG constraints.

Xiang et al. (2010) presented a novel approach
for constructing and merging complementary word
alignments for low-resource languages in order to
increase word alignment quality and translation per-
formance. In the study, they construct numerous
sets of diverse alignments based on different incen-
tives, such as linguistic knowledge, morphology,
and heuristics, rather than focused on improving
a single set of word alignments. By integrating
the alignments acquired from syntactic reorder-
ing, stemming, and partial words, they demonstrate
their strategy on an English-to-Pashto translation
task. With much higher F scores and higher trans-
lation performance, the combined alignment sur-
passes the baseline alignment.

The researchers demonstrate that attention
weights do accurately capture word alignments
and propose two new word alignment induction
methods, SHIFT-ATT and SHIFT-AET. The fun-
damental idea is to induce alignments when the to-
be-aligned target token is the decoder input, rather
than the decoder output, as in prior work (Chen
et al., 2020).

In the study of Mao et al. (2022), they propose a
word-level contrastive objective for many-to-many
NMT that takes advantage of word alignments. For
various language combinations, empirical studies
demonstrate that this results in 0.8 BLEU gains.
Analyses show that the encoder’s sentence retrieval
efficiency in many-to-many NMT is substantially
correlated with translation quality, which explains
why the suggested method has an impact on trans-
lation.

A study where the researchers used HMM-based
models that were designed for bitext word and
phrase alignment. The models are written in such
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a way that parameter estimation and alignment
can be done quickly. Even with massive training
bitexts, it has been founnd that Chinese English
word alignment performance is comparable to IBM
Model-4 (Deng and Byrne, 2005).

3 Methodology

3.1 Dataset

The parallel corpus that were used in this study
come from the curated work of Adlaon and Marcos
(2019). Their study aims to build a parallel corpus
for Cebuano and Filipino where they used two dif-
ferent sources which is the biblical texts and the
web. 500 sentence pairs in total of four domains
were used for the experiments where it includes
the bible texts, wikipedia, open domain, and news
articles.

3.2 Data Cleaning and Transformation

In the dataset, the researchers performed data clean-
ing. This procedure was necessary in order to con-
vert the data into a format that can be analyzed and
be useful for the necessary experiments that will
be applied to the corpus. Also, both Cebuano and
Filipino texts were converted to lowercase. This
is to avoid producing misleading results. Punc-
tuations (i.e..,!?”’;:-), numbers (i.e. 123...), and
special characters (i.e. &*) were removed from the
dataset which the researchers deemed to consider
only alpha characters for this experimentation.

3.3 Preprocessing of the Corpus

Data preprocessing is a crucial step in doing an
NLP task. This simply means transforming the
data into a format that is predictable and easy to
analyze (Menzli, 2021). In this experiment, the re-
searchers performed subword tokenization specifi-
cally the Byte Pair Encoding to evaluate how tok-
enization contributes to distinguishing alignment
of sentences of two different languages.

Byte Pair Encoding (BPE) or also known as
diagram coding is a simple form of data compres-
sion in which the most common pair of successive
bytes of data is replaced with a byte that does not
present within that data (Mao, 2019). The BPE
algorithm used in this study was from the work
of Sennrich et al. (2016) where we set an average
value of 35k merge operations per domain. Table 1
shows the comparison of a sentence without BPE,
with BPE, and BPE with Lexicon trained on the
corpus mentioned in section 3.1. The combined

vocabulary of the four domains used in this study
before BPE contains roughly 167k and 171k for
Filipino and Cebuano respectively. After BPE, the
vocabulary decreased its size to roughly 84k and
83k for Filipino and Cebuano respectively. The
disparity of the size of the vocabulary from the
set number of merge operations is attributed to the
presence of scientific terms in the Wikipedia do-
main which the researchers supposed to exclude
during the preprocessing phase.

In the study of Kudo (2018), they presented that
BPE segmentation has the advantage of efficiently
balancing vocabulary size and step size (the number
of tokens required to encode the sentence). BPE
uses a character frequency to train the merged pro-
cesses. Early joining of frequent substrings will
result in common words remaining as a single sym-
bol. Rare character combinations will be broken
down into smaller components, such as substrings
or characters. As a result, even with a small fixed
vocabulary (often 16k to 32k), the amount of sym-
bols necessary to encode a sentence does not grow
much, which is a crucial aspect for efficient decod-
ing.

3.4 SimAlign Algorithm

There are different text aligners that are avail-
able and perform well on aligning two different
languages. However, it requires a parallel data
in order to generate great results. Also, the re-
searchers aim to explore an embedding-based lan-
guage model as several studies have shown that
it could better capture both syntactic and seman-
tic alignment(Jalili Sabet et al., 2020; Shen et al.,
2017; Thompson and Koehn, 2019). In this paper,
SimAlign algorithm which was proposed by Sa-
bet et al. (2020) was utilized. The key concept of
SimAlign is to use multilingual word embeddings
for word alignment, both static and contextualized.
In this study, we have used the pre-trained word
embeddings available in the said study. For static
embedding, for each language on Wikipedia, they
used fastText (Bojanowski et al., 2016) to train
monolingual embeddings. The embeddings are
then mapped onto a shared multilingual space us-
ing VecMap (Artetxe et al., 2018). It must be noted
that this algorithm operates without any cross-
lingual supervision (e.g., multilingual dictionar-
ies). On the other hand, multilingual BERT model
(mBERT) was utilize in the contextualized embed-
ding. It has been pre-trained on the 104 most popu-
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Without BPE With BPE
katulong umano ni velasco ang kanyang mga
solid supporter sa kamara sa paggapang para
maagapan ang inilulutong coup

katulong umano ni velasco ang kanyang mga
solid supporter sa kamara sa pagga@@ pang
para maagapan ang inilu@@ lu@@ tong
co@@ up

Table 1: Comparison of a sentence without BPE and with BPE.

Figure 1: The alignment of Cebuano: Makabasa ko og
iningles and Filipino: nakakapagbasa ako ng ingles with
4 words on each sentence. Which translates to I can
read English in English.

lar Wikipedia languages. Also, only subword-level
embeddings are offered by this model. Getting the
average vectors of its subwords has been done to
obtain a word embedding. Both the concatenation
of all levels and word representations from each of
the 12 layers are taken into account. It also has to
be noted that the model has not been improved or
finetuned. The study also proposed three different
approaches namely, Itermax, Match, and Argmax
to obtain alignments from similarity matrices. Iter-
max is a cutting-edge iterative approach, Match
is a graph-theoretical technique focused on find-
ing matches in a bipartite graph, while Argmax
is a straightforward baseline. Figure 1, 2, and 3
shows how the alignment works of Cebuano and
Filipino language of different word counts. The
darker green shades are the sure links or equivalent
translation of words for the both languages while
the lighter green shade are the possible links or the
translation that might have relation or if its not the
exact translation of the word pair.

A gold standard must be created to measure the
correctness of the different approaches in automat-
ically aligning words using the SimAlign. The
annotated gold standard used in this experiment
was manually produced by the researchers where
their mother-tongue language was Cebuano and
Filipino language as their second language. The
automatically generated alignment of Match, Inter,

Figure 2: The alignment of Cebuano: unya ang mga
tawo nanagsugod sa pagtawag sa ngalan ni jehova and
Filipino: noon ay pinasimulan ng mga tao ang pagtawag
sa pangalan ng panginoon with 11 and 12 words on
each sentence for Cebuano and Filipino respectively.
The input translates to then the people started calling
his name lord in English.

and Itermax will be evaluated using the 4 evalu-
ation measures used for this experiment namely
Precision, Recall, F1, and AER. AER requires a
carefully annotated gold standard set of "Sure" and
"Possible" links (referred to as S and P). Recall is
measured using "sure" links, whereas Precision is
measured using "possible" links. According to Och
and Ney (2003), AER is derived from F-Measure.
However, AER lacks one of F-most Measure’s cru-
cial features: the penalty for unbalanced precision
and recall. The four measures are defined as:

Precision = |A∩P |
|A|

Recall = |A∩S|
|S|

F1 = 2PrecisionRecall
Precision+Recall

AER = 1− |A∩S|+|A∩P |
|A|+|S|
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4 Results and Discussions

In this section, we discussed the results for evalu-
ating the aligned texts of the sentences with BPE
and without BPE using the 4 evaluation measures
namely Precision, Recall, F1, and AER. To deter-
mine the best alignment score, table 2 shows the
three basis in choosing the best similarity matrix
for each domain.

Precision Recall F1 AER
Open Domain
Match 0.778 0.918 0.842 0.16
Argmax 0.873 0.82 0.846 0.154
Itermax 0.813 0.908 0.858 0.144
Bible
Match 0.634 0.86 0.73 0.273
Argmax 0.798 0.677 0.733 0.267
Itermax 0.726 0.817 0.85 0.149
Wikipedia
Match 0.7 0.9 0.797 0.215
Argmax 0.879 0.758 0.814 0.185
Itermax 0.798 0.831 0.814 0.186
News Article
Match 0.633 0.858 0.729 0.274
Argmax 0.823 0.688 0.749 0.249
Itermax 0.738 0.786 0.761 0.239

Applied with Byte-Pair Encoding
Open Domain
Match 0.746 0.895 0.814 0.188
Argmax 0.867 0.819 0.842 0.157
Itermax 0.816 0.914 0.862 0.139
Bible
Match 0.515 0.712 0.598 0.405
Argmax 0.649 0.561 0.602 0.397
Itermax 0.589 0.646 0.616 0.384
Wikipedia
Match 0.611 0.832 0.705 0.298
Argmax 0.768 0.702 0.734 0.266
Itermax 0.704 0.777 0.739 0.262
News Article
Match 0.616 0.836 0.709 0.294
Argmax 0.8 0.669 0.729 0.27
Itermax 0.689 0.82 0.749 0.254

Table 2: Evaluation results of the aligned sentences with
and without embedding. The best results per column on
different domains are printed bold.

4.1 Without BPE
The alignments for the source and target texts are
by tokens which was separated by white space. The
result shows that without implementing BPE, the
Open domain gets the highest score for recall and
F1, with scores 0.918, 0.858 respectively which
means the aligner was able to get the most number
of matches compared to the other domains. More-
over it also gets the lowest score for AER with
0.144 which indicates that it has the lowest error
rate among other domains. This could be attributed

to its length that is shortest compared to the other
domains.

It can also be observed that News Article do-
main gets the lowest score for precision and F1,
with scores 0.633, 0.729 respectively. Addition-
ally, it has the highest AER with the score 0.274
which tells us that this domain has the highest error
rate. Upon the creation of the gold standard, we
observed that the News Article corpus contains a
lot of numbers, dates, and figures. However, since
the dataset was preprocessed before the aligning
of words, these numbers were removed and some
necessary punctuations like hyphens which caused
segmentation that makes the words incomprehensi-
ble and confusing that affects the alignment.

Based on the four domains used in this exper-
iment, the Bible corpus has the most tokens per
sentence which contains 1104 and 1507 sentences
with number of tokens greater than 50 for Filipino
and Cebuano respectively while there were no sen-
tences greater than 50 tokens in the Open Domain.
In line with this, we have observed that in short-
length domains we acquire best results for Itermax
while Match or Argmax are best for long-length do-
mains. Figures 4, 5, 6, and 7 shows the examples of
word alignments of Bible and Open Domain with
and without BPE.

Figure 3: Example word alignment of Bible Text with-
out BPE

4.2 With BPE
We implemented the Byte Pair Encoding on the
four domains to evaluate the difference when the
tokens are segmented or not. The result shows
that with BPE, the Open Domain gets the fore-

Figure 4: Example word alignment of Open Domain
without BPE
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Figure 5: Example word alignment of Bible text with
BPE

Figure 6: Example word alignment of Open Domain
with BPE

most score for precision, recall, F1, and AER,
with scores 0.867, 0.914, 0.862, 0.139 respectively
which means the aligner was able to get the most
number of matches compared to the other domains
when applied with BPE.

It can be noticed that Bible domain gets the most
unsatisfactory results for precision, recall, F1, and
AER, with scores 0.515, 0.561, 0.602, 0.405 respec-
tively.

Overall, if we compare the results of the dataset
without BPE and with BPE, without BPE shows
significantly higher scores than the dataset imple-
mented with BPE. As what you have noticed in
Table 1, on the 2nd column, the tokens are sepa-
rated in a way that it is not understandable which
also explains why the scores are low.

5 Conclusion

Sentence aligned parallel corpora are crucial in
Machine Translation and choosing the most effi-
cient aligner in different languages will be of great
help in doing NLP tasks. In this study, we have
observed that when aligning words, results are fa-
vorable when tokens are not segmented with BPE.
Also, in the alignment from similarity matrices
Match or Argmax are preferred for long-length sen-
tences and Itermax for short-length sentences.

For future studies, it is recommended to increase
the number of sentence pairs in the experimentation
of the SimAlign to maximize the performance of
algorithm. It is also recommended to explore a dif-
ferent embedding model that is specific to this kind
of language to evaluate how embedding models
affect the results of the alignment.
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