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Abstract

Neural Machine Translation (NMT) models
are strong enough to convey semantic and syn-
tactic information from the source language to
the target language. However, these models
are suffering from the need for a large amount
of data to learn the parameters. As a result,
for languages with scarce data, these models
are at risk of underperforming. We propose to
augment attention based neural network with
reordering information to alleviate the lack of
data. This augmentation improves the trans-
lation quality for both English to Persian and
Persian to English by up to 6% BLEU absolute
over the baseline models.

1 Introduction

NMT has recently shown promising results in ma-
chine translation (Wu et al., 2016; Luong et al.,
2015; Bastan et al., 2017). In statistical ma-
chine translation (SMT), the problem is decom-
posed into sub-models and each individual model
is trained separately, while NMT is capable of
training an end-to-end model. For instance, in
SMT the reordering model is a feature that is
trained separately and is used jointly with other
features to improve the translation, while in NMT
it is assumed that the model will learn the order of
the words and phrases itself.

Sequence-to-sequence NMT models consist of
two parts, an encoder to encode the input sequence
to the hidden state and a decoder that decodes
the hidden state to get the output sequence (Cho
et al., 2014; Bahdanau et al., 2014). The encoder
model is a bidirectional Recurrent Neural Network
(RNN), the source sentence is processed once
from the beginning to the end and once in paral-
lel from the end to the beginning. One of the ideas
that have not been well-explored in NMT so far
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is the use of existing reordering models in SMT.
We propose to add another layer to the encoder
that includes reordering information. The intuition
behind our proposal comes from the improvement
achieved by bidirectional encoder model. If pro-
cessing the source sentence in both directions help
sequence-to-sequence model to learn better repre-
sentation of the context in hidden states, adding
the order of the input words as they are appear-
ing in the output sequence as another layer may
also help the model to learn a better representa-
tion in both context vectors and hidden states. In
this paper we investigate this hypothesis that an-
other layer in the encoder to process a preordered
sentence can outperform both encoder architecture
with two or three RNN layers. We empirically
show in the experiments that adding the reorder-
ing information to NMT can improve the transla-
tion quality when we are in shortage of data.
There are a few attempts to improve the SMT us-
ing neural reordering models (Cui et al., 2015; Li
et al., 2014, 2013; Aghasadeghi and Bastan, 2015).
In Zhang et al. (2017), three distortion models
have been studied to incorporate the word reorder-
ing knowledge into NMT. They used reordering
information to mainly improve the attention mech-
anism.
In this paper, we are using a soft reordering model
to improve the bidirectional attention based NMT.
This model consists of two different parts. The
first part is creating the soft reordering informa-
tion using the input and output sequence, the sec-
ond part is using this information in the attention
based NMT.
The rest of the paper is as follow, in section 2 a
review of sequence-to-sequence NMT is provided,
in section 3 the preordered model is proposed, sec-
tion 4 explains the experiments and results, and
section 5 concludes the paper.
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2 Sequence-to-Sequence NMT

Bahdanau et al. (2014) proposed a joint transla-
tion and alignment model which can both learn the
translation and the alignment between the source
and the target sequence. In this model the decoder
at each time step, finds the maximum probability
of the output word yi given the previous output
words y1, ..., yi−1 and the input sequence X as fol-
low:

p(yi|y1, ..., yi−1, X) = softmax(g(yi−1, si, ci))
(1)

Where X is the input sequence, g is a nonlinear
function, si is the hidden state, and ci the context
vector using to predict output i. si is the hidden
state at the current step which is defined as follow:

si = f(si−1, yi−1, ci) (2)

The notation ci is the context vector for output
word yi. The context vector is the weighted sum
of the hidden states as follow:

ci =
T∑

j=1

αijhj (3)

The weights in this model are normalized outputs
of the alignment model which is a feed-forward
neural network. It uses si−1 and hj as input and
outputs a score eij . This score is then normalized
and used as the weight for computing the context
vector as follow:

αij =
exp (eij)∑T
k=1(exp eik)

(4)

In the encoder, a bidirectional neural network is
used to produce the hidden state h. For each input
word xi there is a forward and a backward hidden
state computed as follow respectively:

−→
hi =

−→
f (
−−→
hi−1, xi) (5)

←−
hi =

←−
f (
←−−
hi−1, xi) (6)

Forward and backward hidden states are then
concatenated to produce the hidden state hi as fol-
low:

hi = [
−→
hi ,
←−
hi ] (7)

3 Preordered RNN

The attention-based model is able to address some
of the shortcomings of the simple encoder-decoder
model for machine translation. It works fine when

we have plenty of data. But if we are in lack of
data the attention-based model suffers from lack
of information for tuning all the parameters. We
can use some other information of the input data
to inject into the model and get even better results.
In this paper, a model is proposed using reorder-
ing information of the data set to address the is-
sue of shortage of data. Adding this information
to the model, it can improve the attention-based
NMT significantly.

3.1 Building Soft Reordered Data

Adding a preordered layer to the encoder of the se-
quence model boosts the translation quality. This
layer add some information to the model which
previously hasn’t been seen. The preordered data
is the source sentence which is reordered us-
ing the information in target sentence. The re-
ordered models have been used in statistical ma-
chine translation and they could improve the trans-
lation quality (Visweswariah et al., 2011; Tromble
and Eisner, 2009; Khalilov et al., 2010; Collins
et al., 2005; Xia and McCord, 2004).
To obtain the soft reordering model, we first need
to have the word alignment between the source
and the target sentences, then by using heuristic
rules we change the alignment to reordering. The
reordered sequence model is built upon the align-
ment model. First by using GIZA++ (Och and
Ney, 2003) the alignment model between the in-
put sequence and output sequence is derived. The
main difference between reordering and alignment
is that alignment is a many-to-many relation, while
the reordering is a one-to-one relation. It means
one word in the input sequence can be aligned to
many words in the output sequence while it can
be reordered to just one position. The other differ-
ence is that the alignment is a relation from input
sequence space to output sequence space while the
reordering is a relation from input sequence space
to itself. So we propose some heuristic rules to
convert the alignment relation to the reordering re-
lation as follow:

• If a word x in the input sequence is aligned
to one and only one word y in the output se-
quence, the position of x in the reordering
model will be the position of y.

• If a word x in the input sequence is aligned to
a series of words in the output sequence, the
position of x in the reordering model will be
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the position of the middle word in the series1.

• If a word in the input sequence is not aligned
to any word in the output sequence, the posi-
tion for that word is the average positions of
the previous and the next word.

These heuristic rules are inspired by the rules
which have been proposed in Devlin et al. (2014).
The difference is that they are trying to align one
and only one input word to all output words, but
we are trying to align each word in the input se-
quence to one and only one position in the same
space.
The order of applying these rules is important. We
should apply the first rule, then the second rule and
finally the third rule to all possible words. If a
word is aligned to a position but that position is
full, we align it to the nearest empty position. We
arbitrarily prioritize the left position to the right
position whenever they have the same priority. At
the end, each word is aligned with only one posi-
tion, but there may be some positions which are
empty. We just remove the empty positions be-
tween words to map the sparse output space to
the dense input space. We can build the reordered
training data using these rules and use them for
training the model. In the next section, we see
how the reordered data is used in the bidirectional
attention based NMT.

3.2 Three-layer Encoder

The bidirectional encoder has two different layers.
The first layer consists of the forward hidden states
built by reading the input sequence from left to
right and the second layer consists of the backward
hidden states, built by reading the input sequence
from right to left. We add another hidden layer to
the encoder which is built by reading the input se-
quence in the reordered order. We build the hidden
layer of the reordered input as follow:

hri = f(hri−1, xri) (8)

Here xri is the word in position i of the reordered
data and hri is the hidden representation of xi in
reordered set. The function for computing hr is
the same as in equation 5 and 6. Then the hidden
representation h is computed by concatenating the
forward hidden layer, backward hidden layer and

1We arbitrary round down the even number. For example,
the middle position between 1,3,5,7 is the 3rd position.

Corpus #sents
#words

English Persian
Training 26142 264235 242154

Development 276 3442 3339
Test 250 2856 2668

Table 1: The statistics of data set

reordering hidden layer as follow:

hi = [
−→
hi ,
←−
hi , hri] (9)

4 Experiments

The proposed model has been evaluated on
English-Persian translation data set. We believe
that adding the reordering information results in a
better model in case of low resource data. We eval-
uate the translation quality based on BLEU (Pap-
ineni et al., 2002) and TER (Snover et al., 2006).
For implementation we use the Theano (Bergstra
et al., 2011) framework.

4.1 Dataset
We use Verbmobil (Bakhshaei et al., 2010), an
English-Persian data set, this data set can show
the effectiveness of the model on scarce data re-
sources. The detailed information of the data set is
provided in 1. In this table, the number of words,
shown with #words, number of sentences in each
corpus is shown in column #sents.

4.2 Baseline
The baseline model for our experiments is the
bidirectional attention based neural network (Bah-
danau et al., 2014) as explained in section 1. There
are various papers to improve the basic attention
based decoder of the baseline, among all we used
guided alignment (Chen et al., 2016).

4.3 Reordering Development and Test Set
For building the reordered training set, we use
alignment model and heuristic rules. For devel-
opment and test set, as we don’t have access to
the target language, we use a preordering algo-
rithm proposed in Nakagawa (2015). This algo-
rithm is the improved version of preordering algo-
rithm based on Bracketing Transduction Grammar
(BTG). Briefly, this algorithm builds a tree based
on the words, so that each node has a feature vec-
tor and a weight vector. Among all possible trees
on the data set, the tree with maximum value for
the weighted sum of the feature vectors is chosen
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Reordering Method
Training Set Dev/Test Set BLEU TER

HG BI 30.53 53.25
BI BI 27.91 56.68
BG BG 25.93 58.1

Table 2: The comparison between different reordering
methods on Verbmobil data. HG means the data re-
ordered using alignment model with GDFA and heuris-
tic rules, BI and BG means the data is reordered on
intersection alignment and GDFA alignment, respec-
tively, both using (Nakagawa, 2015) algorithm.

as reordering tree. Using a projection function, the
tree is converted into the reordered output.
This algorithm also needs part of speech (POS)
tagger and word class. For Persian POS tagging
we use CMU NLP Farsi tool (Feely et al., 2014)
and for the English POS tagging, we use Stanford
POS tagger (Toutanova et al., 2003). For word
class we use the GIZA ++ word class which is an
output of creating alignment.

4.4 Results
We analyzed our model with different configura-
tions. First we use different methods to reorder
training, development and test set. The results
are shown in 2. In this table, the best results of
different combinations for building reordered data
is shown. HG means for building the reordered
data, heuristic rules and alignment with GDFA
(Koehn, 2005) is used. BI means the algorithm
in (Nakagawa, 2015) and alignment with intersec-
tion method is used to build the reordered data,
BG means alignment with GDFA and reordering
algorithm in (Nakagawa, 2015) is used. The best
possible combinations are shown in Table 2.

In Table 3 we can compare the best 3-layer net-
work with two different 2-layer networks. The 3-
layer network has apparently three layers in the en-
coder, the first two layers are the forward and the
backward RNNs, the third layer is again an RNN
trained either on the reordered source sentence or
the original sentence. The 2-layer network refers
to the bidirectional attention based NMT as de-
scribed in Section 2. This model id trained once
with the original sentence, and once with the re-
ordered sentence. As we see, reordering the input
can improve the model. It shows that the infor-
mation we are adding to our model is useful. So
using the best 3layer model can use both informa-
tion of reordering and information of the ordered

Reordering Method
Data set Model BLEU TER

En→ Pr

Baseline SMT 30.47 –
Baseline NMT 27.42 50.78
3-layer RpL 27.58 50.04
2-layer RI 29.6 50.96
3-layer RL 31.03 47.5
Ensemble 32.74 46.4

Pr→ En

Baseline SMT 26.91 –
Baseline NMT 26.12 55.87
3-layer RpL 26.38 57.42
2-layer RI 27.52 54.12
3-layer RL 30.53 53.25
Ensemble 32.17 52.12

Table 3: The comparison between different models.
base line in SMT is the result of translation in statisti-
cal machine translation. The base line NMT is the bidi-
rectional attention based neural network using guided
alignment (Bahdanau et al., 2014; Chen et al., 2016).
The 2layer RI is the basic model with reordered input.
The 3layer RL is the model proposed in this paper. The
3layer RpL is a 3layer model with two forward and one
backward layers (No reordering layer). The ensemble
model is the combination of different models.

data, so it can improve the translation model sig-
nificantly. Also we see that adding just a simple re-
peated layer to bidirectional encoder, can improve
the model. But not as much as the reordered layer.
Finally, the ensemble of different models has the
best results.
There are different interpretations behind this re-
sults. Because NMT has too many parameters, it
is difficult for scarce data to learn all of the pa-
rameters correctly. So adding explicit information
using the same data can help the model to learn the
parameters better. In addition, although we expect
that all the statistical features we use in SMT au-
tomatically be trained in NMT, but it can not learn
them as well as SMT.

5 Conclusion

In this paper we analyzed adding reordering in-
formation to NMTs. NMTs are strong because
they can translate the source language into tar-
get without breaking the problem into sub prob-
lems. In this paper we proposed a model using ex-
plicit information which covers the hidden feature
like reordering. The improvements is the result of
adding extra information to the model, and helping
the neural network learn the parameters in case of
scarce data better.
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