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Abstract

To assess whether neural language models cap-
ture discourse-level linguistic knowledge, pre-
vious work has tested whether they exhibit the
well-known implicit causality (IC) bias found
in various interpersonal verbs in different lan-
guages. Stimuli for analyzing IC in computa-
tional and psycholinguistic experiments typi-
cally exhibit verb arguments with different gen-
ders. In this paper, we revisit IC in German
neural language models, analyzing gender and
naming bias as a potential source of confusion.
Indeed, our results suggest that IC biases in two
existing models for German are weak, unstable,
and behave in unexpected and unsystematic
ways, when varying names or gender of verb
arguments.

1 Introduction

In recent years, large-scale pretrained neural lan-
guage models (PLMs) have not only become an
important component in modeling many NLP tasks
(Devlin et al., 2019; Liu et al., 2019; Sanh et al.,
2019; Lewis et al., 2020; Brown et al., 2020), but
the models themselves have turned more and more
into the subject of linguistic analysis and probing:
One prominent line of work has investigated un-
desired social biases, e.g. gender or racial biases,
that PLMs inherit from the large and often unmod-
erated resources for training (Bordia and Bowman,
2019; Blodgett et al., 2020; Meade et al., 2022).
Another line of work has examined the linguistic
knowledge and desirable biases captured in PLMs,
ranging from morphological, syntactic and seman-
tic to discourse-related probing tasks (Belinkov and
Glass, 2019; Ettinger, 2020).

In this work, we built upon a series of recent pa-
pers that investigated a desirable linguistic bias in
PLMs: the implicit causality bias (Upadhye et al.,
2020; Davis and van Schijndel, 2020; Kementched-
jhieva et al., 2021). Implicit Causality (IC) is a

property of a wide range of interpersonal verbs like
annoy, which display a preference for establishing
coreference to one of the verb’s argument over the
other in explanations:

(1) Peter annoyed Mary because ... . . .

When asked to continue a sentence like (1), human
subjects have a strong preference towards referring
to Peter, as in because he sang loudly, attributing
the implicit cause to the stimulus argument (the
subject of annoy, in this case). In order to be able
to experimentally assess such next-mention biases,
studies in (computational) psycholinguistics com-
monly use stimuli where the verb’s arguments mis-
match in their gender, so that continuations with
a female or male pronoun unambiguously refer to
the subject or object of the main clause.

Previous studies on testing IC in PLMs designed
stimuli with two NPs in different genders, generat-
ing language model prompts with varying names
and orders, carefully balanced for gender (Upadhye
et al., 2020; Kementchedjhieva et al., 2021). How-
ever, they did not explicitly examine the potential
interactions with underlying gender bias in PLMs,
despite the fact that this a well-known and widely
discussed phenomenon in recent work in NLP.

In this paper, we revisit the IC bias for two Ger-
man language models, BERT and GPT-2, based
on Solstad and Bott (2022)’s experimental data.
We analyze PLMs’ predicted continuations of
prompts with an interpersonal verb and two gender-
mismatched arguments followed by a connective,
as shown in example (1). As in previous studies,
we vary and balance prompts for the names and
gender of verb arguments and introduce a further
condition that manipulates the form of names: next
to first names like Anna, Paul, we test surnames
like Herr Müller (Mr. Müller), Frau Fischer (Ms.
Fischer), which in German carry accusative case
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marking (Herrn Müller). Our analysis shows that
the manipulation of names’ form and gender un-
covers various inconsistencies in the continuations
predicted by German PLMs for IC prompts.

2 Background

2.1 IC: Implicit Causality and
Consequentiality

As discussed by Solstad and Bott (2022), psycho-
logical verbs like the stimulus-experiencer (SE)
verb annoy and the experiencer-stimulus (ES) verb
fear display biases for establishing coreference to
one of the verbs arguments in the context of expla-
nation and consequence. In explanation contexts
(introduced by the connective because), continua-
tions have a strong referential bias to re-mention
the stimulus argument. In consequence contexts
(introduced by the connective and so), however, an
equally strong re-mention bias towards the mention
of the experiencer argument is observed. As shown
in Examples (2)-(3), this leads to a mirror subject
bias pattern: the ES-verb in Example (2) has a
bias towards the subject in explanation and towards
the object in consequence contexts (the preferred
continuation is shown in brackets), whereas the SE-
verb in Example (3) shows the complementary bias
pattern:

(2) a. Mary fears Peter because. . . [he] is al-
ways so aggressive.

b. Mary fears Peter and so . . . [she] tries to
avoid him.

(3) a. Mary annoys Peter because. . . [she] is so
ignorant.

b. Mary annoys Peter and so. . . [he] acted
rather impolite.

In psycholinguistic sentence completion studies,
participants generally receive a prompt including
the connective. In their continuations they typically
provide reference to the biased argument (in square
brackets).

In the following, we will subdivide IC into Im-
plicit Causality (I-Caus) and Implicit Consequen-
tiality (I-Cons). For I-Caus, Solstad and Bott
(2022) found a subject-bias for SE verbs and an
object-bias for ES verbs with 87.4% and 4.0% sub-
ject coreference in continuations, respectively. I-
Cons continuations displayed the exact opposite
biases with 4.8% subject continuations for SE and
77.9% subject continuations for ES verbs. The

opposite I-Caus and I-Cons biases were reflected
by an almost perfect negative correlation between
I-Caus and I-Cons biases (r = −0.94, p < .001)
making I-Caus and I-Cons biases of the two psych-
verb classes a very interesting testing ground for
language models.

Upadhye et al. (2020) used a similar set-up to
ours, distinguishing between IC1 and IC2 verbs as
well as explanations and consequences. These cor-
respond to SE and ES verbs as well as the I-Caus
and I-Cons condition in our setting. Kementched-
jhieva et al. (2021) investigate IC in PLMs, but
do not discuss mirror biases in their set-up. In
general, these previous studies obtained mixed but
overall rather promising results in favour of pre-
dictions congruent with human-like next-mention
biases. Upadhye et al. (2020) find that two English
PLMs (Transformer-XL, GPT-2) are not sensitive
to manipulations of connectives in IC contexts, but
that GPT-2 assigns higher probability to subject-
referring pronouns when the respective interper-
sonal verb exhibits a strong subject bias in human
completions, and vice versa for object-referring
pronouns. Kementchedjhieva et al. (2021) test a
wider range of English PLMs and find that bidi-
rectional models in particular show a moderate to
strong correlation with human completions in IC
contexts. They also report results on German and
Spanish, with German BERT achieving moderate
correlations with human IC bias data.

2.2 Gender Bias and Implicit Causality

Bias studies often employ two different-gender
names to ease the assessment of coreference with
subject or object arguments, i.e. there is a subject
bias when the prnoun is male and the first argument
of the main verb is a male first name. Typically, the
order of male and female referents is included as a
counterbalancing factor (e.g., Peter/Mary annoyed
Mary/Peter) to exclude that gender biases interfere
with coreference biases. For instance, a gender bias
would be observed if the subject bias for SE verbs
in I-CAUS context is less strong when the stimulus
is female as compared to male.

Mostly, as in Solstad and Bott’s (2022) study, no
gender effects have been found. However, Ferstl
et al. (2011) did find the proportions of corefer-
ence for IC (‘because’) to be skewed towards male
referents. Importantly, Ferstl et al. observed an in-
teraction with participant gender to the extent that
male participants were more likely to attribute the

130



cause to the male referent, irrespective of subject
or object position. In light of the well-known and
widely attested gender bias in neural language mod-
els and word embeddings (Blodgett et al., 2020),
we argue that the lack of analysis of gender bias
in the context of implicit causality constitutes an
interesting research gap, that the current study is
aiming to fill.

3 Experiments

3.1 Materials
We based our study on I-Caus and I-Cons in
German on Experiment 1 in Solstad and Bott
(2022). The experiment employed a 2×2(×2)
within-participants and within-items design manip-
ulating the factors VERB CLASS (German stimulus-
experiencer vs. experiencer-stimulus verbs) and
CONNECTIVE (weil ‘because’ vs. sodass ‘and so’).
They chose these two connectives because of their
optimal syntactic parallelism. Differently from da-
her or deswegen (‘therefore’) the chosen connec-
tives both select for subordinate sentences with
pronouns typically immediately following the con-
nective (similar to the English examples in (2)/(3)).
This is a very important prerequisite for probing
pronoun production. The form sodass is nowadays
the most frequent variant of this connective (as sug-
gested by the google books ngram viewer), while
forms such as so dass, sodaß and so daß are more
infrequent in use.

In addition, GENDER ORDER (male>female vs.
female>male) was included as a counterbalanc-
ing factor. Solstad and Bott (2022) included 20
stimulus-experiencer and 20 experiencer-stimulus
verbs, which were chosen for their stable and pro-
nounced biases. Items were constructed according
to a name1 verb-ed name2 connective scheme in
line with the above design. Verbs were paired in
items matching them semantically as closely as
possible. The resulting 20 items in eight condi-
tions were distributed to four list using a Latin
Square design, with proper names chosen from
publicly available lists of the most frequent first
names in Germany.1 Sentence completions were
elicited from 52 participants (39 female; 13 male).

3.2 Language Model Prompts
We use Solstad and Bott (2022)’s experimental
items to generate German prompts to be completed
by the language models. As in the above examples,

1Full materials at https://osf.io/5ewbd/

prompts consist of a simple sentence introducing
the verb, the verb’s arguments and the connective:

(4) a. Peter
Peter

langweilte
bored

Marie,
Mary

sodass
and so

...

...
b. Frau

Mrs.
Müller
Müller

sorgte sich
was worried

um
about

Herrn
Mr.

Schmidt,
Schmidt

weil
because

...

...

In contrast to the English Examples (2)-(3), the
German Example (4-a) allows for both subject-
before-object (SVO) as well as object-before-
subject (OVS) interpretations, i.e. Peter could be
the stimulus or experiencer of the event. The am-
biguity does not arise when the arguments are re-
alized as surnames, as in Example (4-b), due to
the accusative marking on the word Herr. Solstad
and Bott (2022) explicitly annotated whether their
human participants had assigned an OVS interpre-
tation to the prompts and observed that against this
potential concern overwhelmingly SVO interpreta-
tions were chosen in more than 95% of the cases.
In our study, we assume that the first argument al-
ways refers to the subject. In future work, it may
be of interest to estimate the amount of OVS inter-
pretations assigned by PLMs, too.

We balanced the prompts according to the fol-
lowing properties:

ES vs. SE Our set of verbs divides into 20
experiencer-stimuli verbs (ES, see Example
(4-b)) and 20 stimuli-experiencer verbs (SE,
see Example (4-a)).

I-CAUS vs. I-CONS For each verb, we created
templates with the connective weil ’because’
for implicit causality (I-Caus, see Example
(4-b)) and sodass ’and so’ for implicit conse-
quentiality (I-Cons, see Example (4-a)).

First names vs. surnames For each template, we
created prompts using five surnames and five
first names, e.g., Herr Schmidt, Paul, Anna. In
each case, both verb arguments were instanti-
ated witht the same type of name.

[np1] We balanced the prompt set for each verb
such that the gender of the first argument (i.e.
the subject) in the sentence is male/female in
50% of the cases. In Example (4-a), [np1] is
male (m), in Example (4-b) it is female (f).

Taken together, we obtain a set of 100 prompts
for each of the 40 verbs.
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BERT GPT-2
Bias type NP-type

overall all 0.581 0.560
firstn 0.556 0.568

I-CAUS all 0.576 0.548
firstn 0.503 0.577

I-CONS all 0.585 0.571
firstn 0.609 0.559

Table 1: Completion sensitivity for BERT and GPT-2 in
I-CAUS and I-CONS contexts, with all types of names
and first names (firstn) only

3.3 Models and Metrics

We used two German language models to generate
continuations of the set of prompts: (i) the pre-
trained DBMZ German GPT-2 model2, and (ii)
the cased DBMZ German BERT model 3, a fully
bidirectional model.

From these models, we obtain the likelihood
assigned to the continuations er (he) and sie (she).
We calculate the subject bias for human and model
continuations and use the metrics of Prediction
Accuracy and Completion Sensitivity from Ettinger
(2020).

Completion Sensitivity For each prompt, there is
a presumed bias on either the first or the sec-
ond noun phrase. A pronoun is said to be
congruent with the bias if it refers to the noun
phrase specified by the bias. Completion Sen-
sitivity scores are calculated as the percentage
of prompts where the predicted pronoun is
congruent with the bias.

Prediction Accuracy (Acc@2) Prediction Accu-
racy scores are calculated as the percentage of
prompts, where he or she are among the top 2
continuations.

Subject Bias Subject bias scores are calculated as
the percentage of prompts where the pronoun
referring to the subject ([np1]) has a higher
probability than the pronoun referring to the
object ([np2]).

2https://huggingface.co/dbmdz/
german-gpt2

3https://huggingface.co/dbmdz/
bert-base-german-cased

4 Results

Table 1 shows completion sensitivity results aggre-
gated for all types of verbs and names. To ease
comparison with previous studies, we also report
aggregated results on prompts with first names only.
In general, these scores suggest that both language
models have a weak but seemingly consistent ten-
dency to generate continuations congruent with
human biases, i.e. more than 50% of the predic-
tions are congruent in I-Caus and I-Cons conditions.
However, results shown in Table 2 suggest that gen-
erated continuations are much less consistent than
scores in Table 1 may lead us to expect.

As shown in the more detailed breakdown in Ta-
ble 2, continuations predicted by GPT-2 generally
exhibit a strong object bias (low subject bias scores
in all conditions), a finding that aligns well with Ke-
mentchedjhieva et al. (2021)’s results on German
PLMs. This object bias is less strong, however,
in some conditions where the subject is female,
but only when it is additionally realized as a first
name (I-Caus/SE and I-Cons/SE+ES). Moreover,
we note that GPT-2 prediction accuracy (Acc@2)
drops substantially for all I-Cons/SE verbs, as well
as for some I-Caus/ES verbs with female subjects
or surname subjects. For the I-Cons/ES condition
with female surname subjects, the prediction accu-
racy is close to 0. This indicates that GPT-2 does
not only fail in capturing next-mention biases for
interpersonal verbs in our data, but rather fails to
compute reliable representations of complex entity
names and clauses embedded with sodass (and so).

Continuations predicted by BERT do not exhibit
any systematic object or subject bias across con-
ditions, nor do they exhibit biases that align well
with human continuations. For instance, in I-Caus
contexts with ES verbs, BERTs predictions display
an object bias (in line with humans), except when
the subject is female and realized as a surname.
In I-Caus contexts with SE verbs, BERTs predic-
tions display an object bias for first name (not in
line with humans), but a subject bias for surnames
(which would be in line with humans). Similar
patterns arise in I-Cons contexts: for ES verbs, pre-
dictions tend towards an object bias, except when
the subject is a female surname (94% subject bias).
Additionally, prediction accuracies in I-Cons con-
texts drop systematically and dramatically across
different verb and name types. Again, this indicates
that the model fails to compute reliable representa-
tions of prompts ending in sodass (and so), which,
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BERT GPT-2 Human
Bias type V-type NP-type [np1] Acc@2 Subject Bias Acc@2 Subject Bias Subject Bias

I-CAUS ES firstn m 0.814 0.118 0.926 0.004 0.06
f 0.922 0.148 0.826 0.092 0.02

surn m 0.898 0.264 0.872 0.000
f 0.954 0.520 0.462 0.000

SE firstn m 1.000 0.200 1.000 0.008 0.885
f 1.000 0.080 1.000 0.396 0.862

surn m 0.998 0.564 1.000 0.074
f 0.928 0.818 1.000 0.002

I-CONS ES firstn m 0.578 0.398 1.000 0.134 0.81
f 0.568 0.436 0.992 0.368 0.748

surn m 0.528 0.462 0.958 0.330
f 0.156 0.944 1.000 0.004

SE firstn m 0.522 0.344 0.736 0.000 0.05
f 0.336 0.054 0.820 0.266 0.045

surn m 0.698 0.518 0.778 0.000
f 0.744 0.640 0.072 0.000

Table 2: Top-2 prediction Accuracy (Acc@2), and Subject Bias for BERT and GPT-2 predictions, and human
continuations for different contexts (I-Caus/I-Cons, Experiencer-Stimuli (ES) Stimuli-Experiencer (SE) verbs, NPs
with first names (firstn) and surnames (surn). Human scores for prompts using surnames are not available.)

in German, is less frequent than weil (because).

Discussion Generally, our results indicate that
the large-scale German PLMs we tested in this
study are not able to compute reliable discourse-
level representations of our prompts that are ab-
stract enough to capture next mention bias for inter-
personal verbs, regardless of the realization of the
names in verbs’ arguments. This mirrors Abdou
et al. (2020)’s findings on Winograd schema pertur-
bations, showing that language models are sensitive
to minimal changes in prompts that do not affect
human understanding. Our results also support
proposals to improve the modeling of names and
entities in neural language models (Ji et al., 2017;
Févry et al., 2020; Holgate and Erk, 2021). Con-
cerning gender bias, BERT’s continuations show
tendencies towards a female bias when NPs are
realized as surnames, which may be related to the
fact that German sie is ambiguous and can refer to
female singular and plural entities.

5 Conclusion

We have investigated implicit causality and con-
sequentiality biases in two German PLMs. We
find that GPT-2 shows a strong object bias, which
is weaker for prompts where the verb arguments
are realized as surnames and the subject’s gender
is female. BERT does not exhibit any systematic
next-mention bias for I-Caus and I-Cons condi-
tions when gender and name type are varied. Thus,
none of the models show evidence for human-like

next-mention biases in explanation or consequence
contexts. In line with Abdou et al. (2020), we
conclude that perturbation and variation of exper-
imental stimuli is an important tool when testing
PLMs on data collected in psycholinguistic studies
with humans.
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