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Introduction

The International Conference on Spoken Language Translation (IWSLT) is the premiere annual scien-
tific conference for the study, development and evaluation of spoken language translation technology.
Launched in 2004 and spun out from the C-STAR speech translation consortium before it (1992-2003),
IWSLT is the main venue for scientific exchange on all topics related to speech-to-text translation,
speech-to-speech translation, simultaneous and consecutive translation, speech dubbing, cross-lingual
communication including all multimodal, emotional, paralinguistic, and stylistic aspects and their appli-
cations in the field. The conference organizes evaluations around challenge areas, and presents scientific
papers and system descriptions.

This year, IWSLT features eight shared tasks: (i) Simultaneous speech translation, (ii) Offline spee-
ch translation, (iii) Speech to speech translation, (iv) Low-resource speech translation, (v) Multilingual
speech translation, (vi) Dialect speech translation. (vii) Formality control for spoken language transla-
tion, (viii) Isometric spoken language translation. These topics represent open problems toward effective
cross-lingual communication and we expect the community effort and discussion will greatly advance
the state of the field. Each shared task was coordinated by one or more chairs. The resulting evaluation
campaigns attracted a total of 27 teams, from academia, research centers and industry. System submis-
sions resulted in system papers that will be presented at the conference. Following our call for papers,
this year 44 submissions were received. In a blind review process, 9 research papers were selected out
of 18 for oral presentation (50%) in addition to 25 system papers.

The program committee is excited about the quality of the accepted papers and expects lively discussion
and exchange at the conference. The conference chairs and organizers would like to express their gra-
titude to everyone who contributed and supported IWSLT. In particular, we wish to thank our Diamond
sponsors and donors Apple, AWS, Meta and Zoom, our Platinum sponsor Microsoft, and our Bronze
sponsor AppTek. We thank the shared tasks chairs, organizers, and participants, the program chair and
committee members, as well as all the authors that went the extra mile to submit system and research
papers to IWSLT, and make this year’s conference a most vibrant event. We also wish to express our
sincere gratitude to ACL for hosting our conference and for arranging the logistics and infrastructure that
allow us to hold IWSLT 2022, for the first time, as a hybrid conference.

Welcome to IWSLT 2022 wherever you are joining us in person, in Dublin, or remotely!

Marcello Federico and Alex Waibel, Conference Chairs
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Keynote Talk: Synchronization in translation for dubbing:
implications for its automation

Frederic Chaume
Universitat Jaume I

Abstract: Synchronization (or lip-sync, also spelled lip-synch) is one of the key factors in audiovisual
translation, especially in the context of dubbing. Although it is often considered as the distinguishing
feature of dubbing, it is only one of several important aspects such as the ’natural’ reproduction of a pre-
fabricated oral discourse or the translation problems posed by the interaction between image and word.
If we take a look at the research on lip-sync, it is regarded as an urgent, vital issue, as can be seen from
the wide range of publications on the subject. Beyond doubt synchronization has a direct impact on the
translation process and product, and as such, puts all the translator’s creative skills to the test. Dubbing
is a well-known example of the invisibility of translation, an artistic and technical exercise that inten-
tionally replaces the original dialogue track with a new track on which target language (TL) dialogue
exchanges are recorded. In contrast to voice-over for example, the emphasis in dubbing lies in matching
the translation to the silent mouths of the original actors. The result is that viewers watch and hear fo-
reign actors speaking in the viewers’ own language, a paradox which has been naturally accepted in all
dubbing countries. This talk will deal with the definition and scope of synchronization in the audiovisual
translation field, will explain the three main synchronization types, will tackle issues related to different
language pairs combinations and will present the last efforts carried out by some start-ups and research
groups to automate this technical and artistic process. The talk will be illustrated with clips from films
and TV series dubbed into six different languages.

Bio: Frederic Chaume is a Full Professor of Audiovisual Translation at Universitat Jaume I (Spain),
where he teaches audiovisual translation theory and translation and adaptation for dubbing; and Ho-
norary Professor at University College London (UK), where he teaches translation and adaptation for
voice-over and dubbing, Universidad Ricardo Palma (Perú) and Universidad Peruana de Ciencias Apli-
cadas (Perú). He is author of eight books and has also coedited two books and three special journal
issues (Textus, Perspectives, Prosopopeya). He is the director of the TRAMA book series (Publicacions
de la Universitat Jaume I), the first collection of monographs on audiovisual translation and media lo-
calization. Prof. Chaume has published over 100 articles, book chapters and encyclopedic entries on
audiovisual translation and has given numerous keynote lectures on this topic in international transla-
tion studies conferences and in several European and American universities. He also teaches regularly
in some of them (University College London-UK, Universidad de Granada-Spain, Università di Torino-
Italy, among others). He has supervised or co-supervised 20 PhD theses on the topic of audiovisual
translation and some of them have received different Spanish and European awards. He is also in close
contact with the industry, serves as a consultant for Netflix and has signed several research agreements
with different stakeholders of the media localization sector. He coordinates the research group TRAMA
(www.trama.uji.es) and is the recipient of the Berlanga Award (2010), the Xènia Martı́nez Award (2016)
and the Jan Ivarsson’s Award (2020) for his constant and enthusiastic support to media localization as
well as his constant university training in this field.
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Abstract

This paper addresses the problem of evaluat-
ing the quality of automatically generated sub-
titles, which includes not only the quality of
the machine-transcribed or translated speech,
but also the quality of line segmentation and
subtitle timing. We propose SubER - a single
novel metric based on edit distance with shifts
that takes all of these subtitle properties into
account. We compare it to existing metrics for
evaluating transcription, translation, and sub-
title quality. A careful human evaluation in a
post-editing scenario shows that the new met-
ric has a high correlation with the post-editing
effort and direct human assessment scores, out-
performing baseline metrics considering only
the subtitle text, such as WER and BLEU, and
existing methods to integrate segmentation and
timing features.

1 Introduction

The use of automatically created subtitles has be-
come popular due to improved speech recognition
(ASR) and machine translation (MT) quality in re-
cent years. Most notably, they are used on the web
to make content available to a broad audience in a
cost-efficient and scalable way. They also gain at-
traction in the media industry, where they can be an
aid to professional subtitlers and lead to increased
productivity.

In this work, we address the problem of measur-
ing the quality of such automatic subtitling systems.
We argue that existing metrics which compare the
plain text output of an ASR or MT system to a
reference text are not sufficient to reflect the par-
ticularities of the subtitling task. We consider two
use cases: 1) running speech recognition on the
audio track of a video to create subtitles in the orig-
inal language; 2) translating existing subtitle files
with an MT system. For the first case, the word
error rate (WER) of the ASR system is a natural
choice for quality control. For MT there exist a

wider range of automatic metrics such as BLEU
(Papineni et al., 2002), TER (Snover et al., 2006),
chrF (Popović, 2015) and, more recently, learned
metrics like BertScore (Zhang et al., 2019) and
COMET (Rei et al., 2020).

These existing metrics are suited to measure the
quality of ASR and MT in terms of recognized or
translated content only. However, subtitles are de-
fined by more than just their textual content: they
include timing information, as well as formatting
with possible line breaks within a sentence in syn-
tactically and semantically proper positions. Figure
1 shows examples of subtitle files in the common
SubRip text (SRT) format. Evidently, it differs
from plain text, in particular:

• The text is segmented into blocks. These
blocks are distinct from sentences. A sentence
can span several blocks, a block can contain
multiple sentences.

• A block may be further split into lines.

• Start and end times define when text is dis-
played.

All of these additional characteristics are cru-
cial for the viewers’ comprehension of the content.
Professional subtitlers check and possibly improve
them as part of the machine-assisted process of
subtitle creation.

To assess the quality of automatically created
subtitle files, it is beneficial to have a single metric
that evaluates the ASR/MT quality and the quality
of the characteristics listed above.

The main contributions of this work are:

1. A novel segmentation- and timing-aware qual-
ity metric designed for the task of automatic
subtitling.

2. A human evaluation that analyzes how well
the proposed metric correlates with human
judgements of subtitle quality, measured in

1



694
00:50:45,500 -> 00:50:47,666
For the brandy and champagne
you bought me.

695
00:50:47,750 -> 00:50:51,375
As I remember, it was the booze that
put you to sleep a little prematurely.

696
00:50:52,208 -> 00:50:54,291
Ladies and gentlemen,

697
00:50:54,916 -> 00:50:57,291
the dance is about to begin.

634
00:50:44,960 -> 00:50:47,680
For the champagne
and brandy you bought me.

635
00:50:47,760 -> 00:50:51,200
As I recall, the booze put you
to sleep a little prematurely.

636
00:50:52,200 -> 00:50:57,120
Ladies and gentlemen,
the dance is about to begin.

Figure 1: Two examples of subtitles in SRT format for the same video excerpt. Note the different line and block
segmentation. Also note that subtitles on the right have been condensed for improved readability.

post-editing effort as well as direct assessment
scores.

3. The publication of a scoring tool to calculate
the proposed metric as well as many baseline
metrics, directly operating on subtitle files:
https://github.com/apptek/SubER

2 Subtitle Quality Assessment in the
Media Industry

Related to this work are subtitling quality metrics
used in the media industry. The most widely used
ones to date are NER (Romero-Fresco and Pérez,
2015) and NTR (Romero-Fresco and Pöchhacker,
2017) for live subtitle quality, the former address-
ing intralingual subtitles or captions and the latter
interlingual ones.

Offline interlingual subtitles have traditionally
been assessed on the basis of internal quality guide-
lines and error typologies produced by media local-
ization companies. To address this gap, the FAR
model (Pedersen, 2017) was developed and there
have also been attempts to implement a version of
MQM1.

None of the above metrics, however, are auto-
matic ones. They require manual evaluation by an
expert to categorize errors and assign appropriate
penalties depending on their severity. This makes
their use costly and time-consuming. In this work
we therefore address automatic quality assessment
of subtitle files by comparing them to a profession-
ally created reference.

1Multidimensional Quality Metrics (MQM) Defini-
tion http://www.qt21.eu/mqm-definition/definition-2015-12-
30.html

3 Automatic Metrics for Subtitling

3.1 Baseline Approaches

When subtitling in the original language of a video,
the baseline quality measurement is to calculate
word error rate (WER) against a reference transcrip-
tion. Traditionally, WER is computed on lower-
cased words and without punctuation. We show
results for a cased and punctuated variant as well,
as those are important aspects of subtitle quality.
Because of the efficiency of the Levenshtein algo-
rithm, WER calculation can be done on the whole
file without splitting it into segments.

For translation, automatic metrics are usually
computed on sentence level. Karakanta et al.
(2020a) and other related work assumes hypothesis-
reference sentence pairs to be given for subtitle
scoring. However, in the most general case we only
have access to the reference subtitle file and the
hypothesis subtitle file to be scored. They do not
contain any explicit sentence boundary informa-
tion. To calculate traditional MT metrics (BLEU,
TER and chrF), we first define reference segments
and then align the hypothesis subtitle text to these
reference segments by minimizing the edit distance
("Levenshtein alignment") (Matusov et al., 2005).
Two choices of reference segments are reasonable:
1) subtitle blocks; 2) sentences, split according to
simple rules based on sentence-final punctuation,
possibly spanning across subtitle blocks. Only for
the case of translation from a subtitle template,
which preserves subtitle timings, there is a third
option, namely to directly use the parallel sub-
title blocks as units without any alignment step.
This makes the metric sensitive to how translated

2



sentences are distributed among several subtitles,
which is a problem a subtitle translation system has
to solve.

To evaluate subtitle segmentation quality in
isolation, Alvarez et al. (2017); Karakanta et al.
(2020b,c) calculate precision and recall of pre-
dicted breaks. Such an analysis is only possible
when the subtitle text to be segmented is fixed and
the only degree of freedom is the position of breaks.
We however consider the general case, where subti-
tles that differ in text, segmentation and timing are
compared and evaluated.

3.2 Line Break Tokens
A simple method to extend the baseline metrics to
take line and subtitle breaks into account is to insert
special tokens at the corresponding positions into
the subtitle text (Karakanta et al., 2020a; Matusov
et al., 2019). Figure 2 shows an example. The
automatic metrics treat these tokens as any other
word, e.g. BLEU includes them in n-grams, WER
and TER count edit operations for them. There-
fore, subtitles with a segmentation not matching
the reference will get lower scores.

3.3 Timing-Based Segment Alignment
The time alignment method proposed in Cherry
et al. (2021) to calculate t-BLEU is an alternative
to Levenshtein hypothesis-to-reference alignment
that offers the potential advantage of punishing
mistimed words. It uses interpolation of the hy-
pothesis subtitle timings to word-level. Mistimed
words may get assigned to a segment without a cor-
responding reference word, or will even be dropped
from the hypothesis if they do not fall into any ref-
erence segment.

In this work we consider translation from a tem-
plate file, thus time alignment is equivalent to us-
ing subtitle blocks as unit. However, for the tran-
scription task, where subtitle timings of hypothesis
and reference are different, we analyze a variant
of WER that operates on "t-BLEU segments", i.e.
allows for word matches only if hypothesis and
reference word are aligned in time (according to
interpolated hypothesis word timings). We refer to
this variant as t-WER.

3.4 New Metric: Subtitle Edit Rate (SubER)
None of the above-mentioned metrics considers
all of the relevant information present in a subtitle
file, namely subtitle text, line segmentation and
timing. We therefore propose a new metric called

subtitle edit rate (SubER) that attempts to cover all
these aspects, and on top avoids segmentation of
the subtitle files into aligned hypothesis-reference
pairs as a pre-processing step.

We choose TER (Snover et al., 2006) as the basis
of SubER because of its interpretability, especially
in the case of post-editing. It corresponds to the
number of edit operations, namely substitutions,
deletions, insertions and shifts of words that are re-
quired to turn the hypothesis text into the reference.
Also, it allows for easy integration of segmentation
and timing information by extending it with break
edit operations and time-alignment constraints.

We define the SubER score to be the minimal
possible value of (read "#" as "number of"):

SubER =
# word edits + # break edits + # shifts
# reference words + # reference breaks

where

• a hypothesis word is only regarded as correct
(no edit) if it is part of a subtitle that over-
laps in time with the subtitle containing the
matching reference word (otherwise edits are
required, e.g. deletion + insertion).

• word edits are insertions, deletions and sub-
stitutions of words, substitutions being only
allowed if the hypothesis and reference word
are from subtitles that overlap in time.

• break edits are insertions, deletions and sub-
stitutions of breaks, treated as additional to-
kens (<eol> and <eob>) inserted at the po-
sitions of the breaks. Substitutions are only al-
lowed between end-of-line and end-of-block,
not between a word and a break, and the same
time-overlap condition as for word substitu-
tion applies.

• shifts are movements of one or more adjacent
hypothesis tokens to a position of a matching
phrase in the reference. Only allowed if all the
shifted words come from a hypothesis subtitle
that overlaps in time with the subtitle of the
matching reference word. The shifted phrase
may consist of any combination of words and
break tokens.

We only consider subtitle timings present in the
subtitle files, as opposed to interpolating timings of
words as done by Cherry et al. (2021). This avoids
hypothesis words "falling off the edges" of refer-
ence subtitles, e.g. in case the hypothesis subtitle
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For the champagne <eol> and brandy you bought me. <eob>
As I recall, the booze put you <eol> to sleep a little prematurely. <eob>
Ladies and gentlemen, <eol> the dance is about to begin. <eob>

Figure 2: Example for usage of end-of-line (<eol>) and end-of-block tokens (<eob>) to represent subtitle
formatting. Corresponds to right subtitle from Figure 1. Symbols are adopted from Karakanta et al. (2020b).
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Figure 3: Visualization of SubER applied to the subtitles
from Figure 1 (hypothesis left, reference right). Ticks
on the axes indicate subtitle block boundaries. Grey
areas show regions of time-overlapping reference and
hypothesis subtitles. Word matches, substitutions and
shifts are allowed only within those areas. Black squares
represent word alignments, blue squares represent break
token alignments. Red borders mark shifted phrases,
red crosses indicate substitutions. 35 reference words
(including breaks), 3 insertions, 2 substitutions, 3 shifts
lead to a SubER score of (3 + 2 + 3)/35 = 22.86%.

starts a fraction of a second early. It also prevents
alignment errors originating from the assumption
that all words have the same duration.

The time-overlap condition can be thought of
as constraining the search space for Levenshtein-
distance calculation. Figure 3 visualizes this for
the subtitles from Figure 1. In the white areas no
word matches are allowed, this can be exploited
for an efficient implementation. The last two hy-
pothesis subtitles overlap with the last reference
subtitle and therefore form a single time-aligned
region. The shifted 2-word phrase in the bottom
left region is "champagne <eol>", showcasing
that words and breaks can be shifted in a single
operation. In the center region we see the substitu-
tion of "recall" with "remember", the inserted
(i.e. unaligned) hypothesis words "it", "was" and
"that", and a shift of the line break to a different
position. The break substitution in the upper right

region corresponds to the fact that the last block of
the right subtitles in Figure 1 is split into two, i.e.
end-of-line is replaced by end-of-block.

3.4.1 Implementation Details

We modify the TER implementation of SacreBLEU
(Post, 2018) to implement SubER. We adopt the
approximation of greedily searching for the best
shift until no further reduction of the edit distance
can be achieved (Snover et al., 2006). Break tokens
(<eol> and <eob>) are inserted into the input
text. String comparisons between hypothesis and
reference words are replaced by a function addi-
tionally checking the time-overlap condition. To
make SubER calculation feasible for large subtitle
files we split hypothesis and reference into parts at
time positions where both agree that no subtitle is
displayed. The number of edit operations is then
added up for all parts. By definition this does not af-
fect the metric score, in contrast to e.g. segmenting
into sentence vs. subtitle blocks when calculating
BLEU (Section 3.1).

4 Human Evaluation

To analyze the expressiveness of SubER we con-
duct a human post-editing experiment on both sub-
titles automatically generated from audio, as well
as automatic translations of subtitle text files. For
each of the two post-editing tasks we employ three
professional subtitlers with multiple years of ex-
perience in the subtitling industry. We evaluate
how well automatic metric scores correlate with
their post-editing effort and their MT quality judge-
ments.

There exists previous work measuring the pro-
ductivity gains from post-editing automatic sub-
titles under the aspect of MT quality (Etchegoy-
hen et al., 2014; Bywood et al., 2017; Koponen
et al., 2020) and segmentation quality (Álvarez
et al., 2016; Alvarez et al., 2017; Matusov et al.,
2019), but to the best of our knowledge we con-
duct the first study with the goal of evaluating an
automatic quality metric for subtitling.
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4.1 Data
We perform our experiment using one episode from
each of the following shows:

• Master of None: a comedy-drama series

• Midnight Mass: a supernatural horror series

• Peaky Blinders: an early 20th century British
gangster drama

Each of the three videos has a duration of ap-
proximately 55 minutes. They are originally in
English, for translation we choose Spanish as the
target language. We use pre-existing English sub-
titles as template files for human translation, and
also as the reference when scoring automatic tran-
scriptions. Pre-existing Spanish subtitles, which
follow the English template, are used as reference
for MT output.

To gather data points for which we can compare
post-editing effort with automatic scores, we man-
ually split the videos into segments of roughly 1
minute, each containing 15 subtitle blocks and 103
words on average. We keep the first 15 minutes of
each video as one large segment where we measure
baseline speed of the subtitlers. Excluding these,
we end up with 35, 38 and 37 segments for the
videos, respectively, amounting to a total of 110
source-target reference subtitle pairs.

4.2 Automatic Subtitling Systems
For human post-editing, we create automatic En-
glish and Spanish subtitle files. We use several
different subtitling systems to obtain evaluation
data with a wider variety. The systems differ in
ASR/MT, punctuation and segmentation quality.

We create a single automatic English and Span-
ish subtitle file for each video, each containing
segments coming from different automatic subti-
tling systems. The subtitlers did not know about
any of the details on how these files were created
to avoid any bias.

4.2.1 Transcription Systems
To create automatic English subtitles from the au-
dio track of the video we use three different sys-
tems:

1. A hybrid ASR system, the output of which
is punctuated and cased by a bi-directional
LSTM model and then split into lines and sub-
titles using a beam search decoder that com-
bines scores of a neural segmentation model

and hard subtitling constraints, based on the
algorithm proposed by Matusov et al. (2019);

2. same as 1., but without using a neural model
for subtitle segmentation;

3. an online provider offering automatic tran-
scription in SRT format.

We transcribe an equal number of video segments
with each of the three systems and combine them
into a single subtitle file which is delivered to the
subtitlers for post-editing. The first segment of 15
minutes is not transcribed automatically. Instead,
the subtitlers are asked to transcribe it from scratch
to measure their baseline productivity.

4.2.2 Translation Systems
To create Spanish subtitles we translate the pre-
existing English subtitles with 5 different systems:

1. A Transformer-based MT system, the output
of which is split into lines and subtitles using a
neural segmentation model and hard subtitling
constraints;

2. same as 1., but without using a neural model
for subtitle segmentation;

3. same as 1., but with additional inputs for
length control and genre, similarly to the sys-
tems proposed in (Schioppa et al., 2021; Ma-
tusov et al., 2020);

4. an LSTM-based MT system with lower qual-
ity than 1., but also using the neural segmen-
tation model;

5. an online provider offering subtitle translation
in SRT format.

Also here, we distribute the video segments among
the systems such that each system contributes a
roughly equal portion of the assembled MT subtitle
file delivered to the translators. We extract full
sentences from the source subtitle file based on
punctuation before translation. The first 15 minute
segment of each video is translated directly from
the source template without access to MT output
to measure baseline productivity of the translators.

4.3 Methodology

4.3.1 Productivity Gain Measurement
For both transcription and translation, we ask the
subtitlers to measure the time tn (in minutes) spent
to post-edit each of the 110 video segments. As a
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measure of post-editing productivity Pn we com-
pute the number of subtitles Sn created per minute
of work for the n-th segment:

Pn =
Sn

tn
(1)

To make these values comparable between subti-
tlers we normalize them using the subtitler’s base-
line speed Pbase. It is computed by averaging
the productivity in the first 15-minute segment P1,
where the subtitlers work from scratch, over all
three videos. Finally, we average the normalized
productivities across the three subtitlers h = 1, 2, 3
per task to get an average post-editing productivity
gain for segment n:

P̂n =
1

3

3∑

h=1

Pn,h

Pbase,h
(2)

To evaluate the expressiveness of a given metric
we compute the Spearman’s rank correlation coef-
ficient rs between the per-segment metric scores
and P̂n for all segments of all three videos. We
choose Spearman’s correlation in favour of Pear-
son’s correlation because subtitle quality varies a
lot for different video segments and different sys-
tems, and we don’t expect the metrics to behave
linearly in this range.

4.3.2 Direct Assessment
For the translation task we additionally gather di-
rect assessment scores for each segment. For this
we ask the translators to give two scores (referred
to as Un and Qn, respectively) according to the
following descriptions:

1. "Rate the overall usefulness of the automat-
ically translated subtitles in this segment for
post-editing purposes on a scale from 0 (com-
pletely useless) to 100 (perfect, not a single
change needed)."

2. "Rate the overall quality of the automati-
cally translated subtitles in this segment as
perceived by a viewer on a scale from 0
(completely incomprehensible) to 100 (per-
fect, completely fluent and accurate). The
score should reflect how well the automatic
translation conveys the semantics of the origi-
nal subtitles, and should also reflect how well
the translated subtitles are formatted."

These scores are standardized into z-scores by
subtracting the average and dividing by the stan-
dard deviation of scores per translator. Finally, we

average the z-scores across the three translators
to get expected usefulness and quality assessment
scores for each segment, which we will refer to as
Ûn and Q̂n, respectively.

4.4 Results

4.4.1 Post-Editing of English Transcription

The baseline productivities Pbase of the three sub-
titlers A, B and C when transcribing the first 15
minutes of each video from scratch are 3.4, 2.8 and
2.7 subtitles per minute of work, respectively. Post-
editing changes their productivities to 3.9, 2.6 and
3.1 subtitles per minute on average for the other
segments, meaning subtitlers A and C work faster
when post-editing automatic subtitles, while subti-
tler B does not benefit from them.

Table 1 shows the analysis of the correlation
between automatic metric scores and productivity
gains, calculated for each of the 110 one-minute
video segments. Word error rate (WER) can predict
the averaged productivity gain P̂n with a Spear-
man’s correlation of −0.676. This confirms the
natural assumption that the more words the ASR
system recognized correctly in a given segment,
the less time is necessary for post-editing. Subtitler
A’s post-editing gains are more predictable than
those of the other two subtitlers. This indicates that
the subtitlers have different workflows and do not
make use of the automatic subtitles with the same
consistency.

Row 2 shows that making WER case-sensitive
and keeping punctuation marks as part of the words
does not improve correlation consistently. Al-
though we believe that casing and punctuation er-
rors harm subtitle quality, these errors might not
have a significant impact on post-editing time be-
cause correcting them requires changing single
characters only. Row 3 shows that extending the
original WER definition by simply inserting end-of-
line and end-of-block tokens into the text does not
lead to improvements either. This can be explained
by the fact that the original WER algorithm al-
lows for substitution of break symbols with words.
Such substitutions have no meaningful interpre-
tation. Also, it does not support shifts of break
symbols, which leads to breaks at wrong positions
being punished more than completely missing ones.

Our proposed metric SubER achieves the over-
all best correlation of −0.692. We attribute this
in part to a proper way of handling segmentation
information: without it, as shown in the last row
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Metric Subtitler A Subtitler B Subtitler C Combined
WER -0.731 -0.494 -0.499 -0.676
+ case/punct -0.671 -0.512 -0.509 -0.650
+ break tokens -0.725 -0.494 -0.512 -0.678
t-WER -0.661 -0.440 -0.476 -0.625
TER-br -0.573 -0.489 -0.434 -0.562
SubER (ours) -0.746 -0.506 -0.517 -0.692
+ case/punct -0.670 -0.507 -0.500 -0.645
- break tokens -0.741 -0.495 -0.502 -0.682

Table 1: Spearman’s correlation rs between automatic metric scores and post-editing productivity gains Pn on all
110 video segments for the English transcription task. The last column shows correlation to the productivity gain
averaged across subtitlers P̂n.

of Table 1, the correlation is lower. Unfortunately,
for the same reasons as for the case of WER, we
have to apply SubER to lower-cased text - as it is
the default setting for the TER metric - to avoid a
drop in correlation.

Correlations for t-WER (see Section 3.3) suggest
that a word-level time-alignment using interpola-
tion may result in misalignments which are pun-
ished too harsh in comparison to which mistimings
are still tolerated by the post-editors. This supports
our design choice of using subtitle-level timings
for SubER.

Finally, we include TER-br from Karakanta et al.
(2020a) in the results. It is a variant of TER +
break tokens where each real word is replaced by
a mask token. Given that the metric has no access
to the actual words it achieves surprisingly high
correlations. This shows that the subtitle formatting
defined by the number of subtitle blocks, number
of lines and number of words per line is in itself an
important feature affecting the post-editing effort.

4.4.2 Post-Editing of Spanish Translation
Baseline productivities Pbase of the translators D,
E and F are 1.9, 1.8 and 1.1 subtitles per minute, re-
spectively. On average, their productivity changes
to 1.6, 2.0 and 1.1 when post-editing, meaning only
subtitler B gains consistently. Subtitler A is more
productive on one of the videos, but slows down
significantly for the other two.

Table 2 shows performances of the different MT
metrics. In addition to post-edit effort, we show
how well the metrics agree with human judgments
of the usefulness and quality (see Section 4.3.2) for
each of the 110 one-minute video segments.

Overall, the correlation of productivity gains is
much lower than for the transcription task. This can
be explained by the fact that a translator has more
freedom than a transcriber. The translator’s word

choices are influenced by clues outside the scope
of the translated text, like the style of language
and references to other parts of the plot. Some-
times even research is required (e.g. bible verses
for Midnight Mass). Despite this, the subjectively
perceived usefulness Ûn of the automatic subti-
tles for post-editing can be predicted from auto-
matic scores with a Spearman’s correlation of up
to −0.591. The quality judgement Q̂n shows even
higher correlations of up to 0.659.

We compare the baseline MT metrics BLEU and
TER when applied to the subtitle block-level vs.
the sentence-level. We note that BLEU on subtitle-
level is identical to t-BLEU (Cherry et al., 2021) for
the considered case of template translation, where
timestamps in hypothesis and reference are iden-
tical. Overall, BLEU and TER perform similarly.
For both, evaluation on subtitle-level outperforms
evaluation on sentence-level. This is because the
sentence-pairs extracted from the subtitle files pre-
serve no formatting information, while using sub-
title blocks as units is sensitive to how words of a
sentence are distributed among subtitles after trans-
lation, especially in case of word re-ordering.

Extending BLEU and TER with break tokens
to take subtitle segmentation into account shows
only minor improvements for the subtitle-level, but
significantly improves correlations for the sentence-
level. This could be attributed to the extended con-
text after end-of-block tokens that is not available
for scoring on subtitle-level. Especially the way
"BLEU + break tokens" punishes n-grams that are
disrupted by an erroneous line break seems to lead
to good results.

Our proposed metric SubER consistently outper-
forms all considered baseline metrics except for
sentence-level BLEU with break tokens, which has
a higher correlation for Q̂n and for the scores given
by subtitler F. For this subtitler we also observe
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Metric Subtitler D Subtitler E Subtitler F Combined
Pn Un Qn Pn Un Qn Pn Un Qn P̂n Ûn Q̂n

Subtitle-level
BLEU 0.03 0.34 0.52 0.22 0.21 0.39 0.07 0.58 0.49 0.172 0.541 0.595
+ break tokens 0.04 0.35 0.53 0.22 0.24 0.43 0.12 0.58 0.46 0.210 0.554 0.595
TER 0.03 -0.35 -0.54 -0.22 -0.23 -0.41 -0.11 -0.63 -0.51 -0.182 -0.554 -0.618
+ break tokens 0.00 -0.36 -0.54 -0.23 -0.24 -0.41 -0.10 -0.61 -0.50 -0.200 -0.558 -0.606
Sentence-level
BLEU -0.03 0.31 0.51 0.21 0.13 0.33 0.04 0.60 0.51 0.126 0.494 0.573
+ break tokens 0.02 0.35 0.55 0.25 0.22 0.43 0.16 0.63 0.55 0.240 0.583 0.659
TER 0.07 -0.32 -0.52 -0.22 -0.14 -0.34 -0.07 -0.59 -0.48 -0.133 -0.484 -0.559
+ break tokens 0.00 -0.36 -0.55 -0.25 -0.19 -0.38 -0.13 -0.58 -0.45 -0.218 -0.515 -0.574
chrF -0.09 0.26 0.52 0.21 0.10 0.28 0.04 0.64 0.51 0.104 0.483 0.556
TER-br 0.03 -0.32 -0.42 -0.11 -0.07 -0.24 -0.13 -0.43 -0.40 -0.137 -0.345 -0.426
SubER (ours) -0.06 -0.38 -0.57 -0.27 -0.28 -0.47 -0.16 -0.61 -0.52 -0.274 -0.591 -0.651
+ case/punct 0.00 -0.36 -0.56 -0.25 -0.23 -0.42 -0.15 -0.61 -0.49 -0.237 -0.554 -0.612
- break tokens 0.02 -0.34 -0.54 -0.24 -0.25 -0.44 -0.11 -0.65 -0.55 -0.197 -0.572 -0.645

Table 2: Spearman’s correlation rs between automatic metric scores and Pn, Un and Qn on all 110 video segments
for the English→Spanish translation task. Pn are segment-wise productivity gains from post-editing measured in
subtitles per minute of work. Un and Qn are segment-wise usefulness and quality scores, respectively, which the
subtitlers assigned to the automatically generated subtitle segments.

that calculating SubER without break tokens im-
proves results. In fact, subtitler F stated that mov-
ing around text is not a taxing procedure for him
as he is very proficient with keyboard commands.
For the other subtitlers, break tokens as part of the
metric are shown to have a clear positive effect.

4.4.3 System-level Results

For both transcription and translation we have a
pair of systems which differ only in subtitle seg-
mentation (systems 1 and 2). We expect the system
using a neural segmentation model to perform bet-
ter overall. By definition, WER cannot distinguish
between the transcription systems, scores for both
are 40.6, 14.2 and 29.5 (%) for the three videos
Master of None, Midnight Mass and Peaky Blin-
ders, respectively. (High WER on Master of None
is caused by colloquial and mumbling speech.)
SubER scores for system 1 are 46.4, 20.3 and 33.1,
for system 2 they are 47.3, 22.1 and 34.7. This
means, for all videos SubER scores are able to
reflect the better segmentation quality of system 1.

The same is true for translation: sentence-level
BLEU scores are the same for systems 1 and 2,
namely 18.9, 26.7 and 37.9 for the three videos.
SubER scores for the system with neural segmen-
tation are 65.1, 56.5 and 41.8, whereas the system
without it gets worse scores of 67.4, 60.5 and 46.9.

5 Release of Code

We release the code to calculate the SubER met-
ric as part of an open-source subtitle evaluation

toolkit2 to encourage its use in the research com-
munity as well as the media industry and to further
promote research of automatic subtitling systems.

In addition to SubER, the toolkit implements all
baseline metrics used in Table 1 and 2, as well as
t-BLEU (Cherry et al., 2021). This includes im-
plementations of hypothesis to reference alignment
via the Levenshtein algorithm (Section 3.1) or via
interpolated word timings (Section 3.3). We use
the JiWER3 Python package for word error rate cal-
culations and SacreBLEU (Post, 2018) to compute
BLEU, TER and chrF values.

All metrics can be calculated directly from SRT
input files. Support for other subtitle file formats
will be added on demand.

6 Conclusion

In this work, we proposed SubER – a novel metric
for evaluating quality of automatically generated
intralingual and interlingual subtitles. The metric
is based on edit distance with shifts, but considers
not only the automatically transcribed or translated
text, but also subtitle timing and line segmentation
information. It can be used to compare an automat-
ically generated subtitle file to a human-generated
one even if the two files contain a different number
of subtitles with different timings.

A thorough evaluation by professional subtitlers
confirmed that SubER correlates well with their
transcription post-editing effort and direct assess-
ment scores of translations. In most cases, SubER

2https://github.com/apptek/SubER
3https://github.com/jitsi/jiwer
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shows highest correlation as compared to metrics
that evaluate either the quality of the text alone, or
use different approaches to integrate subtitle timing
and segmentation information.

The source code for SubER will be publicly re-
leased for the benefit of speech recognition and
speech translation research communities, as well
as the media and entertainment industry.
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Abstract

We propose a novel multitask learning method
for diacritization which trains a model to both
diacritize and translate. Our method addresses
data sparsity by exploiting large, readily avail
able bitext corpora. Furthermore, transla
tion requires implicit linguistic and seman
tic knowledge, which is helpful for resolving
ambiguities in diacritization. We apply our
method to the Penn Arabic Treebank and re
port a new stateoftheart word error rate of
4.79%. We also conduct manual and automatic
analysis to better understand our method and
highlight some of the remaining challenges in
diacritization. Our method has applications
in texttospeech, speechtospeech translation,
and other NLP tasks.

1 Introduction

Arabic is typically written without short vowels
and other pronunciation indication markers,1 col
lectively referred to as diacritics. A longstanding
task in Natural Language Processing (NLP) is to
take undiacritized text and add the diacritics, re
ferred to as diacritization (see Figure 1). Diacrit
ics indicate both how to pronounce the word and
resolve ambiguities in meaning between different
words with the same (undiacritized) written form.
Diacritic prediction is the dominant source of

errors in Arabic grapheme to phoneme conver
sion (Ali et al., 2020), a crucial component in
many texttospeech and speechtospeech transla
tion systems.
Diacritization also has applications in Auto

matic Speech Recognition (ASR) (Vergyri and
Kirchhoff, 2004; Ananthakrishnan et al., 2005; Bi
adsy et al., 2009), Machine Translation (MT) (Diab
et al., 2007) morphological analysis (Habash et al.,
2016), lexical recognition tests (Hamed and Zesch,

∗ Work done while at Apple.
1Notable exceptions include the Quran and many chil

dren’s books.

ھیا لنذھب ا لنَِذْھَبْ ھَیَّ
[hjaː lnðhb] [hajːaː linaðhab]

Figure 1: Arabic diacritization is the task of adding di
acritics (markings above and below characters, shown
in red) to Arabic text. Diacritics clarify how a word
is pronounced, including short vowels and elongation,
and disambiguate word meaning. Here, we show the
diacritization of لنذهب هيا (let’s go). The IPA pronun
ciations below each word demonstrate that the diacrit
ics are crucial for pronouncing each word: the undia
critized form maps to an incorrect pronunciation, while
the diacritized form maps to the correct pronunciation
(the contributions the diacritics make to the pronuncia
tion are also shown in red).

2018; Hamed, 2019), and homograph resolution
(Alqahtani et al., 2019a).
We focus on Modern Standard Arabic (MSA),

a standardized dialect of Arabic used in most aca
demic, legal, and news publications, and an ob
vious choice for TexttoSpeech (TTS) systems.
MSA is the 5thmost spoken2 language in theworld
with about 274M speakers (Eberhard et al., 2021).

1.1 Challenge #1: Data Sparsity

Arabic is a Morphologically Rich Language
(MRL), where significant information concerning
syntactic units and relations is expressed at word
level. For example, a word like فاسٔقيناكموه is roughly
translated to: ‘and we gave it to you to drink’.
In this example, linguistic units that are typically
expressed by individual words in English such
as coordinating conjunctions and personal pro
nouns are expressed within the word form in Ara
bic. This fact results in Arabic having a large
vocabulary (by way of example, the number of
unique, undiacritized words in the Arabic bible
from Christodouloupoulos and Steedman (2015)

2“Speaker” is a bit of a misnomer: Most Arabic speakers
can understand MSA but would not typically produce it.

11



is about 4.38x larger than the number of unique,
lowercased words in the English equivalent.) Fi
nally, highquality diacritized datasets tend to be
quite small: The Penn Arabic Treebank (PATB)
training subset used in this work is only 15,789
lines, and data available in other dialects can be
substantially smaller. These factors result in Ara
bic being quite data sparse, with diacritics models
typically needing to handle a large number of un
seen words.

1.2 Challenge #2: Ambiguity

Many of the morphological variants in Arabic are
differentiated by only diacritics. This results in
undiacritized Arabic having a huge number of ho
mographs which must be resolved when adding di
acritics. Furthermore, as mentioned above, Ara
bic is a MRL, where information such as gen
der (male, female), number (singular, dual, plu
ral), case (nominative, accusative, genitive), as
pect (perfect, imperfect), voice (active, passive)
and mood (indicative, imperative, subjunctive) is
expressed on the wordlevel, sometime with as lit
tle as one diacritic. These factors result in undi
acritized Arabic being highly ambiguous; Debili
et al. (2002) reported an average of 11.6 possible
diacritizations for every nondiacritized word in
Arabic. For example, the form كتب could be dia
critized as كَتَبَ ‘he wrote’, كُتِبَ ‘it was written’, كُتِّبَ
‘it was written repeatedly’, كُتُبٌ ‘books’ (nomina
tive case), or كُتُبٍ ‘books’ (genitive case).

1.3 Overview of Proposed Method

We propose a novel Multitask Learning (MTL)
(Caruana, 1997) based approach to improve the se
mantic and linguistic knowledge of a diacritization
model. Specifically, we propose augmenting dia
critics training data with bitext to train a model to
both diacritize Arabic and translate into and out of
Arabic.
Our approach addresses data sparsity by substan

tially increasing the amount of training data seen
by the model. Our approach also enables the use
of large, readily available MT datasets, which are
available not only in Arabic but in many other lan
guages with diacritics as well.3 In our experiments
on the PATB, adding bitext increases training data

3In contrast, prior MTL work in diacritization has used
handcurated features such as Part of Speech (POS), gender,
and case (see §2.1), severely limiting both the size of available
data and the applicability to other languages, which may not
have such resources.

from 502k to 138M Arabic words, and decreases
the Out of Vocabulary (OOV) rate from 7.33% to
1.14%.
Our approach also addresses ambiguity, since

the task of translation requires (implicit) semantic
and linguistic knowledge. Training on bitext in
jects semantic and linguistic knowledge into the
model which is helpful for resolving ambiguities
in diacritization (see Table 1).
These factors contribute to our method achiev

ing a new StateoftheArt (SOTA) Word Error
Rate (WER) of 4.79% on the PATB, vs 7.49% for
an equivalent baseline without MTL.

1.4 Main Contributions of This Work
The main contributions of this work are:

• We present a novelMTL approach for diacriti
zation, which does not require a morpholog
ical analyzer or specialized annotations (and
thus is likely extensible to other languages, di
alects and domains).

• We achieve a new SOTA WER of 4.79% on
the PATB test set.

• We perform extensive automatic analysis of
our method to see how it performs on var
ious conditions including different parts of
speech, genders, word frequencies, and sen
tence lengths.

• We perform detailed manual error analysis
of our method, illustrating both issues in the
PATB dataset as well as the remaining chal
lenges in Arabic diacritization.

2 Related Work

2.1 Diacritization
Many works have explored using neural networks
for Arabic diacritization (Zalmout and Habash,
2017, 2019; Alqahtani and Diab, 2019; Alqahtani
et al., 2019b).
Alqahtani et al. (2020) and Zalmout and Habash

(2020) both explore MTL regimes in which a
model learns to predict Arabic diacritics simulta
neously with other features in the PATB. Alqahtani
et al. (2020) uses additional features of syntactic di
acritization, word segmentation, and POS tagging,
while Zalmout and Habash (2020) use additional
features of lemmas, aspect, case, gender, person,
POS, number, mood, state, voice, enclitics, and
proclitics. By also report further improvements by
adding an external morphological analyzer. These
papers illustrate the potential of MTL, but they re
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# Arabic Sentence English Sentence Diacritized Pronunciation Translation

0 اللون وابٔيض اخٔضر السعودية علم The flag of Saudi Arabia is green and white عَلَمُ [ʕalamu] flag
1 الفلك علم احٔب I love space science عِلمَ [ʕilma] science
2 السباحة احٔمد ناصر علم Nasser taught Ahmad how to swim عَلَّمَ [ʕalːama] taught

Table 1: Adding bitext to our training data improves the semantic and linguistic knowledge of our diacritization
model. For example, in order to correctly translate علم out of Arabic, the model must learn to implicitly perform ho
mographic resolution to determine if the word is being used to mean “flag,” “science,” “taught,” or other meanings.
This knowledge is helpful for diacritization since diacritized forms are intrinsically linked with word meaning. The
model can also implicitly learn, for example, that علم in example #2 is being used as a causative past tense verb. This
can help the model diacritize this use of علم correctly ,(عَلَّمَ) even if عَلَّمَ does not appear in the diacritization training
data, since عَلَّمَ follows a common diacritization pattern for causative past tense verbs.

quire additional handcurated features. This limits
both the datasets they can use (neither are able to
take advantage of large outside datasets) and the
languages they could be applied to.

2.1.1 Contextual Embeddings

Náplava et al. (2021) show that contextual embed
dings can result in substantial improvements in di
acritization error rates in several languages, but un
fortunately they do not report results on Arabic.
Qin et al. (2021) start with a strong baseline built

on ZEN 2.0 (Song et al., 2021), an ngram aware
BERT variant. Their BERTbased baseline outper
forms prior work on PATB. They then claim even
stronger results on PATB with two methods that
incorporate multitask training with a second, aux
iliary decoder trained to predict the diacritics pro
duced by the Farasa morphological analyzer (Ab
delali et al., 2016). We argue that their experi
mental setup is fundamentally flawed, since Farasa
was trained on the PATB test set4 and can leak in
formation about the test set to the model.5 They
also report results on the Tashkeela training/test
data (Zerrouki and Balla, 2017; Fadel et al., 2019),
which does not have a potential testset contami
nation problem, and find that their method under

4Farasa was trained on PATB parts 1, 2 and 3 in their en
tirety, and then tested on a separate collection of hand curated
news articles (Abdelali et al., 2016).

5To understand how leakage from the test set can occur,
consider the word النجمة (the star; female). النجمة appears three
times in the training data, once without diacritics (likely an
error) and twice as النَّجْمَةِ . However, it appears 9 times in the
test set, each time diacritized as النَّجْمَة . Farasa is trained on
both the training and test data, so from it’s perspective, النَّجْمَة
is by far the most likely diacritization of النجمة . Thus when
the model sees النجمة in training, Farasa can artificially bias
the model toward producing the diacritized form in the test
set, despite that form never appearing in the training data.

performs a straightforward bidirectional LSTM,6
which supports the hypothesis that their strong
PATB results are due to training on a derivative of
the test set.

2.2 CharacterLevel and Multilingual MT
Multilingual MT (Dong et al., 2015) has been
shown to dramatically improve lowresource trans
lation, including enabling transfer from higher re
source language pairs to lowerresource language
pairs (Zoph et al., 2016; Nguyen and Chiang, 2017;
Neubig and Hu, 2018). In our case, we set up learn
ing to encourage transfer from undiacritized Ara
bic to much lowerresourced diacritized Arabic.
Most MT systems operate at the subword

(Sennrich et al., 2016; Kudo and Richardson,
2018); however, such approaches would result
in diacritized and undiacritized versions of the
same word having little to no overlap in sub
words. We instead train a characterlevel encoder
decoder model (Lee et al., 2017; Cherry et al.,
2018), to maximize the number of shared repre
sentations between diacritized and undiacritized
words. Characterlevel diacritics models have also
been shown to outperform subwordlevel models
(Alqahtani and Diab, 2019).

3 Method

We train a single Transformerbased (Vaswani
et al., 2017) encoderdecoder model to both trans
late and diacritize, with the hypothesis that the
translation task is complementary to diacritization.
To maximize the number of shared representations
between diacritized and undiacritized words, we
train our model at the characterlevel. Following

6Qin et al. (2021) claim to achieve stateoftheart perfor
mance on both datasets, but this is not supported by their re
sults (see their Table 2, noting that bold does not denote the
best performing system).
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work in multilingual MT, we prepend a tag to each
output sentence to tell the model whether the out
put is undiacritized Arabic, diacritized Arabic, En
glish, French, or Spanish during training. At infer
ence time we force decode the tag to request that
the model produce diacritized Arabic.

3.1 Decoding
In Arabic, simple rules dictate where diacritics can
be placed. During decoding, we enforce these
rules by keeping track of which input characters
the decoder has produced (i.e. copied from input to
output) and constrain the decoder as follows: If the
previous output is a nondiacritic Arabic character,
we restrict the decoder to produce any diacritic or
the next input character. If the previous output is
a shadda, we restrict the decoder to produce a non
shadda diacritic or the next input character. Oth
erwise, the model is forced to produce the next in
put character. Without these restrictions, we found
that the model would occasionally produce minor
paraphrastic variations of the input.7

3.2 Long Sentence Handling
The computational complexity of Transformer lay
ers is proportional to sequence length squared
(Vaswani et al., 2017), so we do not want to train or
evaluate on an arbitrarily long sequences of char
acters. Instead, we limit the maximum input and
output sequence to 600. To diacritize a sentence
with more than 300 input characters, we take over
lapping windows of 300 characters with a step size
of 100 characters. We predict diacritics indepen
dently for each window, and reconstruct the orig
inal sentence using the first 200 characters from
the first window, the input characters of the last
window excluding the first 100 characters, and the
middle 100 characters from any windows in be
tween. This ensures that we only use output with at
least 100 characters of context. For the bitext data,
we simply discard sentence pairs with greater than
600 input or output characters.

4 Experiments

We train a characterlevel transformer encoder
decoder model on both diacritics data and the
bitext. Our primary model performs diacritiza
tion, translation from Arabic (Ar) to English (En),
French (Fr), and Spanish (Es), and translation from

7The tendency of a multilingual MT model to paraphrase
the input has been noted (and exploited) in Tiedemann and
Scherrer (2019) and Thompson and Post (2020b).

Name Form Sound [IPA]

Fatha ◌َ /a/
Fathatan ◌ً /an/
Kasra ◌ِ /i/
Kasratan ◌ٍ /in/
Damma ◌ُ /u/
Dammatan ◌ٌ /un/
Dagger Alif ◌ٰ /aː/
Maddah ◌ٓ /ʕaː/
Shadda ◌ّ Elongation (ː)
Sukun ◌ْ None

Table 2: Diacritics considered in this work.

ArEn ArEs ArFr Diacs

Global Voices 0.9 0.9 0.5 
CCAligned  21.9 21.7 
News Commentary 5.0 5.0 4.3 
United Nations 20.7 19.9 19.5 
WikiMatrix 15.0 1.7 1.6 
PATB    0.5

Total 40.8 48.4 47.1 0.5

Table 3: Size (millions of Arabic words) of training
datasets used in this work. Note that total bitext is about
275x larger than diacritics data.

English, French, and Spanish to Arabic. However,
we also perform ablations for analysis purposes,
leaving out (1) the Ar→{En,Fr,Es} data, (2) the
{En,Fr,Es}→Ar data, and (3) all of the bitext data.
Each model uses a single encoder and decoder for
all tasks.

4.1 Diacritics Data

We chose to use PATB part 1 v4.1 (LDC2010T13),
part 2 v3.1 (LDC2011T09) and part 3 v3.2
(LDC2010T08), following the train/dev/test splits
proposed by Diab et al. (2013). The PATB was
chosen because in addition to diacritics, it con
tains many carefully annotated features which we
use to analyze the performance of our models (see
§6). We perform unicode NFKD normalization
on the text in order to (1) split Unicode charac
ters which contain both a nondiacritic and dia
critic (e.g. the Unicode character for alif with mad
dah above (U+0622) is split into alif (U+0627) and
maddah (U+0653)) and (2) normalize the order of
characters (e.g. alif + high hamza + fatha and alif +
fatha + high hamza both render as أَ and are normal
ized to alif + high hamza + fatha). The diacritics
considered in this work are shown in Table 2.
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Training Data OOV Rate (Undiacritized)

PATB 7.33%
PATB + Bitext 1.14%

Table 4: OOV rates (rate of seeing a word at infer
ence time that was not seen in training), for the encoder,
which sees words without diacritics.

4.2 MT Data
We use Ar↔{En,Fr,Es} data from Wikimatrix
(Schwenk et al., 2019), Global Voices,8 United
Nations (Ziemski et al., 2016), and NewsCom
mentary,9 and Ar↔{Fr,Es} data from CCAligned
(ElKishky et al., 2020), after joining on English
urls. We filter out noisy sentence pairs (Khayral
lah and Koehn, 2018) using the scripts10 pro
vided by Thompson and Post (2020a), using more
aggressive thresholds of min_laser_score=1.06,
max_3gram_overlap=0.1 for the CCAligned data
and using values from Thompson and Post (2020a)
otherwise. We limit each dataset to 1M lines per
language pair, so that no one data type dominates
training. Data size are shown in Table 3. We up
sample PATB by 20x when combining it with the
bitext, since it is much smaller than the bitext.
We filter out the (very infrequent) diacritics

from the MT data to ensure that any benefits ob
served are due to MTL and not simply the result of
including more diacritized data in training.11
The impact that adding bitext has on the OOV

rate is shown in Table 4.

4.3 Models & Training
We train characterlevel Transformer models in
fairseq (Ott et al., 2019). Metaparameters are
tuned on the development set. The (nonMTL)
baseline has 6 encoder and decoder layers, encoder
and decoder embedding dimensions of 1024, en
coder and decoder feedforward network embed
ding dimensions of 8192, and 16 heads. All embed
dings are shared. The model is trained with learn
ing rate of 0.0004, label smoothing of 0.1, dropout
of 0.4 with no attention or activation dropout, 40k
characters per batch, for 50 epochs. All MTLmod
els have 6 encoder and decoder layers, encoder and
decoder embedding dimensions of 1280, encoder
and decoder feedforward network embedding di

8casmacat.eu/corpus/globalvoices.html
9data.statmt.org/newscommentary/
10github.com/thompsonb/prism_bitext_filter
11In practice, there may be some benefit to retaining dia

critics in the MT data, but this was not explored in this work.

mensions of 12288, and 20 heads. All embeddings
are shared. The model is trained with learning rate
of 0.0004, label smoothing of 0.1, dropout of 0.2
with no attention and activation dropout each set to
0.1, 40k characters per batch, for 20 epochs. We se
lect the best performing model for each run using
WER on the development set.

5 Results

The word error rates for our method (main model,
both ablation models, and baseline) are shown in
Table 5, along with error rates reported by prior
work. Our main model achieves 4.71% WER
on the development set, a relative improvement of
22.8% over the previous best development set re
sult from Zalmout and Habash (2020), who trained
a multitask model on PATB features and incorpo
rated a morphological analyzer. On the test set, it
achieves 4.79% WER, a relative improvement of
18.8% over the best previously reported test set re
sult from Qin et al. (2021), who trained a BERT
based model.
Our ablation models also outperform all prior

work, with the model trained on Ar→{En,Es,Fr}
(denoted Ar→*) bitext outperforming the model
trained on {En,Es,Fr}→Ar (denoted *→Ar) bi
text, but neither perform as well as the main model
trained on both Ar→* and *→Ar. (See §6 for
more detailed comparisons between the models
trained in this work.)
Finally, our baseline model, consisting of a

characterbased Transformer with no augmenta
tion or word embeddings, slightly outperforms
prior models from Alqahtani et al. (2019b) and
Alqahtani and Diab (2019), that also do not use
MTL, morphological analyzers, or contextual em
beddings.

6 Automatic Analysis

6.1 Case Endings

We compute the Diacritic Error Rate (DER) for
all models trained in this work for several differ
ent settings: all characters (including whitespace,
punctuation, and nonArabic characters), Arabic
characters, Arabic case endings, and Arabic char
acters excluding case endings: see Table 6. We use
POS tags to determine which words have case end
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Multitask Morphological Word Dev Test
Analyzer Embeddings WER ↓ WER ↓

Alqahtani et al. (2019b) No No No 8.20%
Alqahtani and Diab (2019) No No No 7.60%
Alqahtani et al. (2020) PATB Features No fastText 7.51%
Zalmout and Habash (2019) PATB Features Train & Test fastText 7.30% 7.50%
Zalmout and Habash (2020) PATB Features Train & Test fastText 6.10%
Qin et al. (2021)† No No Zen 2.0 6.49% 5.90%‡

This word (baseline) No No No 7.46% 7.49%
This work (ablation) Translate *→Ar No No 5.60% 5.83%
This work (ablation) Translate Ar→* No No 5.24% 5.32%
This work Translate *→Ar & Ar→* No No 4.71% 4.79%

Table 5: Development and Test WER (lower is better) for our main system, ablation systems, and baseline, com
pared to recent work. Our main system outperforms all prior work, as do both ablation systems. †:We exclude the
experiments of Qin et al. (2021) which use Farasa in training, as Farasa was trained on the test set (see §2.1.1).
‡:Mean of 5 runs with different random seeds.

Multitask Learning
Baseline *→Ar Ar→* Both

All 2.34% 1.85% 1.73% 1.52%
Arabic 2.97% 2.35% 2.21% 1.94%
Arabic CE 6.90% 4.71% 4.18% 3.61%
Arabic nonCE 2.48% 2.06% 1.96% 1.73%

Table 6: Diacritic error rate for all characters (including
whitespace and nonArabic characters), Arabic charac
ters only, Arabic case endings (CE), and Arabic charac
ters excluding case endings (nonCE). We use POS tags
to determine which words contain case endings.

ings when computingDER.12 Comparing ourmain
model to the baseline, we see thatMTL training im
proves case endings more than noncase endings:
case ending DER is improved by a 47.7% (3.61%
vs 6.90%) vs 30.2% (1.72% vs 2.48%) for non case
ending characters. Furthermore, comparing the ab
lation models, the performance difference between
them is more pronounced on case endings, where
the *→Ar model is 12.7% worse than the Ar→*
model, while the difference is only 5.1% for non
case endings.

6.2 WER vs Sentence Length

We showWER as a function of sentence length (in
undiacritized characters) in Figure 2. We note that
while both the *→Ar and the Ar→* models tend
to improve with sentence length, the improvement
is much more pronounced for the Ar→* model.
In other words, the Ar→* model is benefiting

12Several prior works have reported DER of just the last
character as a standin for caseending DER. However, this
analysis is muddied by the fact that not all words in Arabic
have case endings; in the PATB test set, for example, the POS
tags indicate that only about 46.8% of words have them.
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Figure 2: Word error rate vs (undiacritized) character
length. †:Sentences over 300 characters are processed
in overlapping windows of 300 characters (see §3.2).

much more from increased context than the *→Ar
model.
In conjunction with the DER results in §6.1, this

indicates that training the model to translate out of
Arabic is more helpful at injecting semantic and
linguistic knowledge into the model to address am
biguity. The fact that the two translation direc
tions are complementary suggests that training the
model to translate into Arabic is addressing data
sparsity issues in the model’s decoder, despite the
mismatch between the bitext being undiacritized
and the model needing to produce diacritized out
put.
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Male Female Bias
# WER # WER

Pronoun 835 6.23% 641 8.11% 30.3%
Verb 3579 5.34% 2083 6.39% 19.6%
Suffix 901† 5.22% 10222 5.71% 9.5%

Table 7: WER for male and female pronouns, verbs,
and nouns/adjectives with gendered suffixes, along
with their counts in the test set. †:We include only suf
fixes which are explicitly marked in the PATB for gen
der, which tend to be female (see §6.3).

6.3 Gender Bias
Gender bias has been noted in many aspects of
NLP (Sun et al., 2019) but we are not aware of any
prior work looking at gender bias in diacritization.
We use the PATB POS tags to isolate three types
of gendered words: pronouns, verbs, and suffixes.
“Suffixes” refer to nouns and adjectives that have
a gendered suffix. Unsurprisingly, we find that the
model is better at diacritizing male words than fe
male words in all three cases (see Table 7), with
words in the male categories being diacritized cor
rectly 9.5% to 30.3% more often than their female
equivalents. We suspect that this bias is due at least
in part to representation within the data: Male pro
nouns and verbs are 30% and 72% more common
than their female counterparts. Counts of suffixes
are complicated by the fact that that PATB only
marks certain nouns and adjectives for gender (in
cluding those with taa marbuta, which tend to be
female). By manual inspection, the remainder ap
pear to be male, but we were unable to confirm this
in the PATB annotation guidelines so we included
only those explicitly marked for gender.

6.4 WER vs POS
The PATB includes detailed POS tagging. We ex
ploit this feature to examine how our model per
forms on different parts of speech: see Table 8.
Note that the PATB has one or more POS tags per
word, with about 2.19 tags per word on average
in the test set. We do not attempt to split words
into their respective parts, as we find cases where
this is not straightforward. Instead, such words are
counted multiple times. As an example, الأَوَّلوُن (the
first) is both a determiner and cardinal adjective,
and contributes to the WER of both.
For parts of speech with at least 500 occurrences

in the test set, the worst performing POS for the
MTLmodel by far is proper nouns (count=5969) at
14.09%WER. This is followed by imperfect verbs

(count=2598) at 7.89%WER, possessive pronouns
(count=1609) at 6.60%, and adjectives (excluding
cardinal and comparative) (count=6106) at 6.49%.
Comparative adjectives, which are relatively in

frequent (count=264) also have a high WER of
9.95%, but the worst POS considered by far is the
extremely infrequent (count=18) imperative verbs,
with aWER of 72.22%. Imperative verbs illustrate
the importance of domain; news data contains very
few imperatives, and imperative verbs are often
distinguished from from imperfect or perfect verbs
by diacritics alone. For example, الطريق على استمر can
be diacritized الطَّريِقِ عَلَى اسِتَمِر (Continue on the road)
or الطَّريِقِ عَلَى اسِتَمَرَّ (He continued on the road). This
results in the model choosing the much more com
mon perfect or imperfect forms in the majority of
cases that should be imperative.

6.5 WER vs Word Frequency

MTL improves learning across all word frequen
cies: see Table 9. The biggest improvements are
seen for words seen once and 24 times in training,
with relative improvements of 43.5% and 45.4%,
respectively.

7 Manual Analysis

To better understand the performance of our MTL
model, we manually annotate all differences be
tween our model prediction and the gold test set for
a randomly selected 20% of the 1246 sentences in
the test set that contain at least one disagreement.
We find that approximately 66% of the disagree

ments between the gold test set and the model are
the result ofmodel errors, whichwe denote as “true
errors”. Themajority of these errors are due to case
markings being either incorrect (38.6% of all true
errors) or missing (16.5% of all true errors), while
the rest of the word is correct.
However, we find that in approximately 32% of

disagreements the model output is, in fact, correct.
We denote such cases as “false errors.” About half
(50.3%) of the false errors were due to the test set
missing diacritics and another 31.2% of all false
errors were due to errors in the test set diacritics.
10.7% of the false errors were the result of valid
variations which did not change the meaning of the
sentence in any way (e.g. يُكْشِفْ vs يَكْشِفْ and وَليِ الدُّ
vs وْليِ .(الدَّ Another 4.4% of false errors were the
result of valid variations that changed the meaning
of the sentence while still resulting in a plausible
meaning. A very small number of words (3.4%
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Count Baseline MTL Rel. Examples
WER WER imprv.

Noun: Proper 5969 18.24% 14.09% 22.8% مَریَم (Mary); أَحمَد (Ahmed)
Noun: Numeric 1609 3.29% 2.11% 35.8% عَشَرةَ (ten); أَربَعَة (four)
Noun: Quantity 451 10.42% 5.32% 48.9% أَیَّة (any; fem); بَعض (some)
Noun: Other 22795 8.43% 5.03% 40.3% یَوم (day); دُوَیلَة (small country)
Pronoun: Possessive 1681 11.42% 6.60% 42.2% كِتابيَِ (my book); your)كِتابُكُن book; fem)
Pronoun: Demonstrative 601 0.00% 0.17%  هذٰا (this; male singular); هاتان (these, fem dual)
Pronoun: Other 1154 1.04% 0.52% 50.0% شاھَدَتنِي (she saw me); أَنتَ (you; male singular)
Verb: Inflected, Perfect 3273 9.53% 4.89% 48.7% ذَھَبَ (he went); قبُِلَ (it was accepted)
Verb: Inflected, Imperfect 2598 13.55% 7.89% 41.8% یَذھَبُ (he goes); تقُبَلُ (it is accepted)
Verb: Inflected, Imperative 18 83.33% 72.22% 13.3% اذِهَب (go; male); قِفِي (stop; fem)
Adverb 260 0.00% 0.38%  مَتَى (when); حِینَذاك (then)
Adjective: Cardinal 348 7.18% 4.31% 40.0% القَرن (19th century); الأَوَّلوُن (the first)
Adjective: Comparative 264 16.67% 9.85% 40.9% أَحرصَُ (more cautious); الأَحسَن (the best)
Adjective: Other 6106 10.87% 6.49% 40.4% تارخِِيٌّ (historic); یَھُودِيٌّ (Jewish)
Determiner 15337 8.72% 5.85% 32.9% التُونسِِي (the Tunisian); الیَومُ (the day)

Table 8: WER for our baseline and our main MTL model, for various parts of speech, and their associated count in
the test set. Note: many words have more than one POS and contribute to 2+ categories (see §6.4).

# Occur in Multitask Learning
PATBtrain Baseline *→Ar Ar→* Both

0 30.93% 26.30% 23.20% 21.92%
1 17.63% 12.46% 10.33% 9.95%
24 11.94% 8.32% 7.56% 6.51%
516 8.78% 6.83% 6.50% 5.67%
1764 7.80% 5.81% 5.50% 4.86%
65256 6.33% 4.97% 4.55% 3.76%
2571024 4.34% 3.28% 3.16% 2.94%
>1024 0.30% 0.20% 0.29% 0.22%

Table 9: WER vs number of times a word occurs in
PATBtrain (ignoring diacritics), for all four models
trained in this work.

of false errors) had trivial diacritic variations that
do not change meaning or pronunciation (e.g. one
having a sakun while the other had no diacritic, or
one having a fatha before an alif while the other
did not).
Finally, about 2% of the disagreements are cases

where the input to the model is not a real word,
making the correct output undefined.

8 Conclusion

We demonstrate that training a diacritics model to
both diacritize and translate substantially outper
forms a model trained on the diacritization task
alone. Adding translation data substantially in
creases the amount of training data seen by the
model, addressing data sparsity issues in diacriti
zation. The translation task also injects semantic
and linguistic knowledge into the model, helping

the model resolve ambiguities in diacritization.
Our method achieves a new stateoftheart

word error rate of 4.79% on the Penn Arabic Tree
bank datasets, using the standard data splits of
Diab et al. (2013).
Finally, we present extensive manual and au

tomatic analysis which provides insight into our
method and highlights several challenges that still
remain in Arabic diacritization, including proper
nouns, female word forms, and case endings.
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Abstract

Simultaneous translation is a task that requires
starting translation before the speaker has fin-
ished speaking, so we face a trade-off between
latency and accuracy. In this work, we focus
on prefix-to-prefix translation and propose a
method to extract alignment between bilingual
prefix pairs. We use the alignment to segment
a streaming input and fine-tune a translation
model. The proposed method demonstrated
higher BLEU than those of baselines in low la-
tency ranges in our experiments on the IWSLT
simultaneous translation benchmark.

1 Introduction

Simultaneous machine translation (SimulMT) is a
task to start outputting translation before observ-
ing the whole input sentence. SimulMT is more
difficult than the translation with the whole input
sentence because it cannot use the latter part of
the sentence as context. SimulMT has to decide
whether to wait for more input or to output partial
translation using the input so far, in real-time. The
translation quality should become better if we can
use longer inputs and vice versa. We have to han-
dle such a trade-off between the quality and latency
of the translation by decision policies to choose
the next action between read (waiting for the next
input segment) and write (outputting a translation
segment) for a given input-output history (Gu et al.,
2017). Neural Machine Translation (NMT) models
used for SimulMT can be roughly categorized into
policy-dependent and policy-independent.

A policy-dependent model is trained with the
constraints given by the policy, in order to trans-
late an input prefix into an output prefix. Ma et al.
(2019) proposed a simple method with a fixed pol-
icy called wait-k, where the NMT first takes k read
actions followed by alternating write and read ac-
tions until the end of the translation output. Ari-
vazhagan et al. (2019) proposed a joint training

framework for flexible policies and the correspond-
ing NMT model using a latency-augmented loss
function and Monotonic Infinite Lookback (MILk)
attention.

In contrast, a policy-independent model is a
standard NMT model to translate the whole in-
put into the whole output and used for SimulMT
along with a given policy in the inference. We
can share one NMT model for different policies,
so the quality-latency trade-off can be controlled
easily. Dalvi et al. (2018) achieved some latency
reduction with a small loss in BLEU by the use of
a fixed policy called STATIC-RW. Ma et al. (2019)
also applied their wait-k policy using a sentence-
based NMT model, called test-time wait-k. Zhang
et al. (2020) proposed a flexible policy to predict
segment boundaries in an input. Once a bound-
ary is found, the segment is translated using a
sentence-based NMT model. The model based
on their segmentation demonstrated better results
in quality-latency trade-off than those using wait-k
and MILk in Chinese-to-English SimulMT. Kano
et al. (2021) proposed another flexible policy using
simple rules with syntactic constituent label pre-
diction and showed better performance than MU-
based SimulMT in English-to-Japanese.

One problem in the use of a policy-independent
model in SimulMT is the difference between train-
ing and inference conditions; the NMT model is
trained in the sentence level but is used to translate
the prefix of a sentence in inference. This causes
unexpectedly long translation and hurts the quality
of SimulMT (Kano et al., 2021). To mitigate the
problem, we propose a method for data augmenta-
tion to fine-tune a policy-independent NMT model
to the problem of prefix-to-prefix translation, called
Bilingual Prefix Alignment. We use a pre-trained
sentence-based NMT model to align source lan-
guage prefix and target language prefix of sentences
in the training corpus and collect prefix translation
pairs. The proposed method demonstrated higher
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BLEU than baselines in low latency ranges, in our
SimulMT experiments using IWSLT English-to-
Japanese and English-to-German datasets.

2 Related Work

The problem of SimulMT has been tackled for
a decade. In early attempts using statistical ma-
chine translation, decision policies were combined
with the beam search decoding (Sankaran et al.,
2010; Bangalore et al., 2012). Fujita et al. (2013)
used phrase reordering probabilities used in phrase-
based statistical machine translation for their deci-
sion policy. In later years, feature-based learned
policies were proposed. Oda et al. (2014) proposed
a feature-based policy optimization to maximize
BLEU. Syntactic features also successfully used
for the policies (Rangarajan Sridhar et al., 2013;
Oda et al., 2015).

Recently, most SimulMT studies are based on
NMT, and such methods can output more flu-
ent translation than before. Among NMT-based
SimulMT studies, one major approach is to train an
NMT model optimized for given or jointly-learned
policies. Wait-k (Ma et al., 2019) is a very sim-
ple fixed policy that waits for k input tokens first.
Zheng et al. (2020) proposed an ensemble of differ-
ent wait-k-based models for adaptive SimulMT. To
make the policies more flexible, latency-augmented
loss functions are used to jointly optimize accuracy
and latency in the training of the SimulMT model
(Raffel et al., 2017; Arivazhagan et al., 2019; Ma
et al., 2020b).

Another approach employs such policies only in
inference, using a standard sentence-based NMT
model. Fixed policies can be applied to this ap-
proach easily (Dalvi et al., 2018; Ma et al., 2019).
Cho and Esipova (2016) proposed greedy decod-
ing with policies conditioned by the decoder’s
prediction, called Wait-If-Worse and Wait-If-Diff.
Kano et al. (2021) proposed a rule-based policy
using incremental prediction of the syntactic con-
stituents. To learn segmentation policies from
the bilingual corpus, reinforcement learning-based
methods were proposed (Grissom II et al., 2014;
Satija and Pineau, 2016; Gu et al., 2017; Alinejad
et al., 2018). It is a straightforward way to optimize
latency and accuracy jointly, but its training process
is relatively complex and sometimes unstable. In-
stead of the joint learning of a segmentation policy
and policy-dependent model, Zheng et al. (2019)
proposed a method to find oracle read and write

actions using a pre-trained NMT model. Zhang
et al. (2020) also used a pre-trained NMT model to
find segments called Meaningful Units (MUs).

This work is motivated by Dalvi et al. (2018) and
Zhang et al. (2020) and extends them with Bilin-
gual Prefix Alignment using a pre-trained NMT
model. Our method finds appropriate segment
boundaries based on the similarity between ref-
erence and translation hypothesis for given pre-
fix segments in a different way from Zhang et al.
(2020). We also fine-tune the pre-trained NMT
model using the bilingual prefix pairs, which is a
more sophisticated way than Dalvi et al. (2018)1.

3 Simultaneous Machine Translation

A sentence-level NMT is formulated as follows,
letting x = x1, x2, ..., xn be an input sentence and
y = y1, y2, ..., ym be its translation:

p(y|x) =
m∏

t=1

P (yt|x,y<t). (1)

SimulMT takes a prefix of the input for its incre-
mental decoding, formulated as follows:

p(y|x) =
m∏

t=1

P (yt|x≤g(t),y<t), (2)

where g(t) is a monotonic non-decreasing function
that represents the number of input tokens read by
the t-th step so that x≤g(t) means an input prefix
given so far, and y<t is a prefix translation by the
previous step. This means that we can obtain a
pair of a input prefix and the corresponding prefix
translation (x≤g(t),y≤t) at t-th step.

In this work, we use chunk-based incremental
decoding (Kano et al., 2021), in which we translate
an input prefix from the beginning. It is similar to
an approach called re-translation (Niehues et al.,
2016; Arivazhagan et al., 2020), but we force the
decoder to follow already translated output prefixes
in the same way as the teacher forcing in NMT
training.

4 Proposed Method

Figure 1 shows the whole translation process of the
proposed method at the inference step. We propose
Prefix Alignment for training a segmentation policy
and fine-tuning a sentence-level NMT model for
the policy-dependent SimulMT. Suppose we have a

1Note that the authors reported they obtained no perfor-
mance improvement by the fine-tuning.
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Step 1 I

Step 2 I bought

Step 3 I bought a 

Step 4 I bought a pen 

0.9 > 0.5 私は

0.2 < 0.5

0.3 < 0.5

0.7 > 0.5 私はペンを買った

Read source 
words

Boundary
Prediction translation

Step 5 I bought a pen . 0.7 > 0.5 私はペンを買った。

Figure 1: The translation process of the proposed
method from English to Japanese. The threshold of
boundary probability is 0.5 in this case. The underlined
part is the forced output prefix.

pre-trained NMT model and a bilingual corpus for
fine-tuning the model for SimulMT. The proposed
method consists of the following steps:

1. Collect prefix translation pairs using the pre-
trained model

2. Find reference prefixes corresponding to the
prefix translation pairs

3. Train a boundary prediction model

4. Fine-tune the NMT model

Their details are described in the following subsec-
tions.

4.1 Collecting Prefix Translation Pairs

In this step, we collect prefix translation pairs from
the bilingual corpus using the pre-trained NMT
model. For every source language sentence in the
bilingual corpus, we extract prefix translation pairs
using NMT results of the source language sentence,
by the following procedure. First, we translate the
source language sentence x into the target language
sentence y using the NMT model. Then, we trans-
late a prefix of x with one word2, x|w|≤1, into a tar-
get language prefix ȳ(1). Here, if the longest com-
mon prefix ȳ

(1)
lcp between y and ȳ(1) is not empty,

we extract the pair (x|w|≤1, ȳ(1)
lcp ) as a prefix trans-

lation pair. We iterate this prefix translation pair
extraction with enlarging the prefix length one by
one; we translate the i-word prefix x|w|≤i into ȳ(i)

and check ȳ
(i)
lcp. In the iteration, we may obtain the

same longest common prefix with different source

2Here, we use the word-based prefix length even though
we use subwords. Thus, x|w|≤1 may consists of one or more
subwords.

language prefixes. We just extract the first appear-
ance and ignore the rest with longer source lan-
guage prefixes in such cases. Furthermore, once
we extract a prefix translation pair (x|w|≤i, ȳ

(i)
lcp),

we use the target language prefix ȳ
(i)
lcp as a forced

output prefix and applied it to update the sentence-
level translation y and to generate prefix translation
ȳ(j) for j > i. This is because the translation for
longer prefixes or the whole sentence may change
by a beam search when a forced output prefix is
given.

Our prefix extraction strategy is different from
that by Zhang et al. (2020), in which the whole
prefix translation ȳ(i) should be a prefix of the
sentence-level translation y, not taking the longest
common prefix as in this work.

Figure 2 shows an example. The first prefix trans-
lation ends with a punctuation mark, so Meaningful
Unit (Zhang et al., 2020) cannot extract the first
prefix as the pair because the mark does not match
with the end of prefix of full-sentence translation.
In contrast, the proposed method can extract the
matched target prefix by ignoring the latter part
of the prefix translation. Therefore, the proposed
method identifies more boundaries than Meaning-
ful Unit.

Another difference from Meaningful Unit relates
to the extraction strategy above. Since the original
pre-trained NMT model often generates unneces-
sary tokens like punctuation marks at prefix bound-
aries, we fine-tune the pre-trained model using the
extracted prefix pairs to avoid such problems.

4.2 Prefix Alignment with References

Since the prefix translations obtained through the
process above are NMT results and different from
their references in general, we also extract corre-
sponding reference prefixes from the bilingual cor-
pus. We use BERTScore (Zhang* et al., 2020) to
find the correspondence between an NMT-based
prefix and a reference prefix, varying the length
of the reference prefix. We choose the reference
prefix that has the largest BERTScore F-measure
as the corresponding one to a given NMT-based
prefix. Using this correspondence, we can align a
source language prefix and its reference counterpart
to make bilingual prefix alignment.

4.3 Training a Boundary Predictor

We train a boundary predictor for the chunk-based
SimulMT using the extracted source language pre-
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Source Prefix Source prefix 
Translation

Full-sentence 
translation

Extracted Target 
Prefix

Boundary

I 私は。 私はペン買った。 私は 1
I bought 私は買った。 私はペンを買った。 0
I bought a 私は買った。 私はペンを買った。 0
I bought a pen 私はペンを買った 私はペンを買った。 私はペンを買った 1
I bought a pen . 私はペンを買った。 私はペンを買った。 私はペンを買った。 1

Figure 2: Extract Prefix Alignment

fixes. It is a binary classifier, and its training data
consist of pairs of a source language sentence pre-
fix and the boundary label. The label is set to 1 for
the prefixes in the extracted prefix translation pairs
and 0 for the other possible prefixes of the corre-
sponding source sentence, as shown in Figure 2.

4.4 Fine-Tuning a SimulMT Model
We fine-tune the pre-trained NMT model using the
extracted bilingual prefix pairs for our SimulMT
model. The model is used to translate an input
incrementally in the chunk-based manner as pre-
sented in Section 3.

5 Experimental Setup

We conducted experiments on English-to-German
(En-De) and English-to-Japanese (En-Ja) simulta-
neous translation to compare the proposed method
with the baselines in the quality-latency trade-off.

5.1 Dataset and Preprocessing
In En-De translation, we used WMT 2014 train-
ing set (4.5 M sentence pairs) for pre-training and
IWSLT 2017 training set (206 K sentence pairs)
for fine-tuning. We used IWSLT dev2010, tst2010,
tst2011 and tst2012 (5,589 sentence pairs in total)
for the development dataset. We used 1,080 sen-
tence pairs from IWSLT tst2015 for the evaluation.

In En-Ja translation, we used WMT 2020 (17.9
M sentence pairs) for pre-training and IWSLT
2017 (223 K sentence pairs) for fine-tuning dataset.
We used IWSLT dev2010, tst2011, tst2012, and
tst2013 (5,312 sentence pairs in total) for develop-
ment dataset. We used 1,442 sentence pairs from
IWSLT dev2021 for the evaluation.

Prefix translation pairs are collected only from
the IWSLT dataset. We tokenized Japanese
sentences using MeCab (Kudo, 2005). En-
glish and German sentences were tokenized us-
ing tokenizer.perl in Moses (Koehn et al.,
2007). We prepared a shared subword vocabulary

with 16 K entries based on Byte Pair Encoding
(BPE) (Sennrich et al., 2016) for each language
pair.

5.2 Model Settings

We mainly compared the following four methods
in the experiments:

Prefix Alignment The proposed method has a
hyperparameter to adjust latency, the threshold of
boundary probability output by the boundary pre-
dictor. We used 0.5 as the default value for the
binary classification and tried the following values
for further investigation: [0.1, 0.15,..., 0.95], [0.99,
0.991, 0.992,..., 0.999], and [0.9991, 0.9992,...,
0.9999]. We also compared a one look-ahead
boundary predictor that took one future word as the
input at the cost of the delay in one word (PA-1),
in addition to a standard (no look-ahead) boundary
predictor (PA-0).

Meaningful Unit We used the same boundary
probability thresholds as in PA. We implemented
the refined version of MU-based method to trans-
late with low latency following (Zhang et al., 2020),
but did not apply the removal of monotonic trans-
lation examples following Kano et al. (2021). We
also compared one look-ahead (MU-1) and no look-
ahead (MU-0) boundary predictors.

Incremental Constitutent Label Prediction
(ICLP) Following Kano et al. (2021), we used
a one look-ahead label predictor. We segmented
the input sequence based on their rules with the
predicted labels VP and S. The minimum segment
length adjusts latency. The range is [1, 2, 3, ..., 29].

Wait-k We tried [2, 4, 6, ..., 30] for the hyper-
parameter k.

NMT Settings We trained a standard NMT
model (full-sentence) using WMT and
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IWSLT training dataset. This model was used for
MU, PA and ICLP as the pre-trained NMT model.

All the NMT models were based on Transformer-
base (Vaswani et al., 2017) implemented with
fairseq (Ott et al., 2019). Their hyperparameter
settings basically followed the official baseline for
IWSLT 20213, for both pre-training and fine-tuning.
The models were saved on checkpoints in every
5,000 updates for pre-training and every 200 up-
dates for fine-tuning. We applied early stopping
with the patience for four checkpoints, based on
the loss on the development set. We set the learn-
ing rate to 0.0007, minibatch size to 4,096 with
the parameter update frequency of 4. We applied
a chunk-based beam search for the methods other
than wait-k, in which the low-scored hypotheses
out of the specified beam size were eliminated at
the end of the chunk. We used greedy-decoding for
wait-k, due to the nature of its model.

Boundary Predictor The boundary predictors
for the chunk-based methods were implemented
similarly using BERT (Devlin et al., 2019) with
a pre-trained model bert-base-uncased and
the corresponding subword tokenizer from Hug-
gingface transformers (Wolf et al., 2020). We set
the learning rate to 5e-5 and the batch size to 512
instances. The models were saved at every epoch,
and we applied early stopping with patience for
three epochs based on the loss on the development
set.

5.3 Evaluation Metrics

We used BLEU (Papineni et al., 2002) and Average
Lagging (AL) (Ma et al., 2019) for our quality and
latency evaluation metrics. They were calculated
using SimulEval (Ma et al., 2020a) and drawn in
scatterplots to show the quality-latency trade-off.

6 Results

6.1 English-to-German

Figure 3 shows the BLEU and AL results in
English-to-German simultaneous translation. The
proposed method (PA-0 and PA-1) showed best
performance among the compared methods. On
the other hand, the other chunk-based SimulMT
(MU-0, MU-1, and ICLP) did not outperform

3https://github.com/pytorch/fairseq/
blob/master/examples/simultaneous_
translation/docs/enja-waitk.md, https:
//github.com/pytorch/fairseq/issues/346
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Figure 4: Length ratio and Average Lagging (En-De)

Wait-k. We can also see the look-ahead bound-
ary prediction did not improve BLEU both for PA
and MU but increased AL.

Figure 4 shows the results in the length ratio
between a translation result and its reference. The
proposed method demonstrated better results in
the translation length than the other methods. The
other chunk-based SimulMT methods generated
much longer translation results than the references
and resulted in a large drop in BLEU due to the
brevity penalty.

6.2 English-to-Japanese

Figure 5 shows the BLEU and AL results in
English-to-Japanese simultaneous translation. This
shows a large difference from the results in English-
to-German; the proposed method outperformed the
baselines in very small latency ranges around AL
of 2, but showed worse BLEU in the large latency
ranges.

Figure 6 shows the results in the length ratio.
The proposed method generated shorter transla-
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Figure 6: Length ratio and Average Lagging (En-Ja)

tion results especially with the large latency ranges,
even though the other methods resulted in a better
length ratio of around 1.0. The difference between
the two language directions would come from the
length issue; the full-sentence NMT resulted in
the length ratio slightly larger than 1.0 in English-
to-German and around 0.9 in English-to-Japanese.
The proposed method encouraged to shorten the
translation length in general so that it did not con-
tribute to the BLEU improvement in English-to-
Japanese.

7 Analysis

7.1 Effect of PA-based NMT fine-tuning
For the detailed analyses, we investigated the per-
formance of the chunk-based SimulMT without
the fine-tuning using the bilingual prefix pairs.
Here, only the boundary predictor was used to
segment the input for the chunk-based SimulMT.
Figures 7, 8, 9, and 10 show the results by the
proposed method with the pre-trained NMT model
(PAoff-0 and PAoff-1). They clearly show
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Figure 7: BLEU and Average Lagging (En-De) without
PA-based NMT fine-tuning
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Figure 8: Length ratio and Average Lagging (En-De)
without PA-based NMT fine-tuning

the proposed method does not work well without
fine-tuning the NMT model; it resulted in a longer
translation length so BLEU decreased due to the
brevity penalty. These results suggest the segmen-
tation policy in the chunk-based SimulMT should
match the prefix translation models because a full-
sentence translation model often generates a too-
long translation result for a short prefix input.

7.2 Length Distribution in training dataset

En-De En-Ja
# Source prefixes 1,874,909 1,059,865
# Words in sentences 4,228,604 4,593,194

Table 1: Statistics of the training data

We investigated the length issue on the training
data. Table 1 shows statistics of the IWSLT training
set, in the number of source language prefixes ex-
tracted for the fine-tuning of the SimulMT models
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Figure 10: Length ratio and Average Lagging (En-Ja)
without PA-based NMT fine-tuning

and the number of words in the whole sentences.
Even though the number of words is almost sim-

ilar, the number of prefixes is largely different; that
in En-De is almost two times larger than that in
En-Ja. This is because of the large word order dif-
ference between English and Japanese, compared
to that between English and German. The word
order difference should cause poor prefix matches
in the prefix translation pair extraction, so just a
few short prefix pairs are found. Figure 11 shows
the source prefix length distribution in the IWSLT
training data. The peak of the En-Ja distribution is
to the right of that of En-De distribution because
of this word order difference. The number of the
En-De shortest prefixes is more than three times
larger than that of En-Ja ones. This large number
of short prefixes contributed to the improvement of
En-De SimulMT.

Figures 12 and 13 show the change of length
distribution of the training data; blue bars represent
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Figure 11: Source prefix length distribution in the
IWSLT training data
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the original distribution on the whole training data
(WMT and IWSLT), and red bars represent that on
the training data augmented by the additional prefix
pairs. The change in English-to-German was much
larger than that in English-to-Japanese, because
of the large difference in the number of bilingual
prefix pairs. These findings suggest the proposed
method had a larger effect in English-to-German
than English-to-Japanese.

8 Conclusion

We proposed a method to train the neural SimulMT
model by extracting bilingual prefix pairs by Prefix
Alignment. The proposed method outperformed
the baselines in quality-latency trade-off in English-
to-German simultaneous translation but showed
mixed results in English-to-Japanese. We investi-
gated the results in detail and found the difference
in the translation length made a large effect on the
results, caused by the performance of the sentence-
level NMT model and the word order difference.

In future work, we extend the method to work
for language pairs with the large word order differ-
ences such as English-Japanese, in the wide range
of AL. The proposed method to extract source pre-
fixes can be adapted to speech input. We applied
this method to Speech-to-text simultaneous ma-
chine translation system submitted to the IWSLT
2022 Evaluation Campaign (Anastasopoulos et al.,
2022; Fukuda et al., 2022).
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Abstract

After its introduction, the Transformer archi-
tecture (Vaswani et al., 2017) quickly became
the gold standard for the task of neural ma-
chine translation. A major advantage of the
Transformer compared to previous architec-
tures is the faster training speed achieved by
complete parallelization across timesteps due to
the use of attention over recurrent layers. How-
ever, this also leads to one of the biggest prob-
lems of the Transformer, namely the quadratic
time and memory complexity with respect to
the input length. In this work we adapt the
locality-sensitive hashing approach of Kitaev
et al. (2020) to self-attention in the Transformer,
we extended it to cross-attention and apply this
memory efficient framework to sentence- and
document-level machine translation. Our ex-
periments show that the LSH attention scheme
for sentence-level comes at the cost of slightly
reduced translation quality. For document-level
NMT we are able to include much bigger con-
text sizes than what is possible with the base-
line Transformer. However, more context does
neither improve translation quality nor improve
scores on targeted test suites.

1 Introduction

After its introduction in 2017, the Transformer ar-
chitecture (Vaswani et al., 2017) quickly became
the gold standard for the task of neural machine
translation (NMT) (Ott et al., 2018). Furthermore,
variants of the Transformer have since been used
very successfully for a variety of other tasks such
as language modeling (LM) (Irie et al., 2019), nat-
ural language understanding (NLU) (Devlin et al.,
2019; Liu et al., 2019), speech translation (ST)
(Vila et al., 2018), automatic speech recognition
(ASR) (Zeyer et al., 2019; Mohamed et al., 2019)
and image processing (Parmar et al., 2018).

A major advantage of the Transformer com-
pared to previous architectures is the faster training
speed achieved by complete parallelization across

timesteps. However, this also leads to one of the
biggest problems of the Transformer, namely the
quadratic time and memory complexity of atten-
tion layers with respect to the sequence length. For
sentence-level NMT this is not a big issue as most
of the time the length of sequences is relatively
short and can be handled efficently, even if sub-
word segmentation is applied (Sennrich et al., 2016;
Kudo, 2018). However, this drastically changes
when moving towards character-level (Gupta et al.,
2019) or document-level (Tiedemann and Scherrer,
2017) NMT. Especially for the latter, speed and
memory issues are one of the biggest roadblocks
towards ‘true’ document level systems (Junczys-
Dowmunt, 2019). This leads to the situation where
most works make do with including just a few
sentences as a form of ‘local’ context information
(Tiedemann and Scherrer, 2017; Jean et al., 2017;
Bawden et al., 2018) or heavily compressing the
document information (Tu et al., 2018; Kuang et al.,
2018; Morishita et al., 2021).

More recently research focus has been shifting
towards more efficient attention calculation for
longer input sentences in several LM and NLU
tasks (Tay et al., 2020). Among these works is the
approach by Kitaev et al. (2020), in which the au-
thors propose to make the attention matrix sparse
by pre-selecting the relevant positions. They report
good results on the LM objective while at the same
time drastically reducing computational complex-
ity. In this work we take the approach of Kitaev
et al. (2020) as a starting point to improve the effi-
ciency of (document-level) NMT systems.

Our contribution is three-fold:

• We adapt the locality-sensitive hashing (LSH)
approach of Kitaev et al. (2020) to self-
attention in the Transformer NMT frame-
work.1

1The source code is available at https://github.
com/rwth-i6/returnn-experiments/tree/
master/2022-lsh-attention.
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• We expand the concept of LSH to encoder-
decoder cross-attention and provide insights
on how this concept affects the behavior of
the system.

• We use this more memory-efficient NMT
framework to conduct experiments on
document-level NMT with more context infor-
mation as would be possible with the baseline
architecture.

2 Related Work

The problem of quadratic time and memory com-
plexity of the attention framework has received
increasing attention since the success of the Trans-
former architecture (Vaswani et al., 2017).

For ASR, ST and image processing the complex-
ity can be reduced with relative ease by reducing
the size of the time dimension with convolutional
(Gulati et al., 2020) or pooling layers (Zeyer et al.,
2019). Furthermore, it is possible to restrict the
attention to a few neighboring positions (Parmar
et al., 2018). However, this is not optimal for text
input, as neighboring input words do not necessar-
ily have the same strong correlation as neighboring
audio frames or image pixels.

Existing work on improving the text process-
ing complexity of the Transformer mainly focuses
on the case where all attention inputs come from
the same embedding space, e.g. language model-
ing: Dai et al. (2019) and Rae et al. (2019) uti-
lize a segment-level recurrence mechanism sim-
ilar to what has been used in recurrent architec-
tures. Wang et al. (2020) project the time dimen-
sion of key and value down to a smaller, fixed-size
dimension while leaving the queries untouched.
Directly altering the attention computation, Child
et al. (2019), Sukhbaatar et al. (2019) and Qiu et al.
(2020) limit the attention to a local neighborhood
or a fixed stride while Zaheer et al. (2020) and Belt-
agy et al. (2020) combine multiple sparse attention
masks. In a more flexible approach, matching posi-
tions can be pre-selected using a locality-sensitive
hashing function (Kitaev et al., 2020) or cluster-
ing (Roy et al., 2021). In the present work, we
pick one of the most efficient and best performing
approaches up to date, namely the approach by Ki-
taev et al. (2020) and apply it to the task of machine
translation. We confirm that the concepts can work
for the self-attention in NMT systems and expand
the framework for the case of cross-attention.

Most work related to document-level NMT limit
the inter sentence context to few neighboring sen-
tences. The simplest approach which we also fol-
low in the present work, is to concatenate consec-
utive sentences using a special sentence separator
token (Tiedemann and Scherrer, 2017). There exist
more sophisticated approaches which utilize sep-
arate encoders for the context information (Jean
et al., 2017; Bawden et al., 2018) but later work
seems to suggest that these approaches do not sig-
nificantly outperform the simpler concatenation
approach (Huo et al., 2020; Lopes et al., 2020).

In the realm of NMT, not so much work exists re-
garding improving the efficiency of the system and
the work that exists mainly focuses on document-
level NMT. Morishita et al. (2021) propose to com-
press the context into a single vector which then can
be attended to as an additional token embedding.
Tu et al. (2018) and Kuang et al. (2018) utilize a
cache that holds context information. Zhang et al.
(2020) and Bao et al. (2021) mask out the attention
energies between tokens from different sentences,
showing that the full context is not necessary to
achieve good translation performance. Raganato
et al. (2020) and You et al. (2020) replace most
attention heads with fixed patterns but only for
sentence-level NMT and only for self-attention as
they report a severe degradation when doing the
same for the cross-attention.

There exist several different ways to implement
LSH (Paulevé et al., 2010). The LSH scheme used
by Kitaev et al. (2020) and consecutively in this
work was proposed by Andoni et al. (2015). LSH
has also been successfully applied to efficiently cal-
culate pairwise embedding similarity for informa-
tion retrieval (Ture et al., 2011; Zhao et al., 2015).
Shi and Knight (2017) use LSH to pre-select em-
beddings in the softmax operation of an NMT sys-
tem to speed up the decoding process.

3 Locality-sensitive Hashing Attention

At the core of the Transformer architecture is the
attention mechanism that compares a sequence of
queries q1, . . . qI to a sequence of key-value pairs
(k1, v1), . . . (kJ , vJ) via a soft-lookup α(j|i) =
α(qi, j, k

J
1 ) and maps them to context vectors

ci :=
J∑

j=1

α(j | i)vj .

To compute the full sequence of context vectors,
O(IJ) operations are required. In the special case
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Figure 1: Locality-sensitive hashing for self-attention as presented in Kitaev et al. (2020) with bidirectional context.
For self-attention with key and queries shared it holds that qi = ki. Colors indicate the hash class of the query/key.
Note that no position can attend to itself if other attention points are available.

of self-attention, i.e. I = J and qi = ki ∀i, the
amount of operations grows quadratically with the
sequence length I . Since this can be problematic
for long sequences, Kitaev et al. (2020) proposed
to use locality-sensitive hashing (LSH) attention.

In the following, we first describe the concept
of LSH for self-attention, here we omit the left-
to-right masking originally used (Kitaev et al.,
2020) and describe the concept for bidirectional
self-attention instead. Afterwards, we describe our
extension of LSH to cross-attention.

In LSH the context vector for query position i is
computed via

c(lsh)
i :=

∑

j∈Pi

α̂(j | i)vj

where a locality-sensitive hashing function h is
used to determine

Pi := {j ∈ {1, . . . , J} \ {i}|h(j) = h(i)}

and α̂ is normalized over Pi instead of {1, . . . , J}.
The hashing function h maps to a small number

of classes {1, . . . , nhash} and is locality-sensitive,
i.e. if two vectors are close-by they are likely to get
assigned the same hash value. Kitaev et al. (2020)
consider the case of self-attention and approximate
the set Pi to keep computation efficient. First the
original sequence of keys is sorted by their hash
value as primary criterion and original sequence or-
der as secondary criterion. The resulting sequence

is cut into chunks Ci of fixed size and

P̂i := {j ∈ Ci \ {i}|h(j) = h(i)}

is used as an approximation to Pi. However, if
P̂i = ∅ the fallback P̂i := {i} is used. This process
is illustrated in Figure 1.

Kitaev et al. (2020) consider only the case of a)
self-attention and b) shared query and key trans-
formation matrices within each head. This focus
on self-attention leads to several simplifications, in
particular that the chunks of the key and query se-
quence are identical. In order to extend the concept
of LSH to cross-attention (i.e. queries and keys are
distinct) we need to solve several problems.

How to find an adequate key chunk for each
query chunk? Hashing and chunking is done for
both the key and the query sequences, resulting
in two different chunk sequences. We propose to
calculate an alignment from the query chunks to
the key chunks. For each query chunk C we find
an aligned key chunk K(C) that contains queries
with similar hash classes. To do this, the range of
hash classes (hmin, hmax) of the query chunk C is
determined. Next, we enumerate all key chunks
K1, . . . ,Kn and search for the first key chunk Kj1

that contains an entry hashed to hmin and the last
key chunk Kj2 that corresponds to hmax. Then the
middle chunk K⌈

j2+j1
2

⌉ is selected, resulting in

P̂i := {j ∈ K(Ci) |h(j) = h(i)}.
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Figure 2: Locality-sensitive hashing for cross-attention. Colors indicate the hash class of the query/key. Greyed out
dots in the attention range matrices indicate that attention weights are fixed to 1

ℓchunk
= 1

4 , since no possible attention
point corresponds to the current hash class.

What happens if a query belongs to a hash
class that is not represented in the aligned key
chunk? Since no keys are found that are close to
the current query qi, we use the average value of the
aligned query chunk. That is, we set P̂i := K(Ci)
and obtain

c(lsh)
i :=

1

|K(Ci)|
∑

j∈K(Ci)

vj .

Throughout our experiments both key and query
chunks are of equal size ℓchunk. The LSH cross-
attention is shown in Figure 2.

To reduce the impact of the chunking we com-
pute attention not only within the aligned chunk
but also one chunk to the left and right, similar to
Kitaev et al. (2020). This is applied both in self-
and cross-attention. For unidirectional attention
components, only the left context is considered.

Multi-round LSH Attention
Kitaev et al. (2020) show that multi-round hash-
ing can help to improve the performance of LSH
attention systems. For multi-round hashing differ-
ent hash functions hr are used to determine the
corresponding (chunked) hash classes P̂ r

i and the
context vector is calculated over the union

c(lsh)
i :=

∑

j∈⋃r P̂
r
i

α̂(j | i)vj .

with α̂(j | i) normalized over
⋃

r P̂
r
i . Multi-round

hashing can be applied to both self- and cross-
attention. For details on an efficient implemen-
tation we refer to Kitaev et al. (2020).

4 Experimental Setup

We evaluate our extensions to the attention by train-
ing Transformer (Vaswani et al., 2017) models
with varying attention mechanisms on four MT
tasks: The WMT 2016 news translation Romanian
to English data with 612k parallel sentences (Eu-
roparl v8 & SE Times), the WMT 2019 English to
German data with 329k parallel sentences (News
Commentary v14), as well as the IWSLT 2017 En-
glish to German and English to Italian data con-
sisting of 232k and 206k parallel sentences (TED
talks). The data is pre-processed by applying 20k
SPM merge operations (15k for both IWSLT tasks)
(Kudo, 2018). The average sentence length for both
WMT tasks is 30 subwords and 24 subwords for
the IWSLT tasks.

The WMT EN→DE and the IWSLT EN→DE

and EN→IT sentences are grouped by document.
For document-level systems we utilize this infor-
mation in a pre-processing step by simply concate-
nating the k preceding sentences on source and
target side to each sentence pair like Tiedemann
and Scherrer (2017) do, but experiment with larger
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Attention method
RO→EN EN→DE EN→IT

WMT WMT IWSLT IWSLT
BLEU TER BLEU TER BLEU TER BLEU TER

Full attention (baseline) 34.2 53.3 32.1 56.7 23.3 68.4 32.8 53.6
LSH self-attention 33.5 54.3 30.5 58.6 22.9 68.6 31.6 54.7
LSH self- & cross-attention 33.3 54.3 29.3 60.0 22.3 69.4 31.9 54.7

Table 1: Translation performance when training models with LSH attention on different sentence-level tasks. We
vary where to apply LSH attention: nowhere (baseline), encoder and decoder self-attention, or three-fold. All
systems use nhash = 4, ℓchunk = 6 and four hash rounds. BLEU and TER are given in percentage.

context sizes k ∈ {0, 3, 9, 12}. In particular k = 0
yields a sentence-level system without any docu-
ment context. In between the concatenated sen-
tences we add a special separator token. We do not
utilize right side context to ensure source and target
have roughly the same length.

The general system architecture follows the
‘base’ configuration of Vaswani et al. (2017) with
6 encoder/decoder layers of feature dimension
dmodel = 512, 8 attention heads and key/value di-
mension dk = 64. We share the source/target
embeddings as well as the transposed projections
and employ training dropout of 30 % (20 % for
RO→EN). All models are implemented in RE-
TURNN (Zeyer et al., 2018).

We use the Adam optimizer (Kingma and Ba,
2015) with initial learning rate of 10−3. After train-
ing the systems for 200 checkpoints (1/4 of all data
for WMT RO→EN, 1/2 for WMT EN→DE and the
full data for both IWSLT tasks), we select the best
checkpoint based on the dev perplexity on which
we report BLEU using SacreBLEU (Post, 2018) and
TER using TERCom (Snover et al., 2006) on an
unseen test set. As systems with larger document-
context see more frames in each epoch, we already
stop training after 100 checkpoints for k ≥ 9. We
find that the converged document-level systems are
able to predict the correct number of target sen-
tences with almost perfect accuracy. We extract
the last predicted sentence for each sample and
then calculate BLEU and TER on the sentence-level
data.

When deploying LSH in the cross-attention, we
found it crucial for training stability to first shuffle
the key and query sequences as secondary criterion
before sorting by hash classes. This helps during
training in cases where the amount of queries/keys
with the same hash class exceeds the window size.

5 Experimental Results

5.1 Sentence-level

We first evaluate the impact of our LSH attention
approximation on different sentence-level tasks by
replacing the self- and/or cross-attention compo-
nents of the baseline with LSH attention. For
LSH we use nhash = 4 hash classes, chunks of
size ℓchunk = 6 and four hash rounds. This way
the LSH attention could cover sentences of length
nhash · ℓchunk = 4 ·6 = 24 entirely by partitioning it
into nhash hash classes of size ℓchunk (neglecting the
forward/backward window and the multiple hash
rounds), roughly matching the average sentence
length. The results are shown in Table 1. We use
LSH both while training and during inference.

Across all tasks the LSH-approximated attention
performs worse than full attention. All systems
but the WMT EN→DE system perform at most
1 % BLEU worse then the baseline when using
three-fold LSH. For WMT EN→DE however, the
performance degradation is much higher (2.8 %
BLEU), suggesting that LSH does not work equally
well across different tasks and language pairs.

In general, approximating the cross-attention is
more damaging than LSH in the self-attention. In
an extended analysis we find that the decoder self-
attention seems least delicate and can be replaced
by LSH attention with almost no decrease in trans-
lation capability.

5.2 Document-level

As the sequences in the sentence-level setting are
relatively short, employing LSH does not save any
memory but instead has a large computational over-
head in comparison to the full dot-attention imple-
mented with a few simple matrix multiplications.
With increasing document-level context however,
the quadratic memory usage of the full attention
becomes a limiting factor which is overcome by
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Attention method Context
EN→DE EN→IT

ContraPro
Accuracy

Peak
Mem.
[GB]

WMT IWSLT IWSLT
BLEU TER BLEU TER BLEU TER

Full att. (baseline) 0 32.1 56.7 23.3 68.4 32.8 53.6 42.4 5.5
3 31.9 57.1 23.6 67.5 31.9 54.7 69.2 7.8
9 30.8 58.6 OOM OOM OOM 9.6
12 OOM OOM OOM OOM OOM

LSH self-attention 0 30.2 58.9 22.6 68.8 32.5 53.6 38.4 5.1
3 30.8 58.5 23.0 68.3 32.5 53.8 50.1 5.7
9 30.5 58.5 23.2 68.1 32.2 53.6 50.4 6.8
12 29.8 59.2 23.6 67.6 31.8 53.9 46.3 7.0

LSH self- & cross-att. 0 29.0 60.2 22.5 68.7 31.5 54.7 40.3 9.6
3 29.4 60.1 22.7 68.4 31.7 55.2 59.8 9.3
9 27.3 64.8 22.1 69.9 31.4 54.5 51.7 9.0
12 25.8 62.7 19.8 69.3 29.6 57.6 51.8 9.4

Table 2: Training LSH attention systems with different document-level context sizes. Besides BLEU and TER on the
test set, we report the accuracy of the IWSLT EN→DE system on the ContraPro task (Müller et al., 2018). These
three metrics are given in percentage. All systems use the same batch size during training, we exemplarily report the
memory usage of the WMT EN→DE system. ‘OOM’ indicates that a system requires too much memory and cannot
be trained.

using LSH attention.
We conduct a series of experiments with varying

document-level context sizes, concatenating up to
13 sentences at once. For each context size, we
train models with a) full attention everywhere, b)
LSH in the encoder- and decoder-self-attention,
and c) LSH in all three attention components.

In all LSH components we fix the LSH chunk
size to ℓchunk = 10, meaning each query can only
attend to a constant number regardless of how many
context sentences the system utilizes. We set the
number of hash classes equal to the number of
concatenated sentences (i.e. k + 1, but rounded to
an even number which is required by Kitaev et al.
(2020)’s hash function). The systems trained with
LSH only in the self-attention use single rounded
hashing as this is more memory-efficient. For the
three-fold LSH systems we use four hash rounds.

Table 2 shows the results in BLEU and TER

as well as the peak memory consumption on a
GTX 1080 which fits about 10 GB. All systems
are trained with a batch size of 3133 subwords. Ad-
ditionally, we report the accuracy on the EN→DE

contrastive pronoun resolution test set ContraPro
(Müller et al., 2018). To resolve the pronouns prop-
erly context of up to three sentences is necessary.

With increasing context size, the full attention
systems drastically use more memory as the com-

putation of the full attention matrix scales quadrat-
ically in the sequence length. The memory usage
of the LSH attention on the contrary only scales
linearly in the sequence length and therefore is con-
stant w.r.t. a fixed batch size. When the context
size is too large, all full attention systems crash dur-
ing training as a single training batch no longer fits
into the 10 GB GPU memory. Replacing the self-
attention with LSH is not only in absolute numbers
more memory-efficient than the baseline but also
scales much more softly in the document-level con-
text size, making it possible to easily train a system
with 12 sentences context where all full attention
systems crash. Also, replacing the cross-attention
with LSH finally means that the memory consump-
tion remains constant w.r.t. the document-level
context size, as it scales fully linearly in the num-
ber of tokens. Note however that because we use
multi-round hashing here, it requires more memory
than full attention when used on short sequences.

In terms of translation quality, we see similar
results as in Table 1 when comparing the three dif-
ferent system architectures in the sentence-level
setting: Employing LSH in the self-attention de-
creases BLEU by 0.3–0.9 % BLEU. Three-fold
LSH performs 0.8 and 1.3 % BLEU worse than
the baseline for the IWSLT EN→DE and EN→IT

tasks respectively, but 3.1 % BLEU worse on WMT
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Hash classes Class size range
LSH inference Full inference Full attention

covered by LSHBLEU TER BLEU TER

1 (baseline) 35.7 51.4 35.7 51.4 100.0
2 49.7 – 50.3 35.6 51.6 35.4 51.6 64.5
4 24.1 – 25.7 35.2 51.9 35.1 51.9 42.4
8 11.0 – 13.4 34.6 52.2 34.6 52.2 29.5

Table 3: WMT RO→EN sentence-level systems trained with single-round LSH cross-attention and full self-attention.
We set the chunk size large enough to always cover the entire sequence and vary the number of hash classes. For
each system, we aggregate the hash class distribution of all queries/keys on the dev set and report the size of the
smallest and largest class in percentage. We report BLEU and TER on the dev set a) using LSH and b) using full
attention not restricted to the same hash class. Further we average the sum of all attention weights of the full
attention inference that would have been covered by LSH attention and report it in percent.

EN→DE as also observed before.
While increasing the document-level context

slightly worsens BLEU and TER for the full at-
tention systems, the accuracy on the ContraPro test
set increases significantly from 42.4 % to 69.2 %
when including the three previous sentences as this
task requires knowledge of the last few sentences.

Both the system with LSH in self-attention only
and the three-fold LSH system perform equally
well as the sentence-level systems even for high
context sizes. Only for very large sizes (k = 12),
performance starts to decrease.

6 Extended Analysis

6.1 Hash Quality

To evaluate the impact of approximating the full
attention LSH we train systems with varying num-
ber of hash classes nhash in the cross attention. As
described in Section 3, queries may only attend to
keys of the same hash class. The results for this are
shown in Table 3. We explain the different columns
in the following paragraphs.

In a first step we want to answer the question
whether LSH attention actually makes use of dif-
ferent hash classes. Otherwise, if one hash class
is over- or underrepresented, the chunk size used
by the system will not be large enough to actually
attend to all relevant keys. To verify this, we ex-
tract the distribution of all key and query vectors
the system generated on the development set and
count the sizes of all hash classes. We find that
indeed the hash classes are approximately equally
distributed, i.e. all have a size close to 1

nhash
.

Increasing the number of hash classes decreases
the number of keys each query can attend to. This
also decreases translation performance in terms of

BLEU and TER, but only minorly: The system us-
ing 8 hash classes, i.e. only attending to one eighth
of all keys per query, only performs 1.1 % BLEU

worse than the baseline when also using LSH dur-
ing inference.

The previous results all also use LSH during in-
ference. Alternatively, we also experiment with
full attention during inference after training the sys-
tem with LSH. In this case, performance is almost
equal to the LSH-restricted attention, even when
using many hash classes. For each sentence pair,
we extract the attention weights using full attention
and sum over the key positions the LSH system
attends to. This is the share of full attention cov-
ered by the LSH approximation, which however
in the LSH system is renormalized to have a sum
of 1 for each query. The average of this over all
dev sentences and attention heads is shown in the
last column of Table 3. Even though with increas-
ing number of hash classes the share of covered
attention decreases drastically, both LSH inference
and full inference perform equally well in terms of
BLEU and TER. This indicates that LSH is able to
focus on the most important positions.

6.2 Effective Window Size

The number of keys each query can attend to de-
pends on a) the LSH chunk size, b) the number of
attention heads used in parallel, and c) the number
of hash rounds used in each attention head. Fixing
the product of these three factors, which combina-
tion leads to the best translation performance?

As shown in Table 4, a larger chunk size or
more attention heads do not improve performance.
Using two hash rounds increases performance by
0.5 % BLEU. Different hash rounds allow the sys-
tem to partition the key sequences w.r.t. different
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Chunk size Heads Rounds BLEU TER

6 8 1 35.0 52.1

12 8 1 34.7 52.2
6 16 1 35.0 52.1
6 8 2 35.5 51.7

6 8 4 35.4 51.6

Table 4: WMT RO→EN sentence-level systems trained
with LSH encoder self-attention, varying three param-
eters determining the how many keys each query may
attend to. All systems with ℓchunk = 6 use nhash = 4
(nhash = 8 for ℓchunk = 12). We report BLEU and TER
on the dev set in percentage.

aspects described by different hash functions. This
effect is limited however, as four hash rounds per-
form equally well as just two.

6.3 Training Time and Memory

While LSH is more memory-efficient than full at-
tention, it requires more operations to compute due
to its increased complexity. For example, training
for one checkpoint for the sentence-level WMT
EN→DE system (Table 2) takes 49 min when us-
ing full-attention, 69 min when using single-round
LSH in the self-attention, and 120 min when using
three-fold LSH with four hash rounds. In particular,
the time complexity of LSH scales linearly in the
amount of hash rounds.

To still be able to train the full attention sys-
tems with large document-level context, a simple
option is to reduce the batch size at the cost of a
longer training time. With k = 12 sentences con-
text, if we reduce the batch size to 2500 subwords,
we can run the full attention system at a speed of
165 min / checkpoint. For this however note that
we need to remove a few very long sequences no
longer fitting into a single batch. In comparison,
the self-attention system with a tuned batch size
takes about the same time, 163 min / checkpoint.

7 Conclusion

We present a method to make the Transformer
NMT architecture more memory-efficient when
handling long input sequences. This is achieved by
pre-selecting the most relevant candidates in self-
attention and cross-attention using an LSH scheme
that has been successfully applied for language
modeling in previous work. We modify the exist-
ing LSH scheme to work in the NMT framework

and conduct experiments on both sentence-level
and document-level NMT tasks.

Our experiments show that the LSH attention
scheme can be used for sentence-level NMT, al-
though the approximation comes at the cost of
slightly reduced translation quality. For document-
level NMT we are able to include much bigger con-
text sizes than what is possible with the baseline
Transformer. However, more context does neither
improve translation quality nor improve scores on
targeted test suites.

In the future, we plan to use this approach for
speech translation where long input sequences are
a more pressing issue.
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Abstract

Simultaneous machine translation (SimulMT)
speeds up the translation process by starting
to translate before the source sentence is com-
pletely available. It is difficult due to lim-
ited context and word order difference between
languages. Existing methods increase latency
or introduce adaptive read-write policies for
SimulMT models to handle local reordering
and improve translation quality. However,
the long-distance reordering would make the
SimulMT models learn translation mistakenly.
Specifically, the model may be forced to predict
target tokens when the corresponding source
tokens have not been read. This leads to aggres-
sive anticipation during inference, resulting in
the hallucination phenomenon. To mitigate this
problem, we propose a new framework that de-
compose the translation process into the mono-
tonic translation step and the reordering step,
and we model the latter by the auxiliary sorting
network (ASN). The ASN rearranges the hid-
den states to match the order in the target lan-
guage, so that the SimulMT model could learn
to translate more reasonably. The entire model
is optimized end-to-end and does not rely on ex-
ternal aligners or data. During inference, ASN
is removed to achieve streaming. Experiments
show the proposed framework could outper-
form previous methods with less latency.

1 Introduction

Simultaneous machine translation (SimulMT) is
an extension of neural machine translation (NMT),
aiming to perform streaming translation by out-
putting the translation before the source input has
ended. It is more applicable to real-world scenarios
such as international conferences, where people
could communicate fluently without delay.

However, SimulMT faces additional difficul-
ties compared to full-sentence translation – such a
model needs to translate with limited context, and
the different word order between languages would

Training  
Target

Reordered 
Output

他 在下午 打了個盹

他 在下午 打了個盹
(He) (in the afternoon) (took a nap)

Output

Input

他 在下午打了個盹
(He) (in the afternoon)(took a nap)

He took a nap in the afternoon

Monotonic Translation

Reordering

Inference Stage

Figure 1: Illustration of the training process. The trans-
lated output is rearranged to match the order of training
target, reducing anticipation. We use the gray part dur-
ing inference.

make streaming models learn translation mistak-
enly. The problems can often be alleviated by in-
creasing the context. Using more context allows
the model to translate with more information, trad-
ing off speed for quality. But the word order could
be very different among languages. Increasing the
context could only solve the local reordering prob-
lem. If long-distance reordering exists in training
data, the model would be forced to predict tokens in
the target language when the corresponding source
tokens have not been read. this is called anticipa-
tion (Ma et al., 2019). Ignoring the long-distance
reordering may cause unnecessarily high latency,
or encourage aggressive anticipation, resulting in
the hallucination phenomenon (Müller et al., 2020).

It sheds light on the importance of matching
the word order between the source and target lan-
guages. Existing methods aim to reduce antici-
pation by using syntax-based rules to rewrite the
translation target (He et al., 2015). It requires addi-
tional language-specific prior knowledge and con-
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stituent parse trees. Other approaches pre-train a
full-sentence model, then incrementally feed the
source sentence to it to generate monotonic transla-
tion target (pseudo reference) (Chen et al., 2021b;
Zhang et al., 2020). However, the full-sentence
model was not trained to translate incrementally,
which creates a train-test mismatch, resulting in
varying prediction quality. They require combining
with the original data to be effective.

To this end, this work aims to address long-
distance reordering by incorporating it directly into
the training process, as Figure 1 shows. We de-
compose the typical translation process into the
monotonic translation step and the reordering step.
Inspired by the Gumbel-Sinkhorn network (Mena
et al., 2018), we proposed an auxiliary sorting
network (ASN) for the reordering step. During
training, the ASN explicitly rearranges the hidden
states to match the target language word order. The
ASN will not be used during inference, so that the
model could translate monotonically. The proposed
method reduces anticipation, thus increases the lex-
ical precision (He et al., 2015) of the model without
compromising its speed. We apply the proposed
framework to a simple model – a causal Trans-
former encoder trained with connectionist tempo-
ral classification (CTC) (Graves et al., 2006). The
CTC loss can learn an adaptive policy (Chousa
et al., 2019), which performs local reordering by
predicting blank symbols until enough information
is read, then write the information in the target or-
der. Even so, it still suffers from high latency and
under-translation due to long-distance reordering in
training data. Our ASN handles these long-distance
reordering, improving both the latency and the qual-
ity of the CTC model. We conduct experiments on
CWMT English to Chinese and WMT15 German
to English translation datasets. Our contributions
are summarized below:

• We proposed a new framework for SimulMT.
The ASN could apply on various causal mod-
els to handle long-distance reordering.

• Experiments showed that the proposed
method could outperform the pseudo ref-
erence method. It indicated the proposed
method could better handle the long-distance
reordering.

• The proposed model is a causal encoder,
which is parameter efficient and could out-
perform wait-k Transformer with less latency.

Our implementation is based on fairseq (Ott et al.,
2019). The instructions to access our source code
is provided in Appendix A.

2 Related Works

2.1 Simultaneous Translation

SimulMT is first achieved by applying fixed read-
write policies on NMT models. Wait-if-worse and
Wait-if-diff (Cho and Esipova, 2016) form deci-
sions based on the next prediction’s probability or
its value. Static Read and Write (Dalvi et al., 2018)
first read several tokens, then repeatedly read and
write several tokens at a time. Wait-k (Ma et al.,
2019) trains end-to-end models for SimulMT. Its
policy is similar to Static Read and Write.

On the other hand, adaptive policies seek to
learn the read-write decisions. Some works ex-
plored training agents with reinforcement learning
(RL) (Gu et al., 2017; Luo et al., 2017). Others
design expert policies and apply imitation learn-
ing (IL) (Zheng et al., 2019a,b). Monotonic atten-
tion (Raffel et al., 2017) integrates the read-write
policy into the attention mechanism to jointly train
with NMT. MoChA (Chiu and Raffel, 2018) en-
hances monotonic attention by adding soft atten-
tion over a small window. MILk (Arivazhagan
et al., 2019) extends such window to the full en-
coder history. MMA (Ma et al., 2020c) extends
MILk to multi-head attention. Connectionist tem-
poral classification (CTC) were also explored for
adaptive policy by treating the blank symbol as
wait action (Chousa et al., 2019). Recently, making
read-write decisions based on segments of mean-
ingful unit (MU) (Zhang et al., 2020) improves the
translation quality. Besides, an adaptive policy can
also be derived from an ensemble of fixed-policy
models (Zheng et al., 2020).

When performing simultaneous interpretation,
humans avoid long-distance reordering whenever
possible (Al-Khanji et al., 2000; He et al., 2016).
Thus, some works seek to reduce the anticipation
in data to ease the training of simultaneous mod-
els. These include syntax-based rewriting (He
et al., 2015), or generating pseudo reference by
test-time wait-k (Chen et al., 2021b) and prefix-
attention (Zhang et al., 2020). We reduce anticipa-
tion from a different approach: instead of rewriting
the target, we let the model match its hidden states
to the target on its own. As shown in experiments,
our method is comparable or superior to the pseudo
reference method.
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2.2 Gumbel-Sinkhorn Network

The Sinkhorn Normalization (Adams and Zemel,
2011) is an iterative procedure that converts a
matrix into doubly stochastic form. It was ini-
tially proposed to perform gradient-based rank
learning. Gumbel-Sinkhorn Network (Mena et al.,
2018) combines the Sinkhorn Normalization with
the Gumbel reparametrization trick (Kingma and
Welling, 2014). It approximates sampling from a
distribution of permutation matrices. Subsequently,
Sinkhorn Transformer (Tay et al., 2020) applied
this method to the Transformer (Vaswani et al.,
2017) to model long-distance dependency in lan-
guage models with better memory efficiency. This
work applies the Gumbel-Sinkhorn Network to
model the reordering between languages, in order
to reduce anticipation in SimulMT.

3 Proposed Method

For a source sentence x = ⟨x1, x2, ..., x|x|⟩ and
a target sentence y = ⟨y1, y2, ..., y|y|⟩, in order
to perform SimulMT, the conditional probability
of translation p(y|x) is modeled by the prefix-to-
prefix framework (Ma et al., 2019). Formally,

pg(y|x) =
|y|∏

t=1

p(yt|x≤g(t),y<t). (1)

where g(t) is a monotonic non-decreasing function.
This way, the t-th token ŷt can be predicted with a
limited context x≤g(t). However, if long-distance
reordering exists in the training data, the model is
forced to generate target tokens whose correspond-
ing source tokens have not been revealed yet. This
issue is known as anticipation.

3.1 Training Framework

To overcome this, we introduce a latent variable Z:
a permutation matrix capturing the reordering pro-
cess from x to y. Thus, the translation probability
can be expressed as a marginalization over Z:

p(y|x) =
∑

Z

pg(y|x,Z)︸ ︷︷ ︸
monotonic
translation

p(Z|x)︸ ︷︷ ︸
reordering

. (2)

During training, since Z captures reordering, the
pg(y|x,Z) corresponds to monotonic translation,
which can be correctly modeled by a prefix-to-
prefix model without anticipation. During infer-
ence, we can translate monotonically by simply

removing the effect of Z:

ŷ = argmax
y

pg(y|x,Z = I). (3)

where I is the identity matrix. However, equation 2
is intractable due to the factorial search space of
permutations. One could select the most likely
permutation using an external aligner (Ran et al.,
2021), but such a method requires an external tool,
and it could not be end-to-end optimized. Instead,
we use the ASN to learn the permutation matrix Z
associated with source-target reordering. By doing
this, the entire model is optimized end-to-end.

Figure 2 shows the proposed framework applied
on the CTC model. It is composed of a causal
Transformer encoder, an ASN, and a length pro-
jection network. We describe each component in
detail below.

3.2 Causal Encoder

The encoder maps the source sequence x to hidden
states H = ⟨h1, h2, ..., h|x|⟩. During training, the
encoder uses a causal attention mask so that it can
be streamed during inference. To enable the trade-
off between quality and latency, we introduce a
tunable delay in the causal attention mask of the
first encoder layer. We define the delay in a similar
sense to wait-k: For delay-k, the t-th hidden state
ht is computed after observing the (t+ k − 1)-th
source token.

We pre-train the encoder with CTC loss (Li-
bovický and Helcl, 2018). Since the CTC is an
adaptive policy already capable of local reorder-
ing, initializing from it encourages the ASN to only
handle long-distance reordering. We study the ef-
fectiveness of this technique in Section 5.2.

3.3 Auxiliary Sorting Network (ASN)

The ASN samples a permutation matrix Z, which
would sort the encoder hidden states H into the
target order. To do so, the ASN first computes in-
termediate variables Q = ⟨q1, q2, ..., q|x|⟩ using a
stack of M non-causal Transformer decoder lay-
ers. These layers use the target token embeddings
as the context for cross attention. Providing this
context guides the reordering process1, inspired by
the word alignment task (Zhang and van Genabith,
2021; Chen et al., 2021a). We randomly mask out

1Although ASN has decoder layers and takes target tokens
as input, which are unavailable during inference, they are only
used to assist training.
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Self-Attention

Feed Forward

Length Projection

Sinkhorn Attention

[M]

Feed Forward

Cross-Attention

Self-Attention

Copy

CTC Loss

(a) The model consists of a causal encoder (lower left, blue), an ASN (right,
orange), and a length projection network (upper left, blue). “[M]” is the
masking embedding.

Self-Attention

Feed Forward

Length Projection

Collapse

Copy

(b) During inference, only the en-
coder and length projection (blue) are
used.

Figure 2: The architecture of the proposed model. Add & Norm layers are omitted for simplicity.

γ% of the context in ASN to avoid collapsing to a
trivial solution.

Subsequently, the Sinkhorn Attention in ASN
computes the attention scores between Q and H
using the scaled dot-product attention:

A =
QHT

√
dh

, (4)

where dh is the last dimension of H. To convert
the attention scores A to a permutation matrix Z,
ASN applies the Gumbel-Sinkhorn operator. Such
operator approximates sampling from a distribu-
tion of permutation matrices (Mena et al., 2018).
It is described by first adding the Gumbel noise
(equation 5), then scaling by a positive temperature
τ , and finally applying the l-iteration Sinkhorn nor-
malization (denoted by Sl(·)) (Adams and Zemel,
2011). We also add a scaling factor δ to adjust the
Gumbel noise level (equation 6). The output would
be doubly stochastic (Sinkhorn, 1964), which is a
relaxation of permutation matrix. We leave the de-
tailed description of the Gumbel-Sinkhorn operator
in Appendix F.

E ∈ RN×N i.i.d.∼ Gumbel(0, 1), (5)

Z = Sl ((A+ δE) /τ) , (6)

Next, we use a matrix multiplication of Z and H
to reorder H, the result is denoted by H:

H = ZH (7)

Since Z approximates a permutation matrix, us-
ing matrix multiplication is equivalent to permuting
the vectors in H. This preserves the content of its
individual vectors, and is essential to our method
as we will show in Section 5.1.

3.4 Length Projection
To optimize the model with CTC loss function, we
tackle the length mismatch between H and y by
projecting H to a µ-times longer sequence via an
affine transformation (Libovický and Helcl, 2018).
The µ represents the upsample ratio. For ASN
to learn reordering effectively, it is required that
the projection network and the loss must not per-
form reordering. Our length projection is time-
independent, and CTC is monotonic, both satisfy
our requirement.

3.5 Inference Strategy
To enable streaming, we remove the ASN during
inference2 (Figure 2(b)). Specifically, when a new
input token xt arrives, the encoder computes the
hidden state ht, then we feed ht directly to the
length projection to predict the next token(s). The
prediction is post-processed by the CTC collapse
function in an online fashion. Namely, we only
output a new token if 1) it is not the blank symbol
and 2) it is different from the previous token.

2While this seemingly creates a train-test discrepancy, we
address this in FAQ
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4 Experiments

4.1 Datasets

We conduct experiments on English-Chinese and
German-English datasets. For En-Zh, we use a
subset3 of CWMT (Chen and Zhang, 2019) par-
allel corpora as training data (7M pairs). We use
NJU-newsdev2018 as the development set and re-
port results on CWMT2008, CWMT2009, and
CWMT2011. The CWMT test sets have up to 3
references. Thus we report the 3-reference BLEU
score. For De-En, we use WMT15 (Callison-Burch
et al., 2009) parallel corpora as training data (4.5M
pairs). We use newstest2013 as the development
set and report results on newstest2015.

We use SentencePiece (Kudo and Richardson,
2018) on each language separately to obtain its
vocabulary of 32K subword units. We filter out
sentence pairs that have empty sentences or exceed
1024 tokens in length.

4.2 Experimental Setup

All SimulMT models use causal encoders. During
inference, the encoder states are computed incre-
mentally after each read, similar to (Elbayad et al.,
2020). The causal encoder models follow a simi-
lar training process to non-autoregressive transla-
tion (NAT) (Gu et al., 2018; Libovický and Helcl,
2018; Lee et al., 2018; Zhou et al., 2020). We
adopt sequence level knowledge distillation (Seq-
KD) (Kim and Rush, 2016) for all systems. The
combination of Seq-KD and CTC loss has been
shown to achieve state-of-the-art performance (Gu
and Kong, 2021) and could deal with the reorder-
ing problem (Chuang et al., 2021). Specifically, we
first train a full-sentence model as a teacher model
on the original dataset, then we use beam search
with beam width 5 to decode the Seq-KD set. We
use the Seq-KD set in subsequent experiments. We
list the Transformer and ASN hyperparameters sep-
arately in Appendix C and D.

We use Adam (Kingma and Ba, 2015) with an
inverse square root schedule for the optimizer. The
max learning rate is 5e-4 with 4000 warm-up steps.
We use gradient accumulation to achieve an effec-
tive batch size of 128K tokens for the teacher model
and 32K for others. We optimize the model with
the 300K steps. Early stopping is applied when
the validation BLEU does not improve within 25K
steps. Label smoothing (Szegedy et al., 2016) with

3We use casia2015, casict2011, casict2015, neu2017.

ϵls = 0.1 is applied on cross-entropy and CTC
loss. For CTC, this reduces excessive blank sym-
bol predictions (Kim et al., 2018). Random seeds
are set in training scripts in our source code. For
the hardware information and environment settings,
see Appendix E.

For latency evaluation, we use SimulEval (Ma
et al., 2020a) to compute Average Lagging
(AL) (Ma et al., 2019) and Computation Aware Av-
erage Lagging (AL-CA) (Ma et al., 2020b). AL is
measured in words or characters, whereas AL-CA
is measured in milliseconds. We describe these met-
rics in detail in Appendix G. For quality evaluation,
we use BLEU (Papineni et al., 2002) calculated by
SacreBLEU (Post, 2018). We conduct statistical
significance test for BLEU using paired bootstrap
resampling (Koehn, 2004). For multiple references,
we use the first reference to run SimulEval4 and
use all available references to run SacreBLEU. The
language-specific settings for SimulEval and Sacre-
BLEU can respectively be found in Appendix H
and I.

4.3 Baselines

We compare our method with two target rewrite
methods which generate new datasets:

• Pseudo reference (Chen et al., 2021b): This
approach first trains a full-sentence model
and uses it to generate monotonic transla-
tion. The approach applies the test-time wait-
k policy (Ma et al., 2019), and performs
beam search with beam width 5 to generate
pseudo references. The pseudo reference set
is the combination of original dataset and the
pseudo references. We made a few changes 1)
instead of the full-sentence model, we use the
wait-9 model5. 2) instead of creating a new
dataset for each k, we only use k = 9 since it
has the best quality.

• Reorder: We use the word alignments to re-
order the target sequence. We use awesome-
align (Dou and Neubig, 2021) to obtain word
alignments on the Seq-KD set, and we sort
the target tokens based on their corresponding
source tokens. Target tokens that did not align
to a source token are placed at the position
after their preceding target token.

4we use SimulEval for latency metrics only. Only one
reference is required to run it.

5our wait-9 model has higher training set BLEU score than
applying test-time wait-k on full-sentence model.
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We train two types of models on either the Seq-KD
set, the pseudo reference set or the reorder set:

• wait-k: an encoder-decoder model. It uses
a fixed policy that first reads k tokens, then
repeatedly reads and writes a single token.

• CTC: a causal encoder trained with CTC loss.
The policy is adaptive, i.e., it outputs blank
symbols until enough content is read, outputs
the translated tokens, then repeats.

4.4 Quantitative Results
Figure 3 shows the latency-quality trade-off on the
CWMT dataset, each node on a line represents a
different value of k. Due to space limit, the signifi-
cant test results are reported in Appendix J.

First of all, although the vanilla CTC model has
high latency in terms of AL, they are comparable
to or faster than the wait-k model according to
AL-CA. This is due to the reduced parameter size.
Besides, CTC models outperform wait-k in low
latency settings. The pseudo reference method im-
proves the quality of wait-k and CTC models, and
it slightly improves the latency of the CTC model.
In contrast, the reorder method harms the perfor-
mance of both models. Meanwhile, our method
significantly improves both the quality and latency
of the CTC model across all latency settings, out-
performing the pseudo reference method and the
reorder method. In particular, our k = 1, 3 models
outperform wait-1 by around 13-15 BLEUs with a
faster speed in terms of AL-CA. This shows that
our models are more efficient than wait-k models
under low latency regimes.

Figure 4 shows the latency-quality trade-off on
the WMT15 De-En dataset. The vanilla CTC
model is much more competitive in De-En. It out-
performs vanilla wait-k in low latency settings in
BLEU and AL-CA, and its AL is much less than
those in En-Zh. Our method improves the qual-
ity of the CTC model, comparable to the pseudo
reference method. However, our method does not
require combining with the original dataset to im-
prove the performance.

To understand why our method is more effective
on CWMT, we calculate the k-Anticipation Rate
(k-AR) (Chen et al., 2021b) on the evaluation sets
of both datasets. For the definition of k-AR, see Ap-
pendix G. Intuitively, k-AR describes the amount
of anticipation (or reordering) in the corpus whose
range is longer than k source tokens. We report k-
AR across 1 ≤ k ≤ 9 in Figure 5. En-Zh has much

higher k-AR in general, and it decreases slower as
k increases. When k = 9, over 20% of anticipa-
tions remain in En-Zh, while almost none remains
in De-En. We conclude that En-Zh has much more
reordering, and over 20% of them are longer than
9 words. The abundance of long-distance reorder-
ing gives our method an advantage, which explains
the big improvement observed on CWMT. On the
other hand, De-En reordering is less common and
mostly local, so ASN has limited effect. Indeed,
we found that ASN predicts matrices close to the
identity matrix on De-En, whereas, on En-Zh, it
predicts non-identity matrices throughout training.

4.5 Qualitative Results

We show some examples from the CWMT test set.
We compare the predictions from wait-k, CTC, and
CTC+ASN models in Figure 6. In the first exam-
ple, wait-k predicts the sentence “demonstrative
is one of the major languages in the world’s lan-
guages,” which is clearly hallucination. CTC failed
to translate “8000” and “assets,” which shows that
CTC may under-translate and ignore source infor-
mation. In the second example, wait-k hallucinates
the sentence “this is the world’s best contest, but
to a earthquake without earthquake, it’s the open-
ing remarks.” CTC under-translates “silver said
in a telephone interview.” Our method generally
provides translation that preserves the content. Al-
though our model prediction is a bit less fluent than
wait-k, they are generally comprehensible. See
Appendix N for more examples.

We study the output of the ASN to verify that
reordering information is being learned. Figure 7
shows an example of the permutation matrix Z pre-
dicted by the ASN. The horizontal axis is labeled
with the source tokens. The vertical axis is the out-
put positions, each are labeled with 2 target tokens
(due to the length projection). In the example, the
English phrase “for all green hands” come late in
the source sentence, but their corresponding Chi-
nese tokens appear early in target, which causes
anticipation. Our ASN permutes the hidden states
of this phrase to early positions, so anticipation
no longer happens, and provides the correct train-
ing signal for the model. We provide additional
examples in Appendix M.

5 Ablation Study

We perform ablation studies on the CWMT dataset.
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5.1 Gumbel-Sinkhorn Network

We show that the Gumbel-Sinkhorn Network is
crucial to our method. We train CTC+ASN models
with k = 3 under the following settings:6

• No temperature: Set the temperature τ to 1.

• No noise: Set the Gumbel noise factor δ to 0.

• Gumbel softmax: Replace Sinkhorn normal-
ization with softmax.

• Default: The Gumbel-Sinkhorn Network.

6we do not use weight initialization in this subsection.

Table 1 shows the result of these settings. Without
low temperature, the ASN output Z is not sparse,
which means the content of individual vectors in H
is not preserved after applying ASN. Because ASN
is removed during inference, this creates a train-
test mismatch for the projection network, which is
detrimental to the prediction quality ((a) v.s. (d)).
Removing the noise ignores the sampling process,
which hurts the robustness of the model ((b) v.s.
(d)). Using softmax instead of Sinkhorn normaliza-
tion makes Z not doubly stochastic, which means
H might not cover every vector in H. Those not
covered are not optimized for generation during
training. However, during inference, all vectors
in H are passed to length projection to generate
tokens. This mismatch is also harmful to the result
((c) v.s. (d)).

Settings BLEU(↑)
(a) No temperature 28.39
(b) No noise 27.88
(c) Gumbel softmax 36.54
(d) Default 38.92

Table 1: Test set BLEU scores of different settings.

5.2 Weight Initialization

We investigate the effectiveness of initializing en-
coder parameters from the CTC baseline model.
Specifically, we train the CTC+ASN model from
scratch to compare it with the weight initialized set-
ting. As Figure 8 reveals, the weight initialization
significantly improves the translation quality while
slightly increasing the latency.

This improvement comes from what was already
learned by the CTC baseline model. The CTC
baseline model learns to perform reordering, i.e., it
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Figure 6: Examples from CWMT En→Zh. Text in red are hallucinations unrelated to source. We use k = 3 models.

Figure 7: The Z predicted by ASN. The horizontal axis
is the source tokens. The vertical axis is the output
positions, each corresponds to 2 target tokens.

outputs blank symbols when reading the informa-
tion, then outputs the content in the target language
order. Such information might span several source
tokens, so the AL of the CTC baseline model is
high (Figure 3). In our weight initialized setting,
ASN handles the long-distance reordering that CTC
was struggling with, while the local reordering al-
ready learned by CTC is preserved. In contrast,
when trained from scratch, ASN would learn most
of the reordering, so the encoder would not learn
to perform local reordering. We hypothesize that
if the model performs local reordering during in-
ference, its latency might increase, but the higher
order n-grams precision can improve, which ben-
efits its quality. Indeed, Figure 9 indicates that
the weight initialization mostly improves the 2,3,4-
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B
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Figure 8: Latency and quality comparison between the
model trained from scratch and one with weight initial-
ization.
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Figure 9: The n-gram precision improvement of weight
initialization compared to Scratch across different de-
lays (k).

gram precision of the BLEU score.

6 Conclusion

We proposed a framework to alleviate the impact
of long-distance reordering on simultaneous trans-
lation. We apply our method to the CTC model and
show that it improves the translation quality and
latency, especially English to Chinese translation.
We verified that the ASN indeed learns the correct
alignment between source and target. Besides, we
showed that a single encoder can perform simulta-
neous translation with competitive quality in low
latency settings and enjoys the speed advantage
over wait-k Transformer.
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A Source Code

Our source code is available at https:
//github.com/George0828Zhang/
sinkhorn-simultrans. Please follow the
instructions in README.md to reproduce the
results.

B Datasets

We use the CWMT English to Chinese
and WMT15 German to English datasets
for experiments. They can be down-
loaded in the following links: 1) CWMT
http://nlp.nju.edu.cn/cwmt-wmt/)
2) WMT15 http://www.statmt.org/
wmt15/translation-task.html. The
WMT15 De-En is a widely used corpus for
simultaneous machine translation, in the news
domain. Another popular dataset is the NIST
En-Zh corpus, however, NIST is not publicly
available, thus we use CWMT corpus instead.
CWMT is also in the news domain.

Both datasets are publicly available. We didn’t
find any license information for both. We adhered
to the terms of use for both. We didn’t find any
information on names or uniquely identified indi-
vidual people or offensive content and the steps
taken to protect or anonymize them.

C Transformer Hyperparameters

Our architecture related hyperparameters are listed
in Table 2. We follow the base configuration of
Transformer for encoder-decoder models. For mod-
els without decoder, we follow the same configura-
tion for its encoder. The total parameter count for
Transformer is 76.9M. For encoder-only models
without ASN, it is 52.2M. The ASN has 12.6M
parameters.

Hyperparameter (A) (B)

encoder layers 6 6
decoder layers 6 0

embed dim 512 512
feed forward dim 2048 2048

num heads 8 8
dropout 0.1 0.1

Table 2: Transformer architecture related hyperparame-
ters for each model. (A) full-sentence and wait-k model
(B) CTC encoder model.

D ASN Hyperparameters

We perform a Bayesian hyperparameter optimiza-
tion on both datasets using the sweep utility pro-
vided by Weights & Biases (Biewald, 2020). Ta-
ble 3 shows the search range and the selected val-
ues. We found a well performing set in the 7th run
for CWMT and 1st run for WMT15. It is possi-
ble that different k might prefer different hyperpa-
rameters. However, we use the same set to fairly
compare to wait-k, and to reduce the cost. All sub-
sequent results are obtained using this set of values
if not specified.

Hyperparameter CWMT WMT15 Range

layers M 3 3 1, 3
iterations l 16 16 4, 8, 16

temperature τ 0.25 0.13 [0.05, 0.3]
noise factor δ 0.3 0.45 [0.1, 0.3]

upsample ratio µ 2 2 2, 3
mask ratio γ 0.5 0.5 [0., 0.7]

Table 3: ASN related hyperparameters and the search
range. We use Bayesian hyperparameter optimization,
so the combinations are not exhaustively searched.

E Hardware and Environment

For training, each run are conducted on a container
with a single Tesla V100-SXM2-32GB GPU, 4
CPU cores and 90GB memory. The operating
system is Linux-3.10.0-1127.el7.x86_
64-x86_64-with-glibc2.10. The version
of Python is 3.8.10, and version of PyTorch is
1.9.0. We use a specific version of fairseq (Ott
et al., 2019) toolkit, the instructions are provided
in README.md of our source code. All run uses
mixed precision (i.e. fp16) training implemented
by fairseq. All training took 10-15 hours to con-
verge (early stopped).

For inference, the evaluation are conducted on
another machine with 12 CPU cores (although we
restrict the evaluation to only use 2 threads), 32GB
memory and no GPU is used. The operating sys-
tem is Linux-5.11.0-25-generic-x86_
64-with-glibc2.10.

F Gumbel-Sinkhorn Operator

The Sinkhorn normalization (Adams and Zemel,
2011) iteratively performs row-wise and column-
wise normalization on a matrix, converting it to a
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doubly stochastic matrix. Formally, for a N dimen-
sional square matrix X ∈ RN×N , the Sinkhorn
normalization S(X) is defined as:

S0(X) = exp(X), (8)

Sl(X) = Tc
(
Tr

(
Sl−1(X)

))
, (9)

S(X) = lim
l→∞

Sl(X). (10)

where Tr and Tc are row-wise and column-wise
normalization operators on a matrix, defined below:

Tr(X) = X ⊘ (X1N1⊤N ), (11)

Tc(X) = X ⊘ (1N1⊤NX). (12)

The ⊘ denotes the element-wise division, and 1N
denotes a column vector full of ones. As the
number of iterations l grows, Sl(X) will eventu-
ally converge to a doubly stochastic matrix (equa-
tion 10) (Sinkhorn, 1964). In practice, we often
consider the truncated version, where l is finite.

On the other hand, the Gumbel-Sinkhorn
operator adds the Gumbel reparametrization
trick (Kingma and Welling, 2014) to the Sinkhorn
normalization, in order to approximate the sam-
pling process. It can be used to estimate marginal
probability via sampling. Formally, suppose that
a noise matrix ε is sampled from independent and
identically distributed (i.i.d.) Gumbel distributions:

E ∈ RN×N i.i.d.∼ Gumbel(0, 1). (13)

The Gumbel-Sinkhorn operator is described by
first adding the Gumbel noise E , then scaling by
a positive temperature τ , and finally applying the
Sinkhorn normalization:

S((X + E)/τ). (14)

By taking the limit τ → 0+, the output converges
to a permutation matrix. The Gumbel-Sinkhorn
operator approximates sampling from a distribution
of permutation matrices. Thus, the equation 2 can
be estimated through sampling:

p(y|x) = EZ∼p(Z|x) [pg(y|x,Z)] . (15)

In practice, we sample from p(Z|x,y) instead, as
it is easier to perform word alignment (p(Z|x,y))
than directly predicting order (p(Z|x)).

G Details on Evaluation Metrics

G.1 Average Lagging (AL)

The AL measures the degree the user is out of sync
with the speaker (Ma et al., 2019). It measures the
system’s lagging behind an oracle wait-0 policy.
For a read-write policy g(·), define the cut-off step
τg(|x|) as the decoding step when source sentence
finishes:

τg(|x|) = min{t| g(t) = |x|}

Then the AL for an example x,y is defined as:

ALg(x,y) =
1

τg(|x|)

τg(|x|)∑

t=1

g(t)− t− 1

|y|/|x|

The second term in the summation represents the
ideal latency of an oracle wait-0 policy in terms of
target words (or characters for Chinese). The AL
averaged across the test set is reported.

G.2 Computation Aware Average Lagging
(AL-CA)

Originally proposed for simultaneous speech-to-
text translation (Ma et al., 2020b), the AL-CA is
similar to AL, but takes the actual computation
time into account, and is measured in milliseconds.

ALCA
g (x,y)

=
1

τg(|x|)

τg(|x|)∑

i=1

dCA(yi)−
(i− 1) · Ts

|y|/|x| (16)

The dCA(yi) is the the time that elapses from the
beginning of the process to the prediction of yi,
which considers computation. Ts represents the
actual duration of each source feature. The second
term in the summation represents the ideal latency
of an oracle wait-0 policy in terms of milliseconds,
without considering computation. In speech-to-
text translation, Ts corresponds to the duration of
each speech feature. However, since our source
feature is text, the “actual duration” for a word is
unavailable, so we set Ts = 1.

The motivation behind using AL-CA here is to
show the speed advantage of CTC models. When
calculating AL-CA, we account for variance by
running the evaluation 3 times and report the aver-
age.
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G.3 Character n-gram F-score (chrF)

The general formula for the chrF score is given by:

chrFβ = (1 + β2)
chrP · chrR

β2 · chrP + chrR
. (17)

where

• chrP: percentage of character n-grams in the
hypothesis which have a counterpart in the
reference.

• chrR: percentage of character n-grams in the
reference which are also present in the hypoth-
esis.

• β: a parameter which assigns β times more
importance to recall than to precision.

The maximum n-gram length N is optimal when
N = 6 (Popović, 2015), and the optimal β is shown
to be β = 2 (Popović, 2016).

The motivation behind using chrF2 is that 1) as
machine translation researchers, we are encouraged
to report multiple automatic evaluation metrics. 2)
BLEU is purely precision-based, while chrF2 is
F-score based, which takes recall into account. 3)
chrF2 is shown to correlate better with human rank-
ings than the BLEU score.

G.4 k-Anticipation Rate (k-AR)

For each sentence pair, we first use awesome-
align (Dou and Neubig, 2021) to extract word
alignments, then for each aligned target word yj ,
it is considered a k-anticipation if it is aligned to
a source word xi that is k words behind, in other
words, if i − k + 1 > j. See Figure 10 for an ex-
ample of 2-anticipation. The k-AR is calculated as
the percentage of k-anticipation among all aligned
word pairs.

Figure 10: An example of 2-anticipation. The links are
alignments, and the red link is an instance of anticipa-
tion.

H SimulEval Configuration

Table 4 show the language specific options for la-
tency evaluation on SimulEval, which affect the
AL calculation.

Options En Zh

–eval-latency-unit word char

–no-space false true

Table 4: Configuration for SimulEval under different
target languages.

I SacreBLEU Signatures

Table 5 shows the signatures of SacreBLEU evalu-
ation.

Lang Metric Signature

Zh BLEU
nrefs:var|bs:1000|seed:12345

|case:lc|eff:no|tok:zh
|smooth:exp|version:2.0.0

Zh chrF2
nrefs:var|bs:1000|seed:12345

|case:lc|eff:yes|nc:6 |nw:0
|space:no|version:2.0.0

En BLEU
nrefs:1|bs:1000|seed:12345

|case:lc|eff:no|tok:13a
|smooth:exp|version:2.0.0

En chrF2
nrefs:1|bs:1000|seed:12345
|case:lc|eff:yes|nc:6 |nw:0

|space:no|version:2.0.0

Table 5: The SacreBLEU signatures for each target
language and each metric.

J Detailed Statistics of Quality Metrics

Table 7 shows the detailed distributional statistics
of the quality metrics evaluated on the CWMT and
WMT15 datasets. All settings are trained once, but
we use statistical significant test using bootstrap
resampling.

K Latency-quality results with chrF

Figure 11 show the quality-latency trade off with
chrF on the CWMT En-zh dataset. Figure 12
show the quality-latency trade off with chrF on
the WMT15 De-En dataset. These results have
similar trends with BLEU score.
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Figure 11: Latency-quality trade off with chrF score on the CWMT En-Zh dataset. Each line represents a system,
and the 5 nodes corresponds to k = 1, 3, 5, 7, 9, from left to right. The figures share the same legend.
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Figure 12: Latency-quality trade off with chrF score on the WMT15 De-En dataset. Each line represents a system,
and the 5 nodes corresponds to k = 1, 3, 5, 7, 9, from left to right. The figures share the same legend.

L Performance with Oracle Reordering

We study our encoder models’ performance when
the oracle reordering is provided. To achieve this,
we re-use the ASN during inference, and fed the
(first) reference translation as the context to ASN
to estimate Z. The results compared to default
setting is shown in Table 6. This result serves as
a upperbound for the performance of CTC-based
encoder models.

M More on ASN Output

We describe how the target tokens are placed on
the vertical axis of the ASN output illustration.
Since the length projection upsamples H to 2 times
longer, each position of H corresponds to two tar-
get tokens (including repetition and blank sym-
bols introduced by CTC). To find the optimal po-
sition for each target tokens and blank symbols,
we use the Viterbi alignment (an implementation is
publicly available at https://github.com/
rosinality/imputer-pytorch) to align
the model’s logits and the actual target tokens.

Figure 13 shows more examples of the approx-
imated permutation matrix predicted by the ASN.

k Method BLEU 1/2/3/4-gram BP

1
Default 38.58 76.7 / 51.0 / 32.5 / 20.6 0.96
+ Oracle 41.59 76.0 / 52.7 / 35.9 / 23.9 0.96

3
Default 40.24 79.5 / 53.7 / 34.8 / 22.6 0.94
+ Oracle 41.75 77.5 / 53.7 / 36.5 / 24.4 0.95

5
Default 40.34 78.8 / 53.5 / 35.0 / 22.7 0.94
+ Oracle 41.70 76.0 / 52.4 / 35.5 / 23.6 0.98

7
Default 40.81 80.0 / 54.2 / 35.2 / 22.9 0.94
+ Oracle 43.37 78.8 / 55.2 / 37.9 / 25.8 0.96

9
Default 40.83 79.5 / 54.1 / 35.4 / 23.1 0.94
+ Oracle 41.77 76.3 / 52.7 / 35.5 / 23.6 0.98

Table 6: The BLEU score on the CWMT dataset, includ-
ing n-gram precision and brevity penalty (BP), of the
CTC+ASN system for each k with and without oracle
order.

The sentence pairs are from CWMT En-Zh test set.

N More CWMT Examples

Figure 14 shows more examples from CWMT
test set and the predictions of wait-k, CTC and
CTC+ASN models.
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O FAQ

Q1 The trained ASN cannot be used during
inference, how to guarantee the model can
still perform reordering?

We categorize reordering into local reordering and
long-distance reordering. Our goal is for the ASN
to primarily deal with long-distance reordering. In
Section 5.2, we observed that employing the weight
initialization improves the 2,3,4-gram precision
(but not the unigram), and slightly increases the
latency. This suggest that CTC+ASN model can
indeed perform local reordering during inference.

As for long-distance reordering, we stress that in
simultaneous interpretation, humans actively avoid
long-distance reordering in order to reduce latency,
which is also the goal of SimulMT. This provides
the justification for removing the ASN during in-
ference. (equation 3)

We additionally provide the performance when
Z is available during inference in Appendix L.

Q2 Using ASN during training may cause the
model to rely on Z, which may cause
train-test discrepancy during inference?

In terms of the mismatch of hidden representation,
because Gumbel-Sinkhorn gaurantees that Z is dou-
bly stochastic (and almost permutation, depending
on τ ), the representation before and after ASN
would only differ by a permutation. This is also
discussed in Section 5.1 where removing Sinkhorn
nomalization indeed negatively impact the perfor-
mance.

As for the mismatch of the order of the repre-
sentation, we note that the length projection net-
work is merely a position-wise affine transforma-
tion, which means it is independent of time, so
the mismatch of order between training and testing
would not negatively impact the prediction made
by the length projection network.

Q3 Proposed method underperform wait-k in
high latency.

Simultaneous translation aims to translate in a short
time, hence our work focuses on improving the
translation quality under low latency setting. The
higher latency model is less acceptable in practice.
For instance, a k = 9 model decodes a single word
after seeing 9 words. We included the results for
experimental completeness purpose.

For the reason why proposed method under-
perform wait-k model: Based on the observation

in Appendix L, 43.37 is the best performance of
CTC+ASN method. It is inferior to the wait-9
model’s 43.80. We suspect that it is caused by
the inherent difference between non-autoregressive
(NAR) model and auto-regressive (AR) model.
However, CTC+ASN method’s performance is rela-
tively consistent when the latency decreases, while
wait-k’s performance decreases drastically. There-
fore, to fit the simultaneous translation setting, our
proposed method is more suitable than wait-k.

Q4 Explanation for why ASN could
outperform Reorder and Pseudo reference
baselines?

For the Reorder baseline, we suspect that since the
external aligner is fixed and not jointly optimized, it
may produce incorrect alignments, or miss correct
ones, producing wrongful training targets.

As for the Pseudo reference baseline, there are
two problems that might limit its effectiveness. For
one, the pseudo reference is produced from a full-
sentence model while using a wait-k decoding strat-
egy, which is a train-test discrepancy. For another,
in order to compensate for the first issue, the orig-
inal translation is included as a second target for
each example. This leads to the infamous multi-
modality problem for non-autoregressive models,
which might be harmful to our CTC-based encoder.

Q5 What are the limitations of the proposed
method?

First of all, for SimulMT to be applicable to a con-
ference setting, we assume a streaming ASR is
available. However, we did not account for ASR
errors in our SimulMT models.

Second, as discussed in Section 4.4, our method
is only effective if the language pair includes suffi-
cient long-distance reordering. For instance, when
translation from English to Spanish, we there’s
hardly any reason to employ our method.

Finally, as discussed in Q3, our method is less
advantageous when the latency budget is high.

Q6 What are the risks of the proposed
method?

One risk is that our method may favor low-latency
over high precision, which means that erroneous
translation may occur, which might twist the mean-
ing of source sentence. However, latency and qual-
ity is inherently a trade-off, and erroneous trans-
lation could be mitigated by refinement or post-
editing techniques.
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Figure 13: More approximated permutation matrices predicted by ASN.
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CWMT En→Zh WMT15 De→En

Delay Method BLEU µ±95%CI chrF2 µ±95%CI BLEU µ±95%CI chrF2 µ±95%CI

offline Transformer 45.85 45.85±0.60 32.46 32.46±0.45 31.67 31.70±0.77 57.65 57.67±0.61

k = 1

wait-k 24.31 24.29±0.62 18.69 18.67±0.43 19.91 19.91±0.68 46.68 46.70±0.69
wait-k+Pseudo *25.93 25.91±0.66 *19.89 19.87±0.46 *20.63 20.63±0.68 *47.34 47.35±0.68
wait-k+Reorder 23.98 23.96±0.59 18.50 18.49±0.39 *20.54 20.55±0.65 *47.59 47.61±0.68
CTC 28.44 28.42±0.56 22.24 22.24±0.35 23.08 23.09±0.69 51.11 51.13±0.56
CTC+Pseudo †30.77 30.75±0.61 †23.81 23.81±0.38 †24.48 24.49±0.69 †52.31 52.32±0.56
CTC+Reorder †24.09 24.08±0.58 †20.49 20.48±0.36 †20.77 20.78±0.65 †48.84 48.85±0.56
CTC+ASN †38.58 38.57±0.45 †27.74 27.73±0.32 †24.17 24.19±0.70 †52.08 52.10±0.54

k = 3

wait-k 32.27 32.25±0.65 23.90 23.90±0.43 25.85 25.87±0.78 51.79 51.81±0.67
wait-k+Pseudo *33.53 33.52±0.64 *24.88 24.87±0.44 25.74 25.76±0.77 51.76 51.78±0.66
wait-k+Reorder *31.47 31.46±0.66 *23.54 23.54±0.45 *25.26 25.28±0.73 51.97 51.99±0.65
CTC 32.45 32.44±0.61 24.97 24.96±0.39 26.07 26.09±0.69 53.19 53.21±0.58
CTC+Pseudo †34.03 34.03±0.61 †26.05 26.05±0.39 †26.61 26.63±0.68 †53.89 53.91±0.55
CTC+Reorder †28.52 28.50±0.62 †23.28 23.28±0.40 †23.50 23.52±0.71 †51.04 51.06±0.55
CTC+ASN †40.24 40.23±0.51 †28.88 28.87±0.34 †26.53 26.55±0.73 †53.68 53.70±0.57

k = 5

wait-k 37.40 37.39±0.65 27.19 27.19±0.44 28.52 28.54±0.82 54.66 54.68±0.64
wait-k+Pseudo *37.96 37.95±0.67 *27.56 27.56±0.46 28.68 28.71±0.78 54.92 54.95±0.60
wait-k+Reorder *36.86 36.84±0.65 27.00 26.99±0.44 *27.35 27.38±0.75 *53.78 53.81±0.63
CTC 33.64 33.63±0.62 25.67 25.66±0.39 26.51 26.53±0.77 53.66 53.68±0.58
CTC+Pseudo †34.65 34.64±0.61 †26.45 26.45±0.40 †27.48 27.49±0.76 †54.41 54.43±0.60
CTC+Reorder †29.68 29.68±0.61 †23.99 23.98±0.38 †23.90 23.91±0.72 †51.41 51.44±0.57
CTC+ASN †40.34 40.33±0.50 †28.81 28.81±0.36 †27.43 27.45±0.75 †54.24 54.27±0.57

k = 7

wait-k 40.78 40.76±0.67 29.50 29.50±0.48 30.28 30.32±0.80 56.44 56.47±0.62
wait-k+Pseudo *42.34 42.34±0.62 *30.50 30.50±0.45 30.53 30.56±0.82 56.47 56.49±0.64
wait-k+Reorder *40.23 40.23±0.61 *29.03 29.03±0.45 *28.77 28.79±0.75 *55.55 55.58±0.57
CTC 34.14 34.12±0.58 25.96 25.95±0.40 26.77 26.78±0.72 53.82 53.84±0.62
CTC+Pseudo †36.04 36.04±0.63 †27.27 27.27±0.41 †27.66 27.67±0.75 †54.70 54.72±0.58
CTC+Reorder †29.45 29.44±0.64 †23.86 23.85±0.40 †24.21 24.23±0.70 †51.50 51.53±0.57
CTC+ASN †40.81 40.80±0.49 †29.22 29.21±0.35 †27.30 27.32±0.74 †54.18 54.21±0.57

k = 9

wait-k 43.80 43.79±0.63 31.42 31.42±0.45 30.52 30.55±0.77 56.77 56.79±0.61
wait-k+Pseudo *44.99 44.98±0.57 *32.23 32.23±0.45 *30.99 31.02±0.79 *57.14 57.16±0.62
wait-k+Reorder *43.27 43.27±0.62 *30.92 30.92±0.44 *29.37 29.39±0.80 *56.25 56.27±0.58
CTC 34.20 34.18±0.60 26.03 26.02±0.41 27.37 27.38±0.74 54.37 54.39±0.59
CTC+Pseudo †36.83 36.83±0.64 †27.67 27.66±0.41 †27.72 27.74±0.75 †54.75 54.77±0.58
CTC+Reorder †29.81 29.79±0.65 †24.07 24.06±0.40 †24.32 24.33±0.71 †51.66 51.68±0.58
CTC+ASN †40.83 40.82±0.51 †29.21 29.20±0.35 †28.00 28.02±0.78 †54.71 54.74±0.60

Table 7: Detailed quality metrics statistics on both datasets. Significance tests are conducted with paired bootstrap
resampling. “*” suggests significantly different (better or worst) from the wait-k baseline with p-value < 0.05. “†”
suggests significantly different from the CTC baseline. Bold text suggests the best value in the same k. If multiple
values are in bold, it means that these values are not significantly different according to paired bootstrap resampling.
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Figure 14: More examples from CWMT En→Zh. Text in red are hallucinations unrelated to source. We use k = 3
models.
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Abstract

Recent work has shown that systems for speech
translation (ST) – similarly to automatic speech
recognition (ASR) – poorly handle person
names. This shortcoming does not only lead to
errors that can seriously distort the meaning of
the input, but also hinders the adoption of such
systems in application scenarios (like computer-
assisted interpreting) where the translation of
named entities, like person names, is crucial.
In this paper, we first analyse the outputs of
ASR/ST systems to identify the reasons of fail-
ures in person name transcription/translation.
Besides the frequency in the training data, we
pinpoint the nationality of the referred person
as a key factor. We then mitigate the problem
by creating multilingual models, and further
improve our ST systems by forcing them to
jointly generate transcripts and translations, pri-
oritising the former over the latter. Overall, our
solutions result in a relative improvement in
token-level person name accuracy by 47.8% on
average for three language pairs (en→es,fr,it).

1 Introduction

Automatic speech translation (ST) is the task of
generating the textual translation of utterances. Re-
search on ST (Anastasopoulos et al., 2021; Ben-
tivogli et al., 2021) has so far focused on compar-
ing the cascade (a pipeline of an automatic speech
recognition – ASR – and a machine translation –
MT – model) and direct paradigms (Bérard et al.,
2016; Weiss et al., 2017), or on improving either of
them in terms of overall quality. Quality is usually
measured with automatic metrics such as BLEU
(Papineni et al., 2002) and TER (Snover et al.,
2006), possibly corroborated by manual analyses.

These metrics – as well as neural-based ones like
COMET (Rei et al., 2020) – are relatively insensi-
tive to errors on named entities (NEs) and numbers
(Amrhein and Sennrich, 2022), which instead are
of paramount importance for human readers (Xie
et al., 2022). As such, the blind pursue of higher

scores can lead to systems biased toward the met-
rics and not targeted on real users.

In addition, there are cases in which users are in-
terested only in NEs. For instance, interpreters
easily craft more fluent and intelligible transla-
tions than machines (Fantinuoli and Prandi, 2021),
but during simultaneous sessions suffer from a
high cognitive workload (Prandi, 2018; Desmet
et al., 2018), to which NEs and specific termi-
nology significantly contribute (Jones, 1998; Gile,
2009; Prandi, 2018; Desmet et al., 2018). Indeed,
these elements i) are hard to remember (Liu et al.,
2004), ii) can be unknown to interpreters and diffi-
cult to recognize (Griffin and Bock, 1998), and
iii) differently from other types of words, usu-
ally have one or few correct translations. For
this reason, modern computer-assisted interpret-
ing (CAI – Fantinuoli 2017) tools aim at automati-
cally recognizing, displaying, and translating NEs
and terms. However, current solutions rely on pre-
defined dictionaries to identify and translate the
elements of interest (Fantinuoli et al., 2022), pre-
venting them to both generalize and disambiguate
homophones/homonyms. This would be instead
possible using ST system, but they need to reliably
recognize and translate NEs and terms, without
generating wrong suggestions that are even harm-
ful (Stewart et al., 2018).

In contrast with these needs, Gaido et al. (2021)
recently showed on their newly created benchmark
– NEuRoparl-ST – that both ASR models (and
thus cascade ST systems) and direct ST systems
perform poorly on person names, with transcrip-
tion/translation accuracy of ~40%. Hence, as a
first step toward ST systems more targeted for hu-
man needs, and in particular toward the long-term
goal of integrating ST models in assistant tools for
live interpreting, this work focuses on i) identify-
ing the factors that lead to the wrong transcription
and translation of person names, and ii) proposing
dedicated solutions to mitigate the problem.
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To achieve these objectives, our first contribution
(§3.1) is the annotation1 of each person name occur-
ring in NEuRoparl-ST with information about their
nationality and the nationality of the speaker (as a
proxy of the native language) – e.g. if a German
person says “Macron is the French president”, the
speaker nationality is German, while the referent
nationality is French. Drawing on this additional
information, our second contribution (§3.2-3.3) is
the analysis of the concurring factors involved in
the correct recognition of person names. Besides
their frequency, we identify as key discriminating
factor the presence in the training data of speech ut-
tered in the referent’s native language (e.g. French
in the above example). This finding, together with
an observed accuracy gap between person name
transcription (ASR) and translation (ST), leads to
our third contribution (§4): a multilingual ST sys-
tem that jointly transcribes and translates the input
audio, giving higher importance to the transcrip-
tion task in favour of a more accurate translation of
names. Our model shows relative gains in person
name translation by 48% on average on three lan-
guage pairs (en→es,fr,it), producing useful transla-
tions for interpreters in 66% of the cases.

2 Related Work

When the source modality is text, person names
can often be “copied”, i.e. replicated unchanged,
into the output. This task has been shown to be well
accomplished by both statistical and neural transla-
tion systems (Koehn and Knowles, 2017). On the
contrary, when the source modality is speech (as in
ASR and ST), systems struggle due to the impossi-
bility to copy the audio source. The recognition of
person names from speech is a complex task that
has mostly been studied in the context of recogniz-
ing a name from a pre-defined list, such as phone
contacts (Raghavan and Allan, 2005; Suchato et al.,
2011; Bruguier et al., 2016). The scenario of an
open or undefined set of possible names is instead
under-explored. Few studies (Ghannay et al., 2018;
Caubrière et al., 2020) focus on comparing end-
to-end and cascade approaches in the transcription
and recognition of NEs from speech. They do not
directly investigate person names though, as they
do not disaggregate their results by NE category.
Similarly, Porjazovski et al. (2021) explore NE
recognition from speech in low-resource languages,

1Available at: https://ict.fbk.eu/
neuroparl-st/.

and propose two end-to-end methods: one adds a
tag after each word in the generated text to define
whether it is a NE or not, and one uses a dedicated
decoder. However, they do not provide specific
insights on the system ability to correctly generate
person names and limit their study to ASR, without
investigating ST. Closer to our work, Gaido et al.
(2021) highlight the difficulty of ASR/ST neural
models to transcribe/translate NEs and terminology.
Although they identify person names as the hardest
NE category by far, they neither analyse the root
causes nor propose mitigating solutions.

3 Factors Influencing Name Recognition

As shown in (Gaido et al., 2021), the translation
of person names is difficult both for direct and cas-
cade ST systems, which achieve similar accuracy
scores (~40%). The low performance of cascade
solutions is largely due to errors made by the ASR
component, while the MT model usually achieves
nearly perfect scores. For this reason, henceforth
we will focus on identifying the main issues related
to the transcription and translation of person names,
respectively in ASR and direct ST.

We hypothesize that three main factors influence
the ability of a system to transcribe/translate a per-
son name: i) its frequency in the training data, as
neural models are known to poorly handle rare
words, ii) the nationality of the referent, as dif-
ferent languages may involve different phoneme-
to-grapheme mappings and may contain different
sounds, and iii) the nationality of the speaker, as
non-native speakers typically have different accents
and hence different pronunciations of the same
name. To validate these hypotheses, we inspect
the outputs of Transformer-based (Vaswani et al.,
2017) ASR and ST models trained with the config-
uration defined in (Wang et al., 2020). For the sake
of reproducibility, complete details on our experi-
mental settings are provided in the Appendix.2

3.1 Data and Annotation

To enable fine-grained evaluations on the three fac-
tors we suppose to be influential, we enrich the
NEuRoparl-ST benchmark by adding three (one
for each factor) features to each token annotated
as PERSON. These are: i) the token frequency in
the target transcripts/translations of the training
set, ii) the nationality of the referent, and iii) the

2Code available at: https://github.com/
hlt-mt/FBK-fairseq.
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nationality of the speaker. The nationality of the
referents was manually collected by the authors
through online searches. The nationality of the
speakers, instead, was automatically extracted from
the personal data listed in LinkedEP (Hollink et al.,
2017) using the country they represent in the Eu-
ropean Parliament.3 All our systems are trained
on Europarl-ST (Iranzo-Sánchez et al., 2020) and
MuST-C (Cattoni et al., 2021), and evaluated on
this new extended version of NEuRoparl-ST.

3.2 The Role of Frequency

As a first step in our analysis, we automatically
check how the three features added to each PER-
SON token correlate with the correct generation of
the token itself. Our aim is to understand the impor-
tance of these factors and to identify interpretable
reasons behind the correct or wrong handling of
person names. To this end, we train a classification
decision tree (Breiman et al., 1984). Classification
trees recursively divide the dataset into two groups,
choosing a feature and a threshold that minimize
the entropy of the resulting groups with respect to
the target label. As such, they do not assume a
linear relationship between the input and the target
(like multiple regression and random linear mixed
effects do) and are a good fit for categorical fea-
tures as most of ours are. Their structure makes
them easy to interpret (Wu et al., 2008): the first
decision (the root of the tree) is the most important
criterion according to the learned model, while less
discriminative features are pushed to the bottom.

We feed the classifier with 49 features, cor-
responding to: i) the frequency of the token in
the training data, ii) the one-hot encoding of the
speaker nationality, and iii) the one-hot encoding
of the referent nationality.4 We then train it to pre-
dict whether our ASR model is able to correctly
transcribe the token in the output. To this end, we
use the implementation of scikit-learn (Pedregosa
et al., 2011), setting to 3 the maximum depth of the
tree, and using Gini index as entropy measure.

Unsurprisingly, the root node decision is based
on the frequency of the token in the training data,
with 2.5 as split value. This means that person
names occurring at least 3 times in the training data
are likely to be correctly handled by the models.
Although this threshold may vary across datasets

3 For each speech in Europarl-ST, the speaker is referenced
by link to LinkedEP.

4Speakers and referents respectively belong to 17 and 31
different nations.

of different size, it is an indication on the necessary
number of occurrences of a person name, eventu-
ally useful for data augmentation techniques aimed
at exposing the system to relevant instances at train-
ing time (e.g. names of famous people in the spe-
cific domain of a talk to be translated/interpreted).
We validate that this finding also holds for ST sys-
tems by reporting in Table 1 the accuracy of person
tokens for ASR and the three ST language direc-
tions, split according to the mentioned threshold of
frequency in the training set. On average, names
occurring at least 3 times in the training set are
correctly generated in slightly more than 50% of
the cases, a much larger value compared to those
with less than 3 occurrences.

All Freq. >= 3 Freq. < 3
ASR 38.46 55.81 4.55
en-fr 28.69 45.45 0.00
en-es 35.29 53.57 19.05
en-it 29.70 46.77 2.56
Average 33.04 50.40 6.54

Table 1: Token-level accuracy of person names divided
into two groups according to their frequency in the train-
ing set for ASR and ST (en→es/fr/it) systems.

The other nodes of the classification tree contain
less interpretable criteria, which can be considered
as spurious cues. For instance, at the second level
of the tree, a splitting criterion is “is the speaker
from Denmark?” because the only talk by a Danish
speaker contains a mention to Kolarska-Bobinska
that systems were not able to correctly generate.

We hence decided to perform further dedicated
experiments to better understand the role of the the
other two factors: referent and speaker nationality.

3.3 The Role of Referent Nationality

Humans often struggle to understand names belong-
ing to languages that are different from their native
one or from those they know. Moreover, upon man-
ual inspection of the system outputs, we observed
that some names were Englishized (e.g. Youngsen
instead of Jensen). In light of this, we posit that
a system trained to recognize English sounds and
to learn English phoneme-to-grapheme mappings
might be inadequate to handle non-English names.

We first validate this idea by computing the ac-
curacy for names of people from the United King-
dom5 (‘UK” henceforth) and for names of people

5We are aware that our annotation is potentially subject to
noise, due to the possible presence of UK citizens with non-
anglophone names. A thorough study on the best strategies
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Referent ASR en-fr en-es en-it Freq.
UK 52.38 59.09 63.16 41.18 46.21
non-UK 35.78 22.00 30.00 27.38 21.96
All 38.46 28.69 35.29 29.70 25.65

Table 2: Token-level accuracy of ASR and ST (en-fr,
en-es, en-it) systems for UK/non-UK referents.

from the rest of the World (“non-UK”). Looking
at Table 2, we notice that our assumption seems
to hold for both ASR and ST. However, the scores
correlate with the frequency (Freq.) of names in
the training set6 as, on average, UK referents have
more than twice the occurrences (46.21) of non-
UK referents (21.96). The higher scores for UK
referents may hence depend on this second factor.

To disentangle the two factors and isolate the
impact of referents’ nationality, we create a train-
ing set with balanced average frequency for UK
and non-UK people by filtering out a subset of
the instances containing UK names from the origi-
nal training set.3 To ensure that our results are not
due to a particular filtering method, we randomly
choose the instances to remove and run the experi-
ments on three different filtered training sets. The
results for the three ST language pairs and ASR
(see Table 3) confirm the presence of a large ac-
curacy gap between UK and non-UK names (9.22
on average), meaning that the accuracy on non-UK
names (23.62) is on average ~30% lower than the
accuracy on UK names (32.84). As in this case
we can rule out any bias in the results due to the
frequency in the training set, we can state that the
nationality of the referent is an important factor.

ASR en-fr en-es en-it Avg.
UK 42.86 25.76 33.33 29.41 32.84
non-UK 29.05 22.67 23.33 19.44 23.62
∆Accuracy 13.81 3.09 10.00 9.97 9.22

Table 3: Token-level accuracy of UK/non-UK referents
averaged over three runs with balanced training sets.

3.4 The Role of Speaker Nationality
Another factor likely to influence the correct un-
derstanding of person names from speech is the
speaker accent. To verify its impact, we follow a
similar procedure to that of the previous section.

to maximise the accuracy of UK/non-UK label assignment
is a task per se, out of the scope of this work. By now, as a
manual inspection of the names revealed no such cases in our
data, we believe that the few possible wrong assignments do
not undermine our experiments, nor the reported findings.

6Notice that the ASR and the ST training sets mostly con-
tain the same data, so frequencies are similar in the four cases.

First, we check whether the overall accuracy is
higher for names uttered by UK speakers than for
those uttered by non-UK speakers. Then, to ascer-
tain whether the results depend on the proportion
of UK/non-UK speakers, we randomly create three
training sets featuring a balanced average frequency
of speakers from the two groups.

Speaker ASR en-fr en-es en-it Freq.
UK 41.03 32.43 36.84 29.41 34.55
non-UK 37.36 27.06 34.57 29.85 21.76
All 38.46 28.69 35.29 29.70 25.65

Table 4: Token-level accuracy of ASR and ST systems
for names uttered by UK/non-UK speakers.

Table 4 shows the overall results split according
to the two groups of speaker nationalities. In this
case, the accuracy gap is minimal (the maximum
gap is 5.37 for en-fr, while it is even negative for en-
it), suggesting that the speaker accent has marginal
influence, if any, on how ASR and ST systems
handle person names.

The experiments on balanced training sets (see
Table 5) confirm the above results, with an aver-
age accuracy difference of 2.78 for ASR and the
three ST language directions. In light of this, we
can conclude that, differently from the other two
factors, speakers’ nationality has negligible effects
on ASR/ST performance on person names.

Speaker ASR en-fr en-es en-it Avg.
UK 29.91 29.73 28.95 23.53 28.03
non-UK 33.33 22.75 25.51 19.40 25.25
∆Accuracy -3.42 6.98 3.43 4.13 2.78

Table 5: Token-level accuracy of person names uttered
by UK/non-UK speakers averaged over three runs with
balanced training sets.

4 Improving Person Name Translation

The previous section has uncovered that only two
of the three considered factors actually have a tan-
gible impact: the frequency in the training set, and
the referent nationality. The first issue can be tack-
led either by collecting more data, or by generating
synthetic instances (Alves et al., 2020; Zheng et al.,
2021). Fine-tuning the model on additional ma-
terial is usually a viable solution in the use case
of assisting interpreters since, during their prepa-
ration phase, they have access to various sources
of information (Díaz-Galaz et al., 2015), including
recordings of previous related sessions. Focusing
on the second issue, we hereby explore i) the cre-
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Monolingual Multilingual
ASR en-fr en-es en-it ASR en-fr en-es en-it

WER (↓) BLEU (↑) WER (↓) BLEU (↑)
Europarl-ST 13.65 32.42 34.11 25.72 13.29 33.92 35.59 26.55
MuST-C 11.17 32.81 27.18 22.81 11.86 33.34 27.72 23.02

Token-level Person Name Accuracy (↑) Avg. ∆
Overall 38.46 28.69 35.29 29.70 46.15 38.52 44.54 36.63 +8.43
UK 52.38 59.09 63.16 41.18 66.67 59.09 63.16 52.94 +6.51
non-UK 35.78 22.00 30.00 27.38 42.20 34.00 41.00 33.33 +8.84

Table 6: Transcription/translation quality measured respectively with WER and SacreBLEU7 (Post, 2018) and
token-level person name accuracy, both overall and divided into UK/non-UK referents. Avg. ∆ indicates the
difference between multilingual and monolingual systems averaged over the ASR and the three ST directions.

ation of models that are more robust to a wider
range of phonetic features and hence to names of
different nationalities (§4.1), and ii) the design of
solutions to close the gap between ASR and ST sys-
tems attested by previous work (Gaido et al., 2021)
and confirmed by our preliminary results shown in
Table 1 (§4.2).

4.1 Increasing Robustness to non-UK
Referents

As illustrated in §3.3, one cause of failure of our
ASR/ST models trained on English audio is the ten-
dency to force every sound to an English-like word,
distorting person names from other languages. Con-
sequently, we posit that a multilingual system,
trained to recognize and translate speech in dif-
ferent languages, might be more robust and, in turn,
achieve better performance on non-English names.

We test this hypothesis by training multilin-
gual ASR and ST models that are fed with audio
in different languages, and respectively produce
transcripts and translations (into French, Italian,
or Spanish in our case). The ST training data
(*→es/fr/it) consists of the en→es/fr/it sections
of MuST-C and the {nl, de, en, es, fr, it, pl, pt,
ro}→es/fr/it sections of Europarl-ST. Notice that,
in this scenario, the English source audio consti-
tutes more than 80% of the total training data, as
MuST-C is considerably bigger than Europarl-ST
and the English speeches in Europarl-ST are about
4 times those in the other languages.8 For ASR, we
use the audio-transcript pairs of the *-it training set
defined above. Complete details on our experimen-
tal settings are provided in the Appendix.??

We analyze the effect of including additional
languages both in terms of general quality (mea-
sured as WER for ASR, and BLEU for ST) and

7BLEU+c.mixed+#.1+s.exp+tok.13a+v.1.5.0
8For instance, in *-fr the training set amounts to 671 hours

of audio, 573 (i.e. 83%) having English audio.

in terms of person name transcription/translation
accuracy. Looking at the first two rows of Table
6, we notice that the improvements in terms of
generic translation quality (BLEU) are higher on
the Europarl-ST than on the MuST-C test set – most
likely because the additional data belongs to the
Europarl domain – while in terms of speech recog-
nition (WER) there is a small improvement for
Europarl-ST and a small loss for MuST-C. Turning
to person names (third line of the table), the gains
of the multilingual models (+8.43 accuracy on av-
erage) are higher and consistent between ASR and
the ST language pairs.

By dividing the person names into the two cat-
egories discussed in §3.3 – UK and non-UK ref-
erents – the results become less consistent across
language pairs. On ST into French and Spanish,
the accuracy of UK names remains constant, while
there are significant gains (respectively +12 and
+11) for non-UK names. These improvements
seem to support the intuition that models trained on
more languages learn a wider range phoneme-to-
grapheme mappings and so are able to better handle
non-English names. However, the results for ASR
and for ST into Italian seemingly contradict our hy-
pothesis, as they show higher improvements for UK
names (~11-14) than for non-UK names (~6-7).

We investigate this behavior by further divid-
ing the non-UK group into two sub-categories: the
names of referents whose native language is in-
cluded in the training set (“in-train” henceforth),
and those of referents whose native language is not
included in the training set (“out-of-train”). For
in-train non-UK names, the monolingual ASR ac-
curacy is 33.33 and is outperformed by the multilin-
gual counterpart by 16.66, i.e. by a margin higher
than that for UK names (14.29). For the out-of-
train names, instead, the gap between the mono-
lingual ASR accuracy (36.71) and the multilingual
ASR accuracy (39.24) is marginal (2.5). Similarly,
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Model WER (↓)
ASR

BLEU (↑) Person Accuracy
en-es en-fr en-it ASR en-es en-fr en-it ST Avg. ASR-ST

Base 13.29 35.86 33.99 26.80 46.15 44.54 38.52 36.63 39.90 6.25
Triangle 14.25 37.42 35.44 28.20 42.31 43.70 41.80 41.58 42.36 -0.05
λASR=0.8, λST =0.2 13.75 36.48 34.85 27.30 47.69 44.54 43.44 50.50 46.16 1.53

Table 7: WER (for ASR), SacreBLEU (for ST), and token-level person name accuracy computed on the NEuRoparl-
ST test set. For triangle models, ASR scores are computed on the transcript output of the *-it model, as throughout
the paper we evaluate ASR on the English transcript of the en-it section. ST Avg. is the the average accuracy on the
3 language pairs (en→es,fr,it) and ASR-ST is the difference between the ASR and the average ST accuracy.

for ST into Italian the in-train group accuracy im-
proves by 8.70 (from 34.78 to 43.48), while the
out-of-train group accuracy has a smaller gain of
4.92 (from 24.59 to 29.51). These results indicate
that adding a language to the training data helps the
correct handling of person names belonging to that
language, even when translating/transcribing from
another language. Further evidence is exposed in
§5, where we analyse the errors made by our sys-
tems and how their distribution changes between a
monolingual and a multilingual one.

4.2 Closing the Gap Between ASR and ST

The previous results – in line with those of Gaido
et al. (2021) – reveal a gap between ASR and
ST systems, although their task is similar when
it comes to person names. Indeed, both ASR and
ST have to recognize the names from the speech,
and produce them as-is in the output. Contextually,
Gaido et al. (2021) showed that neural MT models
are good at “copying” from the source or, in other
words, at estimating p(Y |T ) – where Y is the tar-
get sentence and T is the textual source sentence
– when Y and T are the same string. Hence, we
hypothesize that an ST model can close the per-
formance gap with the ASR by conditioning the
target prediction not only on the input audio, but
also on the generated transcript. Formally, this
means estimating p(Y |X,T ′), where T ′ denotes
a representation of the generated transcript, such
as the embeddings used to predict them; and this
estimation is what the triangle architecture (Anas-
tasopoulos and Chiang, 2018) actually does.

The triangle model is composed of a single en-
coder, whose output is attended by two decoders
that respectively generate the transcript (ASR de-
coder) and the translation (ST decoder). The ST
decoder also attends to the output embeddings (i.e.
the internal representation before the final linear
layer mapping to the output vocabulary dimension
and softmax) of the ASR decoder in all its layers.
In particular, the output of the cross-attention on

the encoder output and the cross-attention on the
ASR decoder output are concatenated and fed to a
linear layer. The model is optimized with a multi-
loss objective function, defined as follows:

L(X) = −
∑

x∈X

(
λASR ∗

∑

t∈Tx

log(pθ(ti|x, ti−1,...,0))

+ λST ∗
∑

y∈Yx

log(pθ(yi|x, T, yi−1,...,0))
)

where T is the target transcript, Y is the target
translation, and x is the input utterance. λASR and
λST are two hyperparameters aimed at controlling
the relative importance of the two tasks. Previ-
ous works commonly set them to 0.5, giving equal
importance to the two tasks (Anastasopoulos and
Chiang, 2018; Sperber et al., 2020). To the best of
our knowledge, ours is the first attempt to inspect
performance variations in the setting of these two
parameters, calibrating them towards the specific
needs arising from our application scenario.

In Table 7, we compare the multilingual models
introduced in §4.1 with triangle ST multilingual
models trained on the same data (second row). Al-
though the transcripts are less accurate (about +1
WER), the translations have higher quality (+1.4-
1.6 BLEU on the three language pairs). Person
names follow a similar trend: in the transcript the
accuracy is lower (-3.84), while in ST it increases
(on average +2.46). Interestingly, the accuracy
gap between ASR and ST is closed by the triangle
model (see the ASR-ST column), confirming our
assumption that neural models are good at copying.
However, due to the lower ASR accuracy (42.31),
the ST accuracy (42.36) does not reach that of the
base ASR model (46.15). The reason of this drop
can be found in the different kind of information
required by the ASR and ST tasks. Chuang et al.
(2020) showed that the semantic content of the ut-
terance is more important for ST, and that joint
ASR/ST training leads the model to focus more
on the semantic content of the utterance, yielding
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Figure 1: Correct person names and the categories of errors of the baseline and multilingual ASR systems.

BLEU gains at the expense of higher WER. As per-
son names are usually close in the semantic space
(Das et al., 2017), the higher focus on semantic con-
tent may be detrimental to their correct handling
and hence explain the lower person name accuracy.

In light of this observation, we experimented
with changing the weights of the losses in the tri-
angle training, assigning higher importance to the
ASR loss (third row of Table 7). In this configu-
ration, as expected, transcription quality increases
(-0.5 WER) at the expense of translation quality,
which decreases (-0.8 BLEU on average) but re-
mains higher than that of the base model. The accu-
racy of person names follows the trend of transcrip-
tion quality: the average accuracy on ST (46.16)
increases by 3.8 points over the base triangle model
(42.36), becoming almost identical to that of the
base ASR model (46.15). All in all, our solution
achieves the same person name accuracy of an ASR
base model without sacrificing translation quality
compared to a base ST system.

5 Error Analysis

While the goal is the correct rendering of person
names, not all the errors have the same weight. For
interpreters, for instance, minor misspellings of a
name may not be problematic, an omission can be
seen as a lack of help, but the generation of a wrong
name is harmful, as potentially distracting and/or
confusing. To delve into these aspects, we first
carried out a manual analysis on the ASR outputs
(§5.1) and then compared the findings with the
same analysis on ST outputs (§5.2).

5.1 ASR Analysis

Two authors with at least C1 English knowledge
and linguistic background annotated each error as-

signing it to a category.9 The categories, chosen
by analysing the system outputs, are: misspelling –
when a person name contains minor errors leading
to similar pronunciation (e.g. Kozulin instead of
Kazulin); replacement with a different name –
when a person name is replaced with a completely
different one in terms of spelling and/or pronuncia-
tion (e.g. Mr Muhammadi instead of Mr Allister);
replacement with other words – when a proper
person name is replaced by a common noun, other
parts of speech, and/or proper nouns that do not
refer to people, such as geographical names (e.g.
English Tibetan core instead of Ingrid Betancourt)
omission – when a person name, or part of a sen-
tence containing it, is ignored by the system.

The results of the annotations are summarized
in the graphs in Figure 1. Looking at the baseline
system (Figure 1a), we notice that omissions and
replacements with a different name are the most
common errors, closely followed by replacements
with other words, although for non-UK names the
number of misspellings is also significant. The mul-
tilingual system (Figure 1b) does not only show a
higher percentage of correct names, but also a dif-
ferent distribution of errors, in particular for the
names belonging to the languages added to the
training set (non-UK in train). Indeed, the mis-
spellings increase to the detriment of omissions
and replacements with a different name and other
words. Omissions also decrease for UK names and
for names in languages not included in the train-
ing set (non-UK not in train). For UK names, the
previously-missing names fall either into the cor-
rect names or into the replacements with a different
name; for the non-UK not in train, instead, they are

9The inter-annotator agreement on label assignments was
calculated using the kappa coefficient in Scott’s π formula-
tion (Scott, 1955; Artstein and Poesio, 2008), and resulted
in 87.5%, which means “almost perfect” agreement in the
standard interpretation (Landis and Koch, 1977).
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Figure 2: Correct person names and the categories of errors of the baseline and multilingual ST-into-Italian systems.
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Figure 3: Correct person names and the different cat-
egories of errors of the ST-into-Italian triangle system
with λASR=0.8, λST =0.2 expressed in percentages.

replaced by different names or other words.
Considering multilingual outputs, we observe

that for the languages in the training set (including
English), in 66% of the cases the system gener-
ates a name that could be helpful for an interpreter
(either correct or with minor misspellings). Con-
fusing/distracting outputs (i.e. replacements with a
different person name) occur in about 15% of the
cases. Future work should precisely assess whether
these scores are sufficient to help interpreters in
their job, or which level of accuracy is needed.

Moreover, we notice that the system is able to
discern when a person name should be generated
(either correct, misspelled, or replaced by a differ-
ent name) in more than 80% of the cases. This
indicates their overall good capability to recognize
patterns and/or appropriate contexts in which a per-
son name should occur.

5.2 ST Analysis

The same analysis was carried out for ST systems
translating into Italian (see Figure 2) by two na-
tive speakers, co-authors of this paper. Although
results are lower in general, when moving from the
monolingual (Figure 2a) to the multilingual (Fig-
ure 2b) system we can see similar trends to ASR,
with the number of omissions and replacements

with a different name that decreases in favor of a
higher number of correct names and misspellings.
Looking at the analysis of the triangle model with
λASR=0.8, λST=0.2 presented in §4.2 (Figure 3),
we observe that misspellings, omissions, and re-
placements with other words diminish, while cor-
rect names increase. Moreover, both the accuracy
(i.e. correct in the graphs) and the error distri-
butions of this system are similar to those of the
ASR multilingual model (Figure 1b). On one side,
this brings to similar conclusions, i.e. ST models
can support interpreters in ∼66% of the cases, and
can discern when a person name is required in the
translation in ∼80% of the cases. On the other,
it confirms that the gap with the ASR system is
closed, as observed in §4.2.

6 Conclusions

Humans and machines have different strengths and
weaknesses. Nonetheless, we have shown that
when it comes to person names in speech, they
both struggle in handling names in languages they
do not know and names that they are not used to
hear. This finding seems to insinuate that humans
cannot expect help from machines in this regard,
but we demonstrated that there is hope, moving the
first steps toward ST systems that can better handle
person names. Indeed, since machines are faster
learners than humans, we can train them on more
data and more languages. Moreover, we can design
dedicated architectural solutions aimed to add an
inductive bias and to improve the ability to handle
specific elements. Along this line of research, we
have shown that a multilingual ST model, which
jointly predicts the transcript and conditions the
translation on it, has relative improvements in per-
son name accuracy by 48% on average. We also
acknowledge that much work is still needed in this
area, with large margin of improvements available,
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especially to avoid the two most common type of
errors pointed out by our analysis: omissions and
replacements with different person names.
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mediate dimension of the feed forward networks,
and 8 heads. In the case of the triangle model, we
keep the same settings and the configurations are
the same for the two decoders. The number of pa-
rameters is ∼74M for the base system and ∼117M
for the triangle model.

We filter out samples whose audio segment lasts
more than 30s, extract 80 features from audio seg-
ments, normalize them at utterance level, and apply
SpecAugment (Park et al., 2019). The target text
is segmented into BPE (Sennrich et al., 2016) sub-
words using 8,000 merge rules (Di Gangi et al.,
2020) with SentencePience (Kudo and Richardson,
2018).

Models are optimized with Adam (Kingma and
Ba, 2015) to minimize the label smoothed cross
entropy (Szegedy et al., 2016). The learning rate
increases up to 1e-3 for 10,000 warm-up updates,
then decreases with an inverse square-root sched-
uler. We train on 4 K80 GPUs with 12GB of RAM,
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using mini-batches containing 5,000 tokens, and
accumulating the gradient for 16 mini-batches. We
average 5 checkpoints around the best on the val-
idation loss. All trainings last ∼4 days for the
multilingual systems, and ∼3 days for the base
system.
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Abstract

As the amount of audio-visual content in-
creases, the need to develop automatic cap-
tioning and subtitling solutions to match the
expectations of a growing international au-
dience appears as the only viable way to
boost throughput and lower the related post-
production costs. Automatic captioning and
subtitling often need to be tightly intertwined
to achieve an appropriate level of consistency
and synchronization with each other and with
the video signal. In this work, we assess a
dual decoding scheme to achieve a strong cou-
pling between these two tasks and show how
adequacy and consistency are increased, with
virtually no additional cost in terms of model
size and training complexity.

1 Introduction

As the amount of online audio-visual content con-
tinues to grow, the need for captions and subtitles1

in multiple languages also steadily increases, as it
widens the potential audience of these contents.

T

S

T

S

C

T

S

C

T

C,S

a. b. c. d.

Figure 1: A graphical view of various captioning and
subtitling strategies. T refers to transcripts. C and S
respectively denote captions and subtitles.

1We use ‘caption’ to refer to a text written in the same
language as the audio and ‘subtitle’ when translated into an-
other language. Captions, which are often meant for viewers
with hearing difficulties, and subtitles, which are produced for
viewers with an imperfect command of the source language,
may have slightly different traits, that we ignore here.

Both activities are closely related: human sub-
title translators often generate subtitles directly
based on the original captions without viewing or
listening to the original audio/video file. This strat-
egy however runs the risk of amplifying, in the
subtitle approximations, simplifications or errors
present in the captioning. It may even happen that
both texts need to be simultaneously displayed on
screen: for instance, in countries with several offi-
cial languages, or to help foreign language learners.
This means that captions and subtitles need to be
consistent not only with the video content, but also
with each other. It also implies that they should
be synchronized (Karakanta et al., 2021). Finally,
even in scenarios where only subtitles would be
needed, generating captions at the same time may
still help to better check the correctness of subtitles.

Early approaches to automatic subtitling (e.g.
Piperidis et al., 2004) also assumed a pipeline ar-
chitecture (Figure 1 (b)), where subtitles are trans-
lated from captions derived from automatic speech
transcripts. A recent alternative (Figure 1 (a)),
which mitigates cascading errors, is to indepen-
dently perform captioning and subtitling in an end-
to-end manner (Liu et al., 2020; Karakanta et al.,
2020a); the risk however is to generate inconsisten-
cies (both in alignment and content) between the
two textual streams. This approach might also be
limited by the lack of appropriate training resources
(Sperber and Paulik, 2020). Various ways to further
strengthen the interactions between these tasks by
sharing parameters or loss terms are evaluated by
Sperber et al. (2020). Figure 1 (c) illustrates these
approaches.

In this work, we explore an even tighter inte-
gration consisting of simultaneously generating
both captions and subtitles from automatic speech
recognition (ASR) transcripts using one single dual
decoding process (Zhou et al., 2019; Wang et al.,
2019; Le et al., 2020; He et al., 2021; Xu and Yvon,
2021), illustrated in Figure 1 (d). Generally speak-
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Transcript i ’m combining specific types of signals the mimic how our body response to in an injury to help
us regenerate

Caption I’m combining specific types of signals [eob] that mimic how our body responds to injury [eol] to
help us regenerate. [eob]

Subtitle Je combine différents types de signaux [eob] qui imitent la réponse du corps [eol] aux blessures pour
nous aider à guérir. [eob]

Table 1: Example of a triplet (transcript, caption, subtitle) from our tri-parallel data. Differences between transcript
and caption are in bold.

ing, automatically turning ASR transcripts into
full-fledged captions involves multiple changes,
depending on the specification of the captioning
task. In our case, this transformation comprises
four main aspects: segmentation for display (via
tag insertion), removal of certain features from spo-
ken language (eg. fillers, repetitions or hesitations),
ASR errors correction, and punctuation prediction.
The transcript-to-subtitle task involves the same
transformations, with an additional translation step
to produce text in another language. Table 1 il-
lustrates the various transformations that occur be-
tween input transcripts and the corresponding out-
put segments.

As our experiments suggest, a tighter integration
not only improves the quality and the consistency
of captions and subtitles, but it also enables a better
use of all available data, with hardly any impact
on model size or training complexity. Our main
contributions are the following: (i) we show that
simultaneously generating captions and subtitles
can improve performance in both languages, report-
ing significant improvements in BLEU score with
respect to several baselines; (ii) we initialize dual
decoder from a standard encoder-decoder model
trained with large scale data, thereby mitigating
the data scarcity problem; (iii) we explore a new
parameter sharing scheme, where the two decoders
share all their parameters, and achieve comparable
performance at a much reduced model size in our
experimental conditions; (iv) using 2-round decod-
ing, we show how to alleviate the exposure bias
problem observed in dual decoding, leading to a
clear boost in performance.

2 Dual Decoding

2.1 Model

In a nutshell, dual decoding aims to generate two
output sentences e1 and e2 for each input sentence
f . This means that instead of having two indepen-
dent models (Eq. (1)), the generation of each target

is influenced by the other output (Eq. (2)):

P (e1, e2|f) =
T∏

t=1

P (e1t |f , e1<t)P (e
2
t |f , e2<t) (1)

P (e1, e2|f) =
T∏

t=1

P (e1t |f , e1<t, e
2
<t)×

P (e2t |f , e1<t, e
2
<t), (2)

where T = max(|e1|, |e2|).
In our experiments, ASR transcripts are consid-

ered as the source language while captions and
subtitles are the two target languages (Wang et al.,
2019; He et al., 2021; Xu and Yvon, 2021). The
dual decoder model has also been proposed in sev-
eral application scenarios other than multi-target
translation such as bi-directional translation (Zhou
et al., 2019; Zhang et al., 2020a; He et al., 2021),
and also to simultaneously generate transcripts and
translations from the audio source (Le et al., 2020).

To implement the interaction between the two
decoders, we mostly follow Le et al. (2020) and
Xu and Yvon (2021) who add a decoder cross-
attention layer in each decoder block, so that the
hidden states of previous layers of each decoder
H1

l and H2
l can attend to each other. The decoder

cross-attention layers take the form:2

H1
l+1 = Attention(H1

l , H
2
l , H

2
l )

H2
l+1 = Attention(H2

l , H
1
l , H

1
l )

Both decoders are thus fully synchronous since
each requires the hidden states of the other to com-
pute its own hidden states.

2.2 Sharing Decoders
One weakness of the dual decoder model is that
it contains two separate decoders, yielding an in-
creased number of parameters (×1.6 in our models
w.r.t. standard translation models). Inspired by

2We define the Attention(Q,K, V ) function as in
(Vaswani et al., 2017) as a function of three arguments stand-
ing respectively for Query, Key and Value.
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the idea of tying parameters in embedding matrices
(Inan et al., 2017; Press and Wolf, 2017), we extend
the dual decoder model by sharing all the parame-
ters matrices in the two decoders: in this way, the
total number of parameters remains close to that of
a standard translation model (×1.1), since the only
increase comes from the additional decoder cross-
attention layer. When implementing inference with
this multilingual shared decoder, we prefix each
target sentence with a tag indicating the intended
output (captioning or subtitling).

2.3 Training and Fine-tuning
The dual decoder model is trained using a joint loss
combining the log-likelihood of the two targets:

L(θ) =
∑

D

(

|e1|∑

t=1

logP (e1t |e1<t, e
2
<t, f ; θ)

+

|e2|∑

t=1

logP (e2t |e2<t, e
1
<t, f ; θ)) ,

where θ represents the set of parameters. Training
this model requires triplets of instances associating
one source with two targets. Such resources are dif-
ficult to find and the largest tri-parallel open source
corpus we know of is the MuST-Cinema dataset
(Karakanta et al., 2020b), which is clearly smaller
than what exists to separately train automatic tran-
scription or translation systems.

In order to leverage large scale parallel trans-
lation data for English-French, we adopt a fine-
tuning strategy where we initially pre-train a stan-
dard (encoder-decoder) translation model using all
available resources, which serves to initialize the
parameters of our dual decoder model. As the dual
decoder network employs two decoders with shared
parameters, we use also the decoder of the pre-
trained model to initialize this subnetwork. Fine-
tuning is performed on a tri-parallel corpus. We
discuss the effect of decoder initialization in Sec-
tion 3.4.1. Finally, for all fine-tuned models, the
decoder cross-attention layer which binds the two
decoders together is always randomly initialized.

3 Experiments

3.1 Datasets and Resources
For our experiments, we use MuST-Cinema3

(Karakanta et al., 2020b), a multilingual Speech-
to-Subtitles corpus compiled from TED talks, in

3https://ict.fbk.eu/must-cinema/

which subtitles contain additional segmentation
tags indicating changes of screen ([eob]) or line
([eol]). Our experiments consider the transla-
tion from English (EN) into French (FR). Our tri-
parallel data also includes a pre-existing unpunc-
tuated ASR output generated by Karakanta et al.
(2020a), which achieves a WER score of 39.2% on
the MuST-Cinema test set speech transcripts (de-
tails in Appendix A). For pre-training, we use all
available WMT14 EN-FR data. During fine-tuning,
we follow the recommendations and procedures of
Zhou et al. (2019); Wang et al. (2019); He et al.
(2021); Xu and Yvon (2021), and use synthetic
tri-parallel data, in which we alternatively replace
one of the two target side references by hypotheses
generated from the baseline system for the corre-
sponding direction via forward-translation. For
more details about synthetic tri-parallel data gener-
ation, we refer to (Zhou et al., 2019; Xu and Yvon,
2021). We tokenize all data with Moses scripts and
use a shared source-target vocabulary of 32K Byte
Pair Encoding units (Sennrich et al., 2016) learned
with subword-nmt.4

3.2 Experimental Settings
We implement the dual decoder model based on
the Transformer (Vaswani et al., 2017) model us-
ing fairseq5 (Ott et al., 2019).6 All models are
trained until no improvement is found for 4 con-
secutive checkpoints on the development set, ex-
cept for the EN→FR pre-trained translation model
which is trained during 300k iterations (further de-
tails in Appendix B). We mainly measure perfor-
mance with SacreBLEU (Post, 2018);7 TER and
BERTScores (Zhang et al., 2020b) are also reported
in Appendix D. Segmentation tags in subtitles are
taken into account and BLEU scores are computed
over full sentences. In addition to BLEU score,
measuring the consistency between captions and
subtitles is also an important aspect. We reuse the
structural and lexical consistency score proposed
by Karakanta et al. (2021). Structural consistency
measures the percentage of utterances having the
same number of blocks in both languages, while
lexical scores count the proportion of words in the
two languages that are aligned in the same block

4https://github.com/rsennrich/
subword-nmt

5https://github.com/pytorch/fairseq
6Our implementation is open-sourced at https://

github.com/jitao-xu/dual-decoding
7BLEU+case.mixed+numrefs.1+smooth.exp+tok.13a+

version.1.5.1
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(refer to Appendix C for additional details).
We call the dual decoder model dual. Baseline

translation models trained separately on each direc-
tion (Ten→Cen,Ten→Sfr) are denoted by base.
To study the effectiveness of dual decoding, we
mainly compare dual with a pipeline system.
The latter uses the base model to produce cap-
tions which are then translated into subtitles using
an independent system trained to translate from
caption to subtitle (Ten→Cen→Sfr).

Like the dual model, base and pipeline
systems also benefit from pre-training. For the
former, we pre-train the direct transcript-to-subtitle
translation model (Ten→Sfr); for pipeline, the
caption-to-subtitle model (Cen→Sfr) is pre-trained,
while the first step (Ten→Cen) remains as in the
base system. Note that all fine-tuned systems
start with the same model pre-trained using WMT
EN-FR data.

3.3 Main Results

BLEU Consistency
Model EN FR Avg Struct. Lex.
base 55.7 23.9 39.8 55.3 70.7
base +FT 55.7 24.9 40.3 54.5 71.4
pipeline 55.7 23.6 39.7 95.7 96.0
pipeline +FT 55.7 24.2 40.0 98.4 98.3
dual +FT 56.9 25.6 41.3 65.1 79.1
share +FT 56.5 25.8 41.2 66.7 80.0

Table 2: BLEU scores for captions (EN) and subti-
tles (FR), with measures of structural and lexical con-
sistency between the two hypotheses. These scores
are in percentage (higher is better). The base and
pipeline settings are trained from scratch with origi-
nal data. share refers to tying all decoder parameters.

We only report in Table 2 the performance of
the two baselines and fine-tuned (+FT) models,
as our preliminary experiments showed that train-
ing the dual decoder model with only tri-parallel
data was not optimal. The BLEU score of the do
nothing baseline, which copies the source ASR
transcripts to the output, is 28.0, which suggests
that the captioning task actually involves much
more transformations than simply inserting seg-
mentation tags. We see that fine-tuning improves
subtitles generated by base and pipeline sys-
tems by∼1 BLEU. Our dual decoder model, after
fine-tuned using synthetic tri-parallel data, respec-
tively outperforms base+FT by 0.7 BLEU, and
pipeline+FT by 1.4 BLEU. Sharing all parame-
ters of both decoders yields further increase of 0.2

BLEU, with about one third less parameters.
We also measure the structural and lexical con-

sistency between captions and subtitles gener-
ated by our systems (see Table 2). As expected,
pipeline settings always generate very consis-
tent pairs of captions and subtitles, as subtitles are
direct translations of the captions; all other meth-
ods generate both outputs from the ASR transcripts.
dual models do not perform as well, but are still
able to generate captions and subtitles with a much
higher structural and lexical consistency between
the two outputs than in the base systems. Xu and
Yvon (2021) show that dual decoder models gener-
ate translations that are more consistent in content.
We further show here that our dual models gener-
ates hypotheses which are also more consistent in
structure. Examples output captions and subtitles
are in Appendix E.

3.4 Analyses and Discussions
3.4.1 The Effect of Fine-tuning
As the pre-trained uni-directional translation model
has never seen sentences in the source language on
the target side, we first only use it to initialize the
subtitling decoder, and use a random initialization
for the captioning decoder. To study the effect of
initialization, we conduct an ablation study by com-
paring three settings: initializing only the subtitling
decoder, both decoders or the shared decoder (see
Table 3). Initializing both decoders brings improve-
ments in both directions, with a gain of 1.6 BLEU
for captioning and 0.3 BLEU for subtitling. More-
over, sharing parameters between decoders further
boost the subtitling performance by 0.2 BLEU. As
it seems, the captioning decoder also benefits from
a decoder pre-trained in another language.

Model EN FR Avg
dual 1-decoder +FT 55.3 25.3 40.3
dual +FT 56.9 25.6 41.3
share +FT 56.5 25.8 41.2

Table 3: BLEU scores for multiple initializations.

3.4.2 Exposure Bias
Due to error accumulations in both decoders, the
exposure bias problem seems more severe for dual
decoder model than for regular translation models
(Zhou et al., 2019; Zhang et al., 2020a; Xu and
Yvon, 2021). These authors propose to use pseudo
tri-parallel data with synthetic references to allevi-
ate this problem. We analyze the influence of this
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exposure bias issue in our application scenario.
To this end, we compare fine-tuning the dual

model with original vs artificial tri-parallel data.
For simplicity, we only report in Table 4 the av-
erage BLEU scores of captioning and subtitling.
Results show that fine-tuning with the original data
(w.real) strongly degrades the automatic metrics for
the generated text , resulting in performance that
are worse than the baseline.

Model Normal 2-round Ref
dual +FT w.real 39.2 40.9 45.0
share +FT w.real 38.6 40.1 43.9
dual +FT 41.3 41.2 41.0
share +FT 41.2 40.9 40.5

Table 4: Performance of various decoding methods. All
BLEU scores are averaged over the two outputs. 2-
round (resp. Ref ) refers to decoding with model pre-
dictions (resp. references) as forced prefix in one direc-
tion.

In another set of experiments, we follow Xu and
Yvon (2021) and perform asynchronous 2-round
decoding. We first decode the dual models to ob-
tain hypotheses in both languages e′1 and e′2. Dur-
ing the second decoding round, we use the output
English caption e′1 as a forced prefix when gen-
erating the French subtitles e′′2 . The final English
caption e′′1 is obtained similarly. Note that when
generating the t-th token in e′′2 , the decoder cross-
attention module only attends to the t first tokens
of e′1, even though the full of e′1 is actually known.
The 2-round scores for e′′1 and e′′2 are in Table 4,
and compared with the optimal situation where
we use references instead of model predictions as
forced prefix in the second round (in col. ‘Ref’).

Results in Table 4 suggest that dual decoder mod-
els fine-tuned with original data (w.real) are quite
sensible to exposure bias, which can be mitigated
with artificial tri-parallel data. Their performance
can however be improved by ∼1.5 BLEU when
using 2-round decoding, thereby almost closing the
initial gap with models using synthetic data. The
latter approach is overall slightly better and also
more stable across decoding configurations.

4 Conclusion

In this paper, we have explored dual decoding to
jointly generate captions and subtitles from ASR
transcripts. Experimentally, we found that dual
decoding improves translation quality for both cap-
tioning and subtitling, while delivering more con-

sistent output pairs. Additionally, we showed that
(a) model sharing on the decoder side is viable
and effective, at least for related languages; (b) ini-
tializing with pre-trained models vastly improves
performance; (c) 2-round decoding allowed us to
mitigate the exposure bias problem in our model.
In the future, we would like to experiment on more
distant language pairs to validate our approach in a
more general scenario.
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A Data Processing Details

For the English to French language pair, MuST-
Cinema8 (Karakanta et al., 2020b) contains 275k
sentences for training and 1079 and 544 lines for
development and testing, respectively. The ASR
system used by Karakanta et al. (2020a) to produce
transcripts was based on the KALDI toolkit (Povey
et al., 2011), and had been trained on the clean
portion of LibriSpeech (Panayotov et al., 2015)
(∼460h) and a subset of MuST-Cinema (∼450h).
In order to emulate a real production scenario, we
segment these transcripts as if they were from an
ASR system performing segmentation based on
prosody. As this kind of system tends to produce
longer sequences compared to typical written text
(Cho et al., 2012), we randomly concatenate the En-
glish captions into longer sequences, to which we
align the ASR transcripts using the conventional
edit distance, thus adding a subsegmentation as-
pect to the translation task. Edit distance computa-
tions are based on a Weighted Finite-State Trans-
ducer (WSFT), implemented with Pynini (Gorman,
2016), which represents editing operations (match,
insertion, deletion, replacement) at the character
level, with weights depending on the characters
and the previous operation context. After compos-
ing the edit WFST with the transcript string and

8License: CC BY-NC-ND 4.0

the caption string, the optimal operation sequence
is computed using a shortest-distance algorithm
(Mohri, 2002). The number of sentences to be
concatenated is sampled normally, with an aver-
age around of 2. This process results in 133k, 499
and 255 lines for training, development and testing,
respectively.

For pre-training, we use all available WMT14
EN-FR data,9 in which we discard sentence
pairs with invalid language label as computed by
fasttext language identification model10 (Bo-
janowski et al., 2017). This pre-training data con-
tains 33.9M sentence pairs.

B Experimental Details

We build our dual decoder model with a hidden
size of 512 and a feedforward size of 2048. We
optimize with Adam, set up with a maximum learn-
ing rate of 0.0007 and an inverse square root decay
schedule, as well as 4000 warmup steps. For fine-
tuning, we use Adam with a fixed learning rate of
8e−5. For all models, we share lexical embeddings
between the encoder and the input and output de-
coder matrices. All models are trained with mixed
precision and a batch size of 8192 tokens on 4
V100 GPUs.

The two models in the base setting are
trained separately using transcript→caption and
transcript→subtitle data. The second model
of the pipeline setting is trained using
caption→subtitle data. When performing fine-
tuning, we first pre-train an EN→FR translation
model pre-train using WMT EN-FR data.
For base+FT setting, the transcript→subtitle
model is fine-tuned from pre-train, while the
transcript→caption is the same as base since lan-
guages on both source and target sides are English.
For pipeline+FT, the caption→subtitle model
is fine-tuned from pre-train. For dual+FT,
the encoder and the two decoders are fine-tuned
from the same pre-train model. The decoder
cross-attention layers cannot be fine-tuned and are
randomly initialized. Due to computation limits,
we are not able to conduct multiple runs for our
models. However, all results are obtained by us-
ing the parameters averaged over the last 5 check-
points.

9https://statmt.org/wmt14
10https://dl.fbaipublicfiles.com/

fasttext/supervised-models/lid.176.bin
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C Consistency Score

Consider the following example from (Karakanta
et al., 2021):

0:00:50,820, 00:00:53,820

To put the assumptions very clearly:

Enonçons clairement nos hypothèses : le capitalisme,

00:00:53,820, 00:00:57,820

capitalism, after 150 years, has become acceptable,

après 150 ans, est devenu acceptable, au même titre

00:00:58,820, 00:01:00,820

and so has democracy.

que la democratie.

As defined by Karakanta et al. (2021), for the
stuctural consistency, both captions (EN) and sub-
titles (FR) have the same number of 3 blocks.
For lexical consistency, there are 6 tokens of the
subtitles which are not aligned to captions in the
same block: “le capitalisme ,” , “au même titre”.
The LexC→S is calculated as the percentage of
aligned words normalized by number of words in
the caption. Therefore, LexC→S = 20

22 = 90.9%;
the computation is identical in the other direc-
tion, yielding LexS→C = 17

23 = 73.9%, the av-
erage lexical consistency of this segment is thus
Lexpair =

LexC→S+LexS→C
2 = 82.4%.

When computing the lexical consistency be-
tween captions and subtitles, we use the WMT14
EN-FR data to train an alignment model using
fast_align11 (Dyer et al., 2013) in both di-
rections and use it to predict word alignments for
model outputs.

D Additional Metric

Table 5 reports TER and BERTScores12 (Zhang
et al., 2020b). Note that for BERTScores, we re-
move segmentation tokens ([eob] and [eol]) from
hypotheses and references, as special tokens are
out-of-vocabulary for pre-trained BERT models.

E Examples

Some examples of dual decoding improving the
quality of both captioning and subtitling compared
to the pipeline system are in Table 6.

11https://github.com/clab/fast_align
12https://github.com/Tiiiger/bert_score
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TER ↓ BERTScore-F1 ↑ BLEU ↑ Consistency ↑
Model EN FR Avg EN FR Avg EN FR Avg Struct. Lex.
base 0.264 0.662 0.463 0.7346 0.3961 0.5654 55.7 23.9 39.8 55.3 70.7
base +FT 0.264 0.654 0.459 0.7346 0.4026 0.5686 55.7 24.9 40.3 54.5 71.4
pipeline 0.264 0.650 0.457 0.7346 0.3912 0.5629 55.7 23.6 39.7 95.7 96.0
pipeline +FT 0.264 0.652 0.458 0.7346 0.3924 0.5635 55.7 24.2 40.0 98.4 98.3
dual +FT 0.256 0.640 0.448 0.7378 0.4074 0.5726 56.9 25.6 41.3 65.1 79.1
share +FT 0.259 0.640 0.450 0.7396 0.4066 0.5731 56.5 25.8 41.2 66.7 80.0

Table 5: TER, BERTScore and BLEU scores for captions (EN) and subtitles (FR), with measures of structural and
lexical consistency between the two hypotheses. The base and pipeline settings are trained from scratch with
original data. share refers to tying all decoder parameters. Signature of BERTScore (EN): microsoft/deberta-
xlarge-mnli_L40_no-idf_version=0.3.11(hug_trans=4.10.3)-rescaled_fast-tokenizer. Signature of BERTScore
(FR): bert-base-multilingual-cased_L9_no-idf_version=0.3.11(hug_trans=4.10.3)-rescaled_fast-tokenizer.

Source take time to write down your values your objectives and your key results do it today
EN pipeline +FT Take time to write down [eol] your values, your objectives, [eob] and your key results do

it today. [eob]
EN share +FT Take time to write down your values, [eol] your objectives, [eob] and your key results do

it today. [eob]
EN ref Take time to write down your values, [eob] your objectives and your key results. [eob]

Do it today. [eob]
FR pipeline +FT Prenez le temps d’écrire vos valeurs, [eol] vos objectifs, [eob] et vos principaux résultats

[eol] le font aujourd’hui. [eob]
FR share +FT Prenez le temps d’écrire vos valeurs, [eob] vos objectifs et vos résultats clés. [eob]

Faites-le aujourd’hui. [eob]
FR ref Prenez le temps d’écrire vos valeurs, [eob] vos objectifs et vos résultats clés. [eob]

Faites-le aujourd’hui. [eob]
Source and as it turns out what are you willing to give up is exactly the right question to ask
EN pipeline +FT And as it turns out, what are you willing [eol] to give up is exactly [eob] the right question

to ask? [eob]
EN share +FT And as it turns out, what are you willing [eol] to give up [eob] is exactly the right question

to ask? [eob]
EN ref And as it turns out, [eob] "What are you willing to give up?" [eob] is exactly the right

question to ask. [eob]
FR pipeline +FT Et il s’avère que ce que vous voulez abandonner [eol] est exactement [eob] la bonne

question à poser ? [eob]
FR share +FT Et il s’avère que ce que vous voulez abandonner [eob] est exactement la bonne question à

poser. [eob]
FR ref Et il s’avère que [eob] « Qu’êtes-vous prêts à abandonner ? » [eob] est exactement la

question à poser. [eob]

Table 6: Examples of dual decoding improving both captioning and subtitling. Major improvements are marked in
bold.
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Abstract
Word alignment is essential for the downstream
cross-lingual language understanding and gen-
eration tasks. Recently, the performance of
the neural word alignment models (Garg et al.,
2019; Ding et al., 2019; Zenkel et al., 2020)
has exceeded that of statistical models. How-
ever, they heavily rely on sophisticated trans-
lation models. In this study, we propose a su-
per lightweight unsupervised word alignment
model named MirrorAlign, in which a bidirec-
tional symmetric attention trained with a con-
trastive learning objective is introduced, and
an agreement loss is employed to bind the
attention maps, such that the alignments fol-
low mirror-like symmetry hypothesis. Exper-
imental results on several public benchmarks
demonstrate that our model achieves compet-
itive, if not better, performance compared to
the state of the art in word alignment while
significantly reducing the training and decod-
ing time on average. Further ablation analysis
and case studies show the superiority of our
proposed MirrorAlign. Notably, we recognize
our model as a pioneer attempt to unify bilin-
gual word embedding and word alignments.
Encouragingly, our approach achieves 16.4×
speedup against GIZA++, and 50× parameter
compression compared with the Transformer-
based alignment methods. We release our code
to facilitate the community1.

1 Introduction

Word alignment, aiming to find the word-level cor-
respondence between a pair of parallel sentences,
is a core component of the statistical machine trans-
lation (Brown et al., 1993, SMT). It also has ben-
efited several downstream tasks, e.g., computer-
aided translation (Dagan et al., 1993), semantic
role labeling (Kozhevnikov and Titov, 2013), cross-
lingual dataset creation (Yarowsky et al., 2001),
cross-lingual modeling (Ding et al., 2020a), and
cross-lingual text generation (Zan et al., 2022).

1https://github.com/moore3930/MirrorAlign

Figure 1: Two examples of word alignment. The upper
and bottom cases are the Chinese and Japanese refer-
ences, respectively.

Recently, in the era of neural machine transla-
tion (Bahdanau et al., 2015; Vaswani et al., 2017,
NMT), the attention mechanism plays the role of
the alignment model in translation system. Un-
fortunately, Koehn and Knowles (2017) show that
attention mechanism may in fact dramatically di-
verge with word alignment. The works of Ghader
and Monz (2017); Li et al. (2019) also confirm this
finding.

Although there are some studies attempt to miti-
gate this problem, most of them are rely on a sophis-
ticated translation architecture (Garg et al., 2019;
Zenkel et al., 2020). These methods are trained
with a translation objective, which computes the
probability of each target token conditioned on
source tokens and previous target tokens. This will
bring tremendous parameters and noisy alignments.
Most recent work avoids the noisy alignment of
translation models but employed too much expen-
sive human-annotated alignments (Stengel-Eskin
et al., 2019). Given these disadvantages, simple
statistical alignment tools, e.g., FastAlign (Dyer
et al., 2013) and GIZA++ (Och and Ney, 2003)2,
are still the most representative solutions due to
their efficiency and unsupervised fashion. We ar-
gue that the word alignment task, intuitively, is
much simpler than translation, and thus should be
performed before translation rather than inducing

2GIZA++ employs the IBM Model 4 as default setting.
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alignment matrix with heavy neural machine trans-
lation models. For example, the IBM word align-
ment model, e.g., FastAlign, is the prerequisite of
SMT. However, related research about lightweight
neural word alignment without NMT is currently
very scarce.

Inspired by cross-lingual word embeddings (Lu-
ong et al., 2015b, CLWEs), we propose to im-
plement a super lightweight unsupervised word
alignment model in Section 3, named MirrorAlign,
which encourages the embedding distance between
aligned words to be closer. We also provide the
theoretical justification from mutual information
perspective for our proposed contrastive learning
objective in Section 3.4, demonstrating the rea-
sonableness of our method. Figure 1 shows an
English sentence, and its corresponding Chinese
and Japanese sentences, and their word alignments.
The links indicate the correspondence between
English⇔Chinese and English⇔Japanese words.
If the Chinese word “举行” can be aligned to En-
glish word “held”, the reverse mapping should also
hold. Specifically, a bidirectional attention mech-
anism with contrastive estimation is proposed to
capture the alignment between parallel sentences.
In addition, we employ an agreement loss to con-
strain the attention maps such that the alignments
follow symmetry hypothesis (Liang et al., 2006).

Our contributions can be summarized as follows:

• We propose a super lightweight unsupervised
alignment model (MirrorAlign), even merely
updating the embedding matrices, achieves
better alignment quality on several public
benchmark datasets compare to baseline mod-
els while preserving comparable training effi-
ciency with FastAlign.

• To boost the performance of our model, we
design a theoretically and empirically proved
bidirectional symmetric attention with con-
trastive learning objective for word alignment
task, in which we introduce extra objective to
follow the mirror-like symmetry hypothesis.

• Further analysis show that the by-product of
our model in training phase has the ability
to learn bilingual word representations, which
endows the possibility to unify these two tasks
in the future.

2 Related Work

Word alignment studies can be divided into two
classes:

Statistical Models Statistical alignment models
directly build on the lexical translation models of
(Brown et al., 1993), also known as IBM models.
The most popular implementation of this statis-
tical alignment model is FastAlign (Dyer et al.,
2013) and GIZA++ (Och and Ney, 2000, 2003).
For optimal performance, the training pipeline
of GIZA++ relies on multiple iterations of IBM
Model 1, Model 3, Model 4 and the HMM align-
ment model (Vogel et al., 1996). Initialized with
parameters from previous models, each subsequent
model adds more assumptions about word align-
ments. Model 2 introduces non-uniform distortion,
and Model 3 introduces fertility. Model 4 and the
HMM alignment model introduce relative distor-
tion, where the likelihood of the position of each
alignment link is conditioned on the position of
the previous alignment link. FastAlign (Dyer et al.,
2013), which is based on a reparametrization of
IBM Model 2, is almost the existing fastest word
aligner, while keeping the quality of alignment.

In contrast to GIZA++, our model achieves
nearly 15× speedup during training, while achiev-
ing the comparable performance. Encouragingly,
our model is at least 1.5× faster to train than FastAl-
ign and consistently outperforms it.

Neural Models Most neural alignment ap-
proaches in the literature, such as Alkhouli et al.
2018, rely on alignments generated by statistical
systems that are used as supervision for training the
neural systems. These approaches tend to learn to
copy the alignment errors from the supervising sta-
tistical models. Zenkel et al. (2019) use attention
to extract alignments from a dedicated alignment
layer of a neural model without using any output
from a statistical aligner, but fail to match the qual-
ity of GIZA++. Garg et al. (2019) represents the
current state of the art in word alignment, outper-
forming GIZA++ by training a single model that
is able to both translate and align. This model is
supervised with a guided alignment loss, and ex-
isting word alignments must be provided to the
model during training. Garg et al. (2019) can pro-
duce alignments using an end-to-end neural train-
ing pipeline guided by attention activations, but
this approach underperforms GIZA++. The perfor-
mance of GIZA++ is only surpassed by training
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Figure 2: Illustration of MirrorAlign, where a pair of sentences are given as example. Each xi and yj are the
representation of words in source and target part respectively. Given yj , we can calculate context vector in source
part. The NCE training objective is encouraging the dot product of this context vector and yj to be large. The
process in the other direction is consistent. By stacking all of the soft weights, two attention maps As→t and At→s

can be produced, which will be bound by an agreement loss to encourage symmetry.

the guided alignment loss using GIZA++ output.
Stengel-Eskin et al. (2019) introduce a discrimina-
tive neural alignment model that uses a dot-product-
based distance measure between learned source and
target representation to predict if a given source-
target pair should be aligned. Alignment decisions
are conditioned on the neighboring decisions using
convolution. The model is trained using gold align-
ments. Zenkel et al. (2020) uses guided alignment
training, but with large number of modules and pa-
rameters, they can surpass the alignment quality of
GIZA++.

They either use translation models for alignment
task, which introduces a extremely huge number of
parameters (compared to ours), making the train-
ing and deployment of the model cumbersome. Or
they train the model with the alignment supervision,
however, these alignment data is scarce in practice
especially for low resource languages. These set-
tings make above approaches less versatile.

Instead, our approach is fully unsupervised at
word level, that is, it does not require gold align-
ments generated by human annotators during train-
ing. Moreover, our model achieves comparable
performance and is at least 50 times smaller than
theirs, i.e., #Parameters: 4M (ours) vs. 200M
(above).

3 Our Approach

Our model trains in an unsupervised fashion, where
the word level alignments are not provided. There-
fore, we need to leverage sentence-level supervi-
sion of the parallel corpus. To achieve this, we in-

troduce negative sampling strategy with contrastive
learning to fully exploit the corpus. Besides, in-
spired by the concept of cross-lingual word em-
bedding, we design the model under the following
assumption: If a target token can be aligned to a
source token, then the dot product of their embed-
ding vectors should be large. Figure 2 shows the
schema of our approach MirrorAlign.

3.1 Sentence Representation

For a given source-target sentence pair (s, t),
si, tj ∈ Rd represent the i-th and j-th word embed-
dings for the source and target sentences, respec-
tively. Luong et al. (2015a); Ding et al. (2020b) il-
lustrate that modelling the neighbour words within
the local window helps to understand the current
words. Inspired by this, we perform a extremely
simple but effective mean pooling operation with
the representations of its surrounding words to cap-
ture the contextualized information. Padding op-
eration is used to ensure the sequence length. As
a result, the final representation of each word can
be calculated by element-wisely adding the mean
pooling embedding and its original embedding:

xi =MEANPOOL([si]
win) + si, (1)

where win is the pooling window size. We can
therefore derive the sentence level representations
(x1, x2, ..., x|s|), (y1, y2, ..., y|t|) for s and t. In ad-
dition to modeling words, modeling structured in-
formation (such as syntactic information) may be
helpful to enhance the sentence representation (Li
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et al., 2017; Marcheggiani and Titov, 2017; Ding
and Tao, 2019), thus improving the word alignment.
We leave this exploration for future work.

3.2 Bidirectional Symmetric Attention
Bidirectional symmetric attention is the basic com-
ponent of our proposed model. The aim of this
module is to generate the source-to-target (aka.
s2t) and target-to-source (aka. t2s) soft attention
maps. The details of the attention mechanism:
given a source side word representation xi as query
qi ∈ Rd and pack all the target tokens together into
a matrix Vt ∈ R|t|×d. The attention context can be
calculated as:

ATTENTION (qi, Vt, Vt) = (ait · Vt)
⊺, (2)

where the vector ait ∈ R1×|t| represents the atten-
tion probabilities for qi in source sentence over all
the target tokens, in which each element signifies
the relevance to the query, and can be derived from:

ait = SOFTMAX (Vt · qi)⊺ . (3)

For simplicity, we denote the attention context of
qi in the target side as attt(qi). s2t attention map
As,t ∈ R|s|×|t| is constructed by stacking the prob-
ability vectors ait corresponding to all the source
tokens.

Reversely, we can obtain t2s attention map At,s

in a symmetric way. Then, these two attention
matrices As,t and At,s will be used to decode align-
ment links. Take s2t for example, given a target
token, the source token with the highest attention
weight is viewed as the aligned word.

3.3 Agreement Mechanism
Intuitively, the two attention matrices As,t and AT

t,s

should be very close. However, the attention mech-
anism suffers from symmetry error in different di-
rection (Koehn and Knowles, 2017).

To bridge this discrepancy, we introduce agree-
ment mechanism (Liang et al., 2006), acting like a
mirror that precisely reflects the matching degree
between As,t and At,s, which is also empirically
confirmed in machine translation (Levinboim et al.,
2015). In particular, we use an agreement loss to
bind above two matrices:

Lossdisagree =
∑

i

∑

j

(As,t
i,j −At,s

j,i)
2. (4)

In Section 4.6, we empirically show this agree-
ment can be complementary to the bidirectional

symmetric constraint, demonstrating the effective-
ness of this component.

3.4 Training Objective and Theoretical
Justification

Suppose that (qi, attt(qi)) is a pair of s2t word
representation and corresponding attention context
sampled from the joint distribution pt(q, attt(q))
(hereinafter we call it a positive pair), the primary
objective of the s2t training is to maximize the
alignment degree between the elements within a
positive pair. Thus, we first define an alignment
function by using the sigmoid inner product as:

ALIGN(q, attt(q)) = σ(⟨q, attt(q)⟩), (5)

where σ(·) denotes the sigmoid function and ⟨·, ·⟩
is the inner product operation. However, merely
optimizing the alignment of positive pairs ig-
nores important positive-negative relation knowl-
edge (Mikolov et al., 2013).

To make the training process more informative,
we reform the overall objective in the contrastive
learning manner (Oord et al., 2018; Saunshi et al.,
2019) with Noise Contrastive Estimation (NCE)
loss (Mikolov et al., 2013), which has been widely
used in many NLP tasks (Xiong et al., 2021; Gao
et al., 2021; Wang et al., 2022). Specifically, we
first sample k negative word representations qj

3

from the margin pt(q). Then, we can formulate the
overall NCE objective as following:

Lossis→t = − E
{attt(qi),qi,qj}

[log

ALIGN(qi, attt(qi))

ALIGN(qi, attt(qi)) +
∑k

j=1 ALIGN(qj , attt(qi))
]

(6)
It is evident that the objective in Eq. (6) ex-

plicitly encourages the alignment of positive pair
(qi, attt(qi)) while simultaneously separates the
negative pairs (qj , attt(qi)).

Moreover, a direct consequence of minimizing
Eq. (6) is that the optimal estimation of the align-
ment between the representation and attention con-
text is proportional to the ratio of joint distribution
and the product of margins pt(q,attt(q))

pt(q)·pt(attt(q)) which

3In the contrastive learning setting, qj and attt(qi) can be
sampled from different sentences. If qj and attt(qi) are from
the same sentence, i ̸= j; otherwise, j can be a random index
within the sentence length. For simplicity, in this paper, we
use qj where i ̸= j to denote the negative samples, although
with a little bit ambiguity.
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Method EN-FR FR-EN sym RO-EN EN-RO sym DE-EN EN-DE sym
NNSA 22.2 24.2 15.7 47.0 45.5 40.3 36.9 36.3 29.5
FastAlign 16.4 15.9 10.5 33.8 35.5 32.1 28.4 32.0 27.0
MirrorAlign 15.3 15.6 9.2 34.3 35.2 31.6 31.1 28.0 24.8

Table 1: AER of each method in different direction. “sym” means grow-diag symmetrization.

Model EN-FR RO-EN DE-EN
Naive Attention 31.4 39.8 50.9
NNSA 15.7 40.3 -
FastAlign 10.5 32.1 27.0
MirrorAlign 9.2 31.6 24.8
(Zenkel et al., 2020) 8.4 24.1 17.9
(Garg et al., 2019) 7.7 26.0 20.2
GIZA++ 5.5 26.5 18.7

Table 2: Alignment performance (with grow-diagonal
heuristic) of each model.

is the point-wise mutual information, and we can
further have the following proposition with repect
to the mutual information:

Proposition 1. The mutual information between
the word representation q and its corresponding
attention context attt(q) is lower-bounded by the
negative Lossis→t in Eq. (6) as:

I(q, attt(q)) ≥ log(k)− Lossis→t, (7)

where k is the number of the negative samples.

The detailed proof can be found in (Oord et al.,
2018). Proposition 1 indicates that the lower bound
of the mutual information I(q, attt(q)) can be max-
imized by achieving the optimal NCE loss, which
provides theoretical guarantee for our proposed
method.

Our training schema over parallel sentences
is mainly inspired by the bilingual skip-gram
model (Luong et al., 2015b) and invertibility mod-
eling (Levinboim et al., 2015). Therefore, the ul-
timate training objective should consider both for-
ward (s → t) and backward (t → s) direction,
combined with the mirror agreement loss. Techni-
cally, the final training objective is:

Loss =
|t|∑

i

Lossis→t +

|s|∑

j

Lossjt→s

+ α · Lossdisagree,

(8)

where Losss→t and Losst→s are symmetrical and
α is a loss weight to balance the likelihood and
disagreement loss.

4 Experiments

4.1 Datasets and Evaluation Metrics

We perform our method on three widely used
datasets: English-French (EN-FR), Romanian-
English (RO-EN) and German-English (DE-EN).
Training and test data for EN-FR and RO-EN are
from NAACL 2003 share tasks (Mihalcea and Ped-
ersen, 2003). For RO-EN, we add Europarl v8
corpus, increasing the amount of training data from
49K to 0.4M. For DE-EN, we use the Europarl
v7 corpus as training data and test on the gold
alignments. All above data are lowercased and
tokenized by Moses. The evaluation metrics are
Precision, Recall, F-score (F1) and Alignment Er-
ror Rate (AER).

4.2 Baseline Methods

Besides two strong statistical alignment models,
i.e. FastAlign and GIZA++, we also compare our
approach with neural alignment models where they
induce alignments either from the attention weights
or through feature importance measures.

FastAlign One of the most popular statistical
method which log-linearly reparameterize the IBM
model 2 proposed by (Dyer et al., 2013).

GIZA++ A statistical generative model (Och and
Ney, 2003), in which parameters are estimated us-
ing the Expectation-Maximization (EM) algorithm,
allowing it to automatically extract bilingual lexi-
con from parallel corpus.

NNSA A unsupervised neural alignment model
proposed by (Legrand et al., 2016), which applies
an aggregation operation borrowed from the com-
puter vision to design sentence-level matching loss.
In addition to the raw word indices, following three
extra features are introduced: distance to the diago-
nal, part-of-speech and unigram character position.
To make a fair comparison, we report the result of
raw feature in NNSA.

Naive Attention Averaging all attention matrices
in the Transformer architecture, and selecting the
source unit with the maximal attention value for
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Figure 3: An visualized alignment example. (a-c) illustrate the effects when gradually adding the symmetric
component, (d) shows the result of FastAlign, and (e) is the ground truth. The more emphasis is placed on the
symmetry of the model, the better the alignment results model achieved. Meanwhile, as depicted, the results of the
attention map become more and more diagonally concentrated.

each target unit as alignments. We borrow the re-
sults reported in (Zenkel et al., 2019) to highlight
the weakness of such naive version, where signif-
icant improvement are achieved after introducing
an extra alignment layer.

Others Garg et al. (2019) and Zenkel et al. (2020)
represent the current developments in word align-
ment, which both outperform GIZA++. However,
They both implement the alignment model based
on a sophisticated translation model. Further more,
the former uses the output of GIZA++ as supervi-
sion, and the latter introduces a pre-trained state-
of-the-art neural translation model. It is unfair to
compare our results directly with them. We report
them in Table 2 as references.

4.3 Setup

For our method (MirrorAlign), all the source
and target embeddings are initialized by Xavier
method (Glorot and Bengio, 2010). The embed-
ding size d and pooling window size are set to 256
and 3, respectively. The hyper-parameters α is
tested by grid search from 0.0 to 1.0 at 0.1 inter-
vals. For FastAlign, we train it from scratch by the

open-source pipeline4. Also, we report the results
of NNSA and machine translation based model
(Section 4.2). All experiments of MirrorAlign are
run on 1 Nvidia P40 GPU. The CPU model is
Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40GHz.
Both FastAlign and MirrorAlign take nearly half a
hour to train one million samples.

4.4 Main Results
Table 2 summarizes the AER of our method over
several language pairs. Our model outperforms all
other baseline models. Comparing to FastAlign,
we achieve 1.3, 0.5 and 2.2 AER improvements on
EN-FR, RO-EN, DE-EN respectively.

Notably, our model exceeds the naive attention
model in a big margin in terms of AER (ranging
from 8.2 to 26.1) over all language pairs. We at-
tribute the poor performance of the straightforward
attention model (translation model) to its contex-
tualized word representation. For instance, when
translating a verb, contextual information will be
paid attention to determine the form (e.g., tense) of
the word, that may interfere the word alignment.

Experiment results in different alignment direc-
tions can be found in Table 1. The grow-diag sym-

4https://github.com/lilt/alignment-scripts
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Setup P R F1 AER
Losss→t 74.9 86.0 80.4 20.9
Losst→s 71.9 85.3 77.3 23.3
Losss↔t 81.5 90.1 86.1 14.1
MirrorAlign 91.8 89.1 90.8 9.2

Table 3: Ablation results on EN-FR dataset.

metrization benifits all the models.

4.5 Speed Comparison
Take the experiment on EN-FR dataset as an exam-
ple, MirrorAlign converges to the best performance
after running 3 epochs and taking 14 minutes to-
tally, where FastAlign and GIZA++ cost 21 and 230
minutes, respectively, to achieve the best results.
Notably, the time consumption will rise dozens of
times in neural translation fashion.

4.6 Ablation Study
To further explore the effects of several components
(i.e., bidirectional symmetric attention, agreement
loss) in our MirrorAlign, we conduct an ablation
study. Table 3 shows the results on EN-FR dataset.
When the model is trained using only Losss→t or
Losst→s as loss functions, the AER of them are
quite high (20.9 and 23.3). As expected, combined
loss function improves the alignment quality sig-
nificantly (14.1 AER). It is noteworthy that with
the rectification of agreement mechanism, the final
combination achieves the best result (9.2 AER), in-
dicating that the agreement mechanism is the most
important component in MirrorAlign.

To better present the improvements brought by
adding each component, we visualize the alignment
case in Figure 3. As we can see, each component
is complementary to others, that is, the attention
map becomes more diagonally concentrated after
adding the bidirectional symmetric attention and
the agreement constraint.

5 Analysis

Alignment Case Study Figure 4 shows an align-
ment example. Our model correctly aligns “do not
believe” in English to “glauben nicht” in German.
Our model, based on word representation, makes
better use of semantics to accomplish alignment
such that inverted phrase like “glauben nicht” can
be well handled. Instead, FastAlign, relied on the
positional assumption5, fails here.

5A feature h of position is introduced in FastAlign
to encourage alignments to occur around the diagonal.

china distinctive
EN DE EN DE

china chinas distinctive unverwechselbaren
chinese china distinct besonderheiten
china’s chinesische peculiar markante
republic chinesischer differences charakteristische
china’ chinesischem diverse einzelnen

cat love
EN DE EN DE
cat hundefelle love liebe
dog katzenfell affection liebt
toys hundefellen loved liebe
cats kuchen loves lieben
dogs schlafen passion lieb

Table 4: Top 5 nearest English (EN) and German (DE)
words for each of the following words: china, distinc-
tive, cat, and love.

Figure 4: Example of the DE-EN alignment. (a) is the
result of FastAlign, and (b) shows result of our model,
which is closer to the gold alignment. The horizontal
axis shows German sentence “wir glauben nicht , da
wir nur rosinen herauspicken sollten .”, and the vertical
axis shows English sentence “we do not believe that we
should cherry-pick .”.

Word Embedding Clustering To further investi-
gate the effectiveness of our model, we also analyze
the word embeddings learned by our model. In par-
ticular, following (Collobert et al., 2011), we show
some words together with its nearest neighbors
using the Euclidean distance between their embed-
dings. Table 4 shows some examples to demon-
strates that our learned representations possess a
clearly clustering structure bilingually and mono-
lingually. We attribute the better alignment results
to the ability of our model that could learn bilingual
word representation.

6 Conclusion and Future Work

In this paper, we presented a super lightweight neu-
ral alignment model, named MirrorAlign, that has
achieved better alignment performance compared
to FastAlign and other existing neural alignment
models while preserving training efficiency. We

h(i, j,m, n) = −
∣∣ i
m
− j

n

∣∣, i and j are source and target
indices and m and n are the length of sentences pair.
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empirically and theoretically show its effectiveness
over several language pairs. In the future, we would
further explore the relationship between CLWEs
and word alignments. A promising attempt is us-
ing our model as a bridge to unify cross-lingual
embeddings and word alignment tasks.
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Abstract

Training speech translation (ST) models re-
quires large and high-quality datasets. MuST-
C is one of the most widely used ST bench-
mark datasets. It contains around 400 hours of
speech-transcript-translation data for each of
the eight translation directions. This dataset
passes several quality-control filters during
creation. However, we find that MuST-C still
suffers from three major quality issues: audio-
text misalignment, inaccurate translation, and
unnecessary speaker’s name. What are the im-
pacts of these data quality issues for model de-
velopment and evaluation? In this paper, we
propose an automatic method to fix or filter the
above quality issues, using English-German
(En-De) translation as an example. Our ex-
periments show that ST models perform bet-
ter on clean test sets, and the rank of proposed
models remains consistent across different test
sets. Besides, simply removing misaligned
data points from the training set does not lead
to a better ST model.

1 Introduction

Speech-to-text translation (ST) aims to translate
a speech of a certain language into a text trans-
lation of another language. Recent advances of
end-to-end ST models have been largely boosted
by the release of large high-quality parallel datasets
(Kocabiyikoglu et al., 2018; Di Gangi et al., 2019;
Wang et al., 2021). A clean test set is essential to
evaluate the effectiveness of proposed models, and
a sizeable well-aligned training set is important to
train powerful ST models (Wang et al., 2020).

Currently, the most widely-used ST benchmark
dataset is MuST-C (Di Gangi et al., 2019). It
consists of around 400 hours of speech-transcript-
translation data from English into eight languages
(German, Spanish, French, Italian, Dutch, Por-
tuguese, Romanian, and Russian). MuST-C was
built upon English TED Talks, which are often
transcribed and translated by voluntary human an-

notators. A bilingual sentence-level text corpus
is firstly constructed based on sentence segmen-
tation and Gargantua alignment tool (Braune and
Fraser, 2010). Then, the transcription is aligned to
the corresponding audio tracks using Gentle forced
aligner1 built on Kaldi ASR toolkit (Povey et al.,
2011). During alignment, entire talks are discarded
if greater than 15% of words cannot be recognized,
and sentences are removed if none of the words
was aligned.

Though MuST-C passed through several quality-
control filters, this dataset is still not perfect.
Through manual checking, we find three major
quality issues in the dataset – inaccurate trans-
lation, audio-text misalignment, and unnecessary
speaker’s name. Along with the three issues iden-
tified, more importantly, we are interested in the
following questions: Do they affect the robustness
of end-to-end speech translation models trained on
this corpus? Can we trust the results from existing
works using this data?

In order to answer the above questions, we pro-
pose an automatic method to filter or fix the afore-
mentioned errors in both the training and test sets.
And based on the original and the fixed datasets, we
evaluate many popular ST systems including code-
bases such as ESPnet (Inaguma et al., 2020) and
published models such as XSTNet (Ye et al., 2021).
Our experiments have shown that the performance
of models we test is actually better than we thought,
and their rank remains consistent across test sets.
Besides, simply removing those data points with
audio-text misalignment from the training set can-
not significantly improve ST models.

2 Quality Issues in MuST-C Corpus

In this section, we identify three issues that harm
the quality of MuST-C dataset. We choose the En-
De direction as an example since it is the most

1https://github.com/lowerquality/
gentle
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Audio Id Transcripts Translations
ted_319_84 That’s what we were looking forward to. That is

where we’re going — this union, this convergence of
the atomic and the digital.

Danach sehnen wir uns. Das ist wo wir hingehen
- Diese Einheit, die Konvergenz des Atomaren und
des Digitalen.

ted_319_85 this convergence of the atomic and the digital. And
so one of the consequences of that, I believe, is that
where we have this sort of spectrum of media right
now — TV, film, video — that basically becomes
one media platform.

die Konvergenz des Atomaren und des Digitalen.
Eine Konsequenz davon ist, glaube ich, dass wir
dieses aktuelle Spektrum an Medien - TV, Film,
Video - zu einer Medienplatzform wird.

ted_319_86 film, video — that basically becomes one media
platform. And while there’s many differences in
some senses, they will share more and more in
common with each other.

Film, Video - zu einer Medienplatzform wird. Es
wird viele Unterschiede im gewissen Sinn geben, sie
werden aber mehr und mehr miteinander gemeinsam
haben.

Table 1: Examples of misalignment between audio and text. Extra words that are not in the given transcript but
included in the audio are highlighted in red, and missing words that are included in the transcript but not in the
audio are highlighted in blue.

widely used direction for demonstrating the perfor-
mance of ST models.

Audio-Text Misalignment We randomly sample
1000 utterances from the training set of MuST-C
En-De dataset and manually verify whether the au-
dio and text are misaligned. We find 69 cases of
misalignment out of 1000 given samples. Most
of the time, the audio include extra words from
the previous or subsequent sentence of its corre-
sponding transcript and translation and omit some
of the words of the correct text. This misalignment,
once occurs, affects not only one utterance but also
utterances around it.

Table 1 shows a typical case where misalignment
happens in consecutive utterances. Each audio con-
tains words of its preceding utterance and omits the
last few words of its correct text counterpart. Since
MuST-C was built by first constructing bilingual
text corpus and then aligning English transcripts
with audio tracks, audio-translation misalignments
usually occur once audio tracks and transcripts are
misaligned. In our sample, 68 out of 69 cases fol-
low this observation. Note that this kind of error
can be automatically detected and possibly fixed
by a well-trained forced aligner.

Inaccurate Translation We uniformly sample
200 audio-transcript-translation triples from tst-
COMMON set and ask human translators proficient
in both English and German to label which German
translations are not accurate based on given audio
files and transcripts.

Table 2 demonstrates typical errors that human
translators find. In the first case, the English word
“unless” is missing in its German translation, which
completely changes the meaning of sentence. In
the second case, the German word “Vollmachtsz-
ertifikat” means “power of attorney” rather than

“certificate authority”. In the third case, “the most
peaceful” is translated to “very peaceful”. In the
last case, German translation adds an extra sen-
tence “Bei dem vorigen Beispiel ging es darum,
Einzelheiten zu finden” in the beginning that is not
expressed in the audio and transcript.

Some of the errors might be caused by human an-
notators who volunteered to translate the subtitles
for the TED Talk (e.g., case 1,2 and 3), and others
might be caused by transcript-translation alignment
tools used in dataset creation (e.g., case 4). How-
ever, it is hard to quantify the number of translation
errors, and we will see its empirical impact in the
next section.
Unnecessary Speaker’s Name Since MuST-C
dataset is built on top of subtitles of TED talks,
sometimes the subtitle will include additional infor-
mation like the speaker’s name in a multi-speaker
scenario. This additional information cannot be rec-
ognized given the single audio segment. However,
the impact is negligible since names are usually rel-
atively short (less than 20 characters) compared to
the entire utterance (more than 100 characters), and
it does not frequently happen (around 7% in our
sample). We merely showcase here the existence
of such a problem.

To summarize, we have identified three qual-
ity issues, misalignment, inaccurate translation,
and unnecessary extra information in the MuST-
C dataset. In the next section, we will empirically
quantify the impact of these issues in training and
testing scenarios.

3 Examining the Impact of Quality
Issues

In this section we examine the impact of discovered
quality issues on both training and test set of MuST-
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#Case Transcripts Inaccurate Translations
I Woman: 80’s revival meets skater-punk, unless it’s laun-

dry day.
Frau: 80er Revival trifft auf Skaterpunk,

:::::::::
es sei denn,

außer am Waschtag.
II DigiNotar is a certificate authority from the Netherlands

– or actually, it was.
DigiNotar ist ein

::::::::::::::
Vollmachtszertifikat aus den Nieder-

landen – bzw. war es das.
III Steve Pinker has showed us that, in fact, we’re living

during the most peaceful time ever in human history.
Steve Pinker hat uns gezeigt, dass wir derzeit in einer
:::
sehr

::::::::
friedlichen Zeit der Menschengeschichte leben.

VI But what if you want to see brush strokes?
:::
Bei

:::
dem

::::::
vorigen

:::::::
Beispiel

:::
ging

::
es
::::::
darum,

:::::::::
Einzelheiten

::
zu

:::::
finden, aber was, wenn man die Pinselstriche sehen

will?

Table 2: Examples of inaccurate translations found by human translators. Errors are highlighted in
:::
red. The

strikethrough corresponds to words that are missed in the inaccurate translation.

C En-De dataset. We first fix errors for training and
test sets. Then we train models on both original
and clean training sets and evaluate their empirical
performances on test sets with and without errors.

3.1 Detecting and Fixing Errors

We apply different techniques to fix training and
test sets due to the size difference and different
quality requirements. It is unrealistic to fix erro-
neous translations for the training set since it re-
quires enormous human effort. Thus, we develop
an automatic tool to detect the misalignment and
remove them to obtain a clean training set.

Specifically, we first expand the given audio
track by one second in both ends and leverage a pre-
trained automatic speech recognition (ASR) model
(Baevski et al., 2020)2 to conduct forced align-
ment between the expanded audio and transcript. If
the given alignment exceeds the time range of the
original audio by 0.15 seconds, we treat it as a mis-
alignment. However, this alone cannot deal with
the case that audio completely covers the transcript
but also has extra content. Thus, we use the same
model to conduct ASR task to extract the transcript.
If the edit distance between the extracted transcript
and the transcript given beforehand is larger than
0.7 times length of the given transcript, we also
treat it as a misalignment. We choose the hyper-
parameters based on 1000 random samples of the
dataset to achieve a high recall and an acceptable
precision (95% and 82% measured on these sam-
ples), since we want the dataset to be as clean as
possible. By removing these misaligned cases, we
obtain a clean training set with 19.4k utterances
compared to the original 22.9k utterances in the
MuST-C training set.

For the test set, we uniformly sample 200 data
points (about 10% of tst-COMMON) and manually
fix the aforementioned errors one by one. This

2https://huggingface.co/facebook/
wav2vec2-large-960h

provides us four versions of test sets:

• tst-200: the sampled 200 data points without
modification.

• tst-200-fix-misalignment: tst-200 with mis-
alignment fixed.

• tst-200-fix-translation: tst-200 with translation
errors fixed.

• tst-200-fix-all: tst-200 with both errors fixed.

Note that we align the audio tracks and the text
translations by adjusting the audio time ranges
rather than the translations since misaligned au-
dio tracks correspond to incomplete sentences.
The code will be released at https://github.
com/owaski/MuST-C-clean.

3.2 Examining the Impact

Experiment Setup We adopt a baseline model
architecture W2V2-Transformer as in Ye et al.
(2021) which concatenates a pretrained Wav2vec2
audio encoder3 and a Transformer (Vaswani et al.,
2017) with six encoder and decoder layers respec-
tively. We also adopt the same training procedure
as Ye et al. (2021) except that we also pre-train the
Transformer on WMT14 En-De MT dataset. Train-
ing arguments can be referred in the Appendix.
We have also collected several representative open-
sourced models, including codebases (ESPnet (In-
aguma et al., 2020), Fairseq ST (Ott et al., 2019),
NeurST (Zhao et al., 2021)) and published models
(JT-S-MT (Tang et al., 2021), Chimera (Han et al.,
2021), XSTNet (Ye et al., 2021) and Speechformer
(Papi et al., 2021)), to robustify our experiments.
The models are tested on the aforementioned four
versions of test sets. We report case-sensitive deto-

3We adopt the wav2vec 2.0 base model, which
passes raw waveform through 7 convolution layers
and 12 Transformer encoder layers. It can be ac-
cessed here https://dl.fbaipublicfiles.com/
fairseq/wav2vec/wav2vec_small.pt
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Models tst-200 tst-200-fix-all tst-COMMON
w/o external MT data

ESPnet ST 21.7 23.8 22.9
Fairseq ST 22.4 24.3 22.7
NeurST 21.0 24.0 22.8
Speechformer 24.4 27.1 23.6
XSTNet base 25.5 27.4 25.5

w/ external MT data
Baseline 25.1 27.3 24.6
JT-S-MT 26.0 28.4 26.8
XSTNet expand 28.1 30.8 27.1
Chimera 28.2 31.1 27.1

Table 3: Empirical performance of models evaluated on different test sets. tst-200 is an uniformly sampled 200-
data-point subset of tst-COMMON. tst-200-fix-all is another version of tst-200 with all quality issues fixed.

kenized BLEU scores using sacreBLEU4,.5

Impact on Model Evaluation We are interested
in whether the original test set is enough to serve as
the metric for offline speech translation. Therefore,
we examine if the rank of existing models will be
different after fixing the errors. Results are shown
in Table 3.

The BLEU score increase after switching to the
clean test set is consistent across all models, indicat-
ing that the performance of these models is better
than we previously thought. More importantly, the
rank of models evaluated on tst-200 is also con-
sistent with that evaluated on tst-200-fix-all. This
demonstrates that the original test set, though noisy,
can still assess models’ performance.

We also conduct a case study to qualitatively ex-
amine the effect after fixing each of the errors. We
run Chimera on both misaligned and aligned inputs
to evaluate the effectiveness of fixing misalignment.
Table 4 shows two cases. As highlighted in blue,
the translations generated by Chimera are more
accurate given aligned inputs.

We also compare the BLEU score difference
brought by fixing inaccurate references in Table 5.
In both cases, the BLEU scores increase by a large
margin, indicating the model performs actually bet-
ter than we originally thought.

Impact on Model Training We examine the im-
pact of discovered quality issues on the training
set by training baseline models on the original and
clean versions of the training set and evaluate them
on four versions of test set. The BLEU scores are

4https://github.com/mjpost/sacrebleu
5BLEU signature: nrefs:1|bs:1000|seed:12345|case:mixed|

eff:no|tok:13a| smooth:exp|version:2.0.0

shown in Table 6.
When tested on tst-200, the baseline model

trained using the original training set performs bet-
ter than the one trained using a clean counterpart.
This phenomenon can be attributed to the larger
dataset size and similarity between original train-
ing set and tst-200. Both scores increase after fixing
misalignment and translation. Interestingly, fixing
misalignment does not bring higher score increase
for the model trained on clean data. After fixing all
the errors, both models behave equally well. Based
on these results, we conclude that simply removing
the misaligned cases in the training set does not
positively impact the model.

4 Related Works

The quality control of ST datasets is an essential
but hard to solve task for dataset creators. MuST-
C (Di Gangi et al., 2019) was built upon TED
Talks, which naturally comes with the question
of inaccurate audio segmentation and audio-text
alignment. Other datasets like CoVoST 2 (Ko-
cabiyikoglu et al., 2018; Wang et al., 2021), which
was built by reading given sentences, do not pos-
sess this kind of problems. Besides, MuST-C used
Gentle to conduct the forced alignment and there
are other newly developed forced aligners we can
use such as the one we developed in this paper and
Montreal Forced Aligner (McAuliffe et al., 2017)
which both take advantage of deep Transformer
model and large audio datasets.

5 Conclusion

In this paper, we first identify three types of er-
ror in MuST-C En-De dataset: inaccurate trans-
lation, audio-text misalignment, and unnecessary
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#Case Transcript Reference Translation Translation
w/ Misalignment w/o Misalignment

I Who are they actu-
ally supposed to be
informing?

Wen wollen Sie
eigentlich damit
informieren?

Angenommen, wer
sind sie eigentlich?

CA: Wer sollen
sie eigentlich
informieren?

II And so if we think
about that, we have
an interesting situa-
tion in hands.

Und deshalb, falls
wir darüber nach-
denken haben wir
eine interessante Sit-
uation vor uns.

Wenn wir also
darüber nachdenken,
haben wir eine inter-
essante Situation.

Wenn wir also
darüber nachdenken,
haben wir eine inter-
essante Situation in
unseren Händen.

Table 4: Examples of translation with misaligned and without misaligned audio tracks. Improvements brought by
aligned inputs are underlined in blue.

#Case Transcript Inaccurate Fixed Translation BLEU
Reference Reference

I Steve Pinker
has showed us
that, in fact,
we’re living
during the most
peaceful time
ever in human
history.

Steve Pinker
hat uns gezeigt,
dass wir derzeit
in einer sehr
friedlichen
Zeit der Men-
schengeschichte
leben.

Steve Pinker
hat uns gezeigt,
dass wir in
der Tat in
der friedlich-
sten Zeit der
Menschheits-
geschichte
leben.

Steve Pinker
zeigte uns, dass
wir in der Tat
in einer der
friedlichsten
Zeiten der
Menschheits-
geschichte
leben.

13.1→ 50.7

II This idea of fire-
flies in a jar,
for some reason,
was always re-
ally exciting to
me.

Glühwürmchen
in einem Glas
fand ich immer
ganz aufregend.

Die Vorstellung
von Glühwürm-
chen in einem
Glas fand ich
aus irgendeinem
Grund immer
ganz aufregend.

Die Idee von
Glühwürmchen
und einem
Kiefer war aus
irgendeinem
Grund immer
sehr aufregend
für mich.

1.6→ 19.3

Table 5: Examples of BLEU score difference brought by fixing inaccurate translations.

Test-set \ Train-set Original Clean
tst-200 25.06 24.38
tst-200-fix-misalignment 25.38 24.63
tst-200-fix-translation 26.86 26.99
tst-200-fix-all 27.34 27.32
tst-COMMON 24.60 24.03

Table 6: BLEU scores of baseline model trained on
raw/clean datasets and evaluated on different test sets.

speaker’s name. We then examine the impact of
these errors by training models on both original
and clean datasets and evaluate them on test sets
before and after fixing these errors. Empirical re-
sults demonstrate that the existing noisy test set can
still serve as the metric for evaluating speech trans-
lation models. However, the model’s performance

is actually better than we previously thought. As
for training, a clean training set does not signifi-
cantly benefit the model’s performance.
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A Appendix

A.1 Training Arguments of
W2V2-Transformer

We first pre-train Transformer on WMT14 En-
De MT dataset using Adam optimizer with β1 =
0.9, β2 = 0.98 and learning rate 5e-4. The effec-
tive batch size is 32,768 tokens. We firsly warmup
the learning rate by 4k steps and then apply an
inverse square root schedule algorithm to it. The
norm of gradient is clipped to 10. We set label
smoothing to 0.1. The model is trained for up to
500k steps, and we select the one with the highest
BLEU score on the validation set.

Then W2V2-Transformer is fine-tuned on MuST-
C En-De dataset. The learning rate is 2e-4 and we
warmup the it by 25k steps. The effective batch
size is 16M frames. Other hyperparameters are the
same as MT pre-training.
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Abstract

The evaluation campaign of the 19th Interna-
tional Conference on Spoken Language Trans-
lation featured eight shared tasks: (i) Simul-
taneous speech translation, (ii) Offline speech
translation, (iii) Speech to speech transla-
tion, (iv) Low-resource speech translation,
(v) Multilingual speech translation, (vi) Di-
alect speech translation, (vii) Formality con-
trol for speech translation, (viii) Isometric
speech translation. A total of 27 teams partic-
ipated in at least one of the shared tasks. This
paper details, for each shared task, the pur-
pose of the task, the data that were released,
the evaluation metrics that were applied, the
submissions that were received and the results
that were achieved.

1 Introduction

The International Conference on Spoken Lan-
guage Translation (IWSLT) is the premier annual
scientific conference for all aspects of spoken lan-
guage translation. IWSLT is organized by the Spe-

cial Interest Group on Spoken Language Trans-
lation, which is supported by ACL, ISCA and
ELRA. Like in all previous editions (Akiba et al.,
2004; Eck and Hori, 2005; Paul, 2006; Fordyce,
2007; Paul, 2008, 2009; Paul et al., 2010; Federico
et al., 2011, 2012; Cettolo et al., 2013, 2014, 2015,
2016, 2017; Niehues et al., 2018, 2019; Ansari
et al., 2020; Anastasopoulos et al., 2021), this
year’s conference was preceded by an evaluation
campaign featuring shared tasks addressing scien-
tific challenges in spoken language translation.

This paper reports on the 2022 IWSLT Evalua-
tion Campaign, which offered eight shared tasks:

• Simultaneous speech translation, addressing
low latency speech translation either streamed
by a speech recognition (ASR) system or di-
rectly from the audio source. The translation
directions for both conditions are: English to
German, English to Japanese, and English to
Mandarin Chinese.

• Offline speech translation, proposing speech
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AISP-SJTU Shanghai Jiao Tong University, China (Zhu et al., 2022)
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Table 1: List of Participants

translation of talks from English to German,
English to Japanese, and English to Mandarin
Chinese, using either cascade architectures or
end-to-end models able to directly translate
source speech into target text;

• Speech to speech translation, investigating for
the first time automatic translation of human
speech in English into synthetic speech in Ger-
man, either with cascaded or direct neural mod-
els.

• Low-resource speech translation, focusing on
resource-scarce settings for translating input
speech in Tamasheq into French text, and input
speech in Tunisian Arabic into English text.

• Multilingual speech translation, analyzing
the performance of multi-lingual versus bilin-
gual translation models for the Offline speech
translation tasks (discussed in the Offline task
section);

• Dialect speech translation, addressing speech
translation from Tunisian into English under
three training data conditions: (i) only with lim-
ited dialect-specific training data (provided by
the organizers); (ii) with also larger amount of
related-language data (Modern Standard Ara-
bic); (iii) with any kind of publicly available
data.

• Formality control for SLT, addressing the for-
mality level (formal vs. informal) in spoken
language translation from English into Ger-
man, Spanish, Hindi, Japanese, Italian and Rus-
sian. The task focuses in particular on zero-shot
learning in multilingual models, given that for
the last two directions no formality-annotated
training data is provided.

• Isometric SLT, addressing the generation of
translations similar in length to the source, from
English into French, German and Spanish.
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The shared tasks attracted 27 participants (see Ta-
ble 1) from both academic and industrial organi-
zations. The following sections report on each
shared task in detail, in particular: the goal and au-
tomatic metrics adopted for the task, the data used
for training and testing data, the received submis-
sions and the summary of results. Detailed results
for some of the shared tasks are reported in a cor-
responding appendix.

2 Simultaneous Speech Translation

Simultaneous translation is the task of generat-
ing translations incrementally given partial text or
speech input only. Such capability enables mul-
tilingual live communication and access to multi-
lingual multimedia content in real time. The goal
of this challenge, organized for the third consecu-
tive year, is to examine systems that translate text
or audio in a source language into text in a target
language from the perspective of both translation
quality and latency.

2.1 Challenge
Participants were given two parallel tracks to enter
and encouraged to enter all tracks:

• text-to-text: translating the output of a
streaming ASR system in real time from En-
glish to German, English to Japanese, and
English to Mandarin Chinese.

• speech-to-text: translating speech into text in
real time from English to German, English to
Japanese, and English to Mandarin Chinese.

For the speech-to-text track, participants were en-
couraged to submit systems either based on cas-
caded or end-to-end approaches. Participants were
required to upload their system as a Docker im-
age so that it could be evaluated by the organiz-
ers in a controlled environment. We also pro-
vided example implementations and baseline sys-
tems for English-German speech-to-text transla-
tion, English-Japanese speech-to-text translation
and English-Japanese text-to-text translation.

2.2 Data and Metrics
The training and development data conditions
were identical as in the Offline Speech Translation
track. More details are available in §3.2.

Systems were evaluated with respect to quality
and latency. Quality was evaluated with the stan-
dard BLEU metric (Papineni et al., 2002) and, as

a first trial this year, also manually. Latency was
evaluated with metrics developed for simultaneous
machine translation, including average proportion
(AP), average lagging (AL) and differentiable av-
erage lagging (DAL, Cherry and Foster 2019), and
later extended to the task of simultaneous speech
translation (Ma et al., 2020b).

The evaluation was run with the SIMULEVAL

toolkit (Ma et al., 2020a). For the latency measure-
ment of all systems, we contrasted computation-
aware and non computation-aware latency met-
rics. Computation-aware latency was also com-
puted for text-to-text systems by taking into ac-
count the timestamps obtained from the ASR
transcript generated by a streaming ASR model.
The latency was calculated at the word level for
English-German systems and at the character level
for English-Japanese and English-Mandarin sys-
tems. BLEU was computed via sacrebleu (Post,
2018) (as integrated into SIMULEVAL) with de-
fault options for English-German, with the ”zh”
option for English-Mandarin and with the MeCab
tokenizer for English-Japanese.

The systems were ranked by the translation
quality (measured by BLEU) in different latency
regimes, low, medium and high. Each regime
was determined by a maximum latency threshold
measured by AL on the Must-C tst-COMMON
set. The thresholds were set to 1000, 2000 and
4000 for English-German, 2500, 4000 and 5000
for English-Japanese and 2000, 3000 and 4000 for
English-Japanese, and were calibrated by the base-
line system. Participants were asked to submit
at least one system per latency regime and were
encouraged to submit multiple systems for each
regime in order to provide more data points for
latency-quality trade-off analyses. The organizers
confirmed the latency regime by rerunning the sys-
tems on the tst-COMMON set.

The systems were run on the test set segmented
in three ways: the first segmentation, called gold,
leverages the transcript to force align and segment
the audio; the second and third segmentations,
called Segmentation 1 and Segmentation 2, use a
voice activity detection tool to segment the input
audio without relying on the transcript.

2.3 Novelties for the Third Edition

Text-to-text track moving closer to the speech-
to-text track This year, we used the output of
a streaming ASR system as input instead of the
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gold transcript. As a result, both text-to-text and
speech-to-text systems can be ranked together for
a given language pair.

Language pairs We added Mandarin Chinese as
a target language, resulting in three pairs: English-
German, English-Japanese and English-Mandarin.

Human Evaluation and Human Interpretation
Benchmark We added an experimental manual
evaluation for the English-to-German speech-to-
text track as well as a human interpretation bench-
mark (Section 2.6.1). Independently, English-to-
Japanese speech-to-text track outputs were also
manually scored, using the MQM setup, see Sec-
tion 2.6.2.

Segmentation We reverted to the setting of the
first edition where we only used segmented input
in order to reduce the number of conditions and
also because we noticed that existing latency met-
rics were not well adapted to long unsegmented in-
put. However, recent improvements to the latency
metrics (Iranzo-Sánchez et al., 2021) could allow
to work with unsegmented input in the future.

2.4 Submissions
The simultaneous task received submissions from
7 teams, the highest number to date. 5 teams
entered the English-German speech-to-text track,
3 teams entered the English-Mandarin speech-
to-text track and 3 teams entered the English-
Japanese speech-to-text track. For text-to-text,
there were 3 teams for English-Mandarin, 1 team
for English-German and 1 team for English-
Japanese. Given that the majority of submissions
were on the speech-to-text track, we are consider-
ing consolidating the task into speech-to-text only
in future editions.

XIAOMI (Guo et al., 2022a) entered the text-
to-text track for English-Mandarin. Their model
is transformer-based and leverages R-Drop and a
deep architecture. Data augmentation methods in-
clude tagged backtranslation, knowledge distilla-
tion and iterative backtranslation. Simultaneous
models use the multi-path wait-k algorithm. Fi-
nally, two error correction models are introduced
in order to make the systems more robust to ASR
errors.

MLLP-VRAIN (Iranzo-Sánchez et al., 2022)
entered the speech-to-text track for English-
German. They adopt a cascaded approach, with

a chunking-based DNN-HMM ASR model, fol-
lowed by a multi-path wait-k transformer-based
MT model. Speculative beam search is employed
at inference time.

HW-TSC (Wang et al., 2022) entered all tracks,
i.e. speech-to-text and text-to-text for English-
German, English-Japanese and English-Mandarin.
Moreover, the authors contrasted cascaded and
end-to-end methods for the speech-to-text track.

CUNI-KIT (Polák et al., 2022) entered the
speech-to-text track for English-German, English-
Japanese and English-Mandarin. They propose a
method for converting an offline model to a simul-
taneous model without adding modifications to the
original model. The offline model is an end-to-end
multilingual speech-to-text model that leverages a
pretrained wav2vec 2.0 encoder and a pretrained
mBART decoder. The input is broken down into
chunks and decoding is run for each new chunk.
Once a stable hypothesis is identified, that hypoth-
esis is displayed. Various stable hypothesis detec-
tion methods are investigated.

AISP-SJTU (Zhu et al., 2022) entered the
speech-to-text and text-to-text tracks for English-
Mandarin. Their model is based on an ASR + MT
cascade. They propose dynamic-CAAT, an im-
provement over CAAT (Liu et al., 2021) that uses
multiple right context window sizes during train-
ing. The proposed method is compared to wait-k
and multi-path wait-k. Data augmentation meth-
ods include knowledge distillation, tagged back-
translation and marking data with lowercased and
non punctuated input with a special token.

FBK (Gaido et al., 2022) entered the speech-to-
text track for English-German with an end-to-end
model. The authors’ main goal is to reduce com-
putation requirements in order to democratize the
task to more academic participants. First, they
show how to avoid ASR encoder pretraining by
using a conformer architecture and a CTC loss on
top of an intermediate layer in the encoder. In
addition, they use the same model for the offline
task as for the simultaneous task. The auxiliary
CTC loss is used to predict word boundaries and
informs a wait-k policy. The latency is also con-
trolled by the speech segment size. Finally, two
data filtering methods based on negative log like-
lihood of an initial model and length ratio are in-
vestigated in order to make training more efficient.
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NAIST (Fukuda et al., 2022) entered the
speech-to-text track for English-German and
English-Japanese. The proposed model applies
decoding each time a new input speech segment
is detected and to constrain the decoder on pre-
viously output predictions. An offline model is
trained first and then finetuned on prefix pairs. The
prefix pairs are extracted by translating prefixes
and checking that the generated target is a prefix
of the translation of the entire input. Prefixes with
length imbalance are filtered out. An input seg-
ment boundary predictor is trained as a classifier
by considering all prefixes and giving a positive
labels to those prefixes that were extracted previ-
ously.

2.5 Results

Results are summarized in Figure 1, Figure 2 and
Figure 3. We also present the text-to-text results
on English-Mandarin 1 in Figure 4. More details
are available in the appendix. The results include
both text-to-text systems and speech-to-text sys-
tems. When participants submitted both a text-to-
text system and a speech-to-text system, we retain
the best system. The only participant with only a
text-to-text system is XIAOMI and we can see that
the system is at a disadvantage due to the noise in-
troduced by the provided streaming ASR model.
The ranking are consistent across the medium and
high latency regime. However, for the low latency
regime, we note a degradation from the FBK sys-
tem and we observe that the NAIST system is ro-
bust to lower latency.

2.6 Human Evaluation

We conducted a human evaluation for English-to-
German and English-to-Japanese independently.

2.6.1 English-to-German
For English-to-German, the human evaluation was
inspired by Javorský et al. (2022). This evalua-
tion examined (1) the best system from each la-
tency regime selected by BLEU score, and (2)
transcription of human interpretation by a profes-
sional English-German interpreter (certified con-
ference interpreter and sworn translator and in-
terpreter for the Czech and English languages) in
February 2022. The interpreting was carried out
remotely and transcribed by students of German
for Intercultural Communication at the Institute of

1Only this language pair has more than one text-to-text
systems submitted.

Translation Studies, Charles University, Faculty of
Arts.2

The English-to-German task used two parts of
the test set: (1) the Common part is used as the
blind test set in the automatic evaluation and also
in the Offline speech translation task, and (2) the
Non-Native part comes from IWSLT 2019 Non-
Native Translation Task.

Details of the human evaluation are provided
in Section A.1.1 of the Appendix and results are
shown in Table 18.

The Common part of the test set is kept confi-
dential for future use. For the Non-Native part, we
release system outputs as well as manual judge-
ments on the corresponding IWSLT page.3

2.6.2 English-to-Japanese
For English-to-Japanese, we used JTF Translation
Quality Evaluation Guidelines (JTF, 2018) based
on Multidimensional Quality Metrics (MQM). We
chose four systems for the evaluation and asked a
professional translator to evaluate the translations
for one talk in the blind test set. We followed the
error weighting by a previous study (Freitag et al.,
2021a) to calculate error scores. Details of the hu-
man evaluation are provided in A.1.2 in Appendix.

The results are shown in Table 16, and we
can find the error scores positively correlate with
BLEU.

2.7 Future Editions
Possible changes to future editions include:

• changing the latency metric in order to sup-
port long unsegmented input.

• extending the task to support speech output.

• removing the text-to-text track in order to
consolidate tracks.

3 Offline Speech Translation

Offline speech translation, defined in various
forms over the years, is one of the speech tasks
with the longest tradition at the IWSLT campaign.
This year,4 it focused on the translation of English
audio data extracted from TED talks5 into text in
one of the three target languages comprising the
2022 sub-tasks, i.e. German, Japanese, and Man-
darin Chinese.

2http://utrl.ff.cuni.cz/en
3https://iwslt.org/2022/simultaneous
4http://iwslt.org/2022/offline
5http://www.ted.com
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Figure 1: Latency-quality tradeoff curves for English-German.

Figure 2: Latency-quality tradeoff curves for English-Japanese.

Figure 3: Latency-quality tradeoff curves for English-Mandarin.
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Figure 4: Latency-quality tradeoff curves for English-Mandarin (text-to-text track).

3.1 Challenge

In recent years, offline speech translation (ST) has
seen a rapid evolution, characterized by the steady
advancement of direct end-to-end models (build-
ing on a single neural network that directly trans-
lates the input audio into target language text)
that were able to significantly reduce the perfor-
mance gap with respect to the traditional cas-
cade approach (integrating ASR and MT compo-
nents in a pipelined architecture). In light of the
IWSLT results of the last two years (Ansari et al.,
2020; Anastasopoulos et al., 2021) and of the find-
ings of recent work attesting that the gap between
the two paradigms has substantially closed (Ben-
tivogli et al., 2021), also this year a key element
of the evaluation was to set up a shared framework
for their comparison. For this reason, and to re-
liably measure progress with respect to the past
rounds, the general evaluation setting was kept un-
changed.

On the architecture side, participation was al-
lowed both with cascade and end-to-end (also
known as direct) systems. In the latter case, valid
submissions had to be obtained by models that:
i) do not exploit intermediate symbolic represen-
tations (e.g., source language transcription or hy-
potheses fusion in the target language), and ii) rely
on parameters that are all jointly trained on the
end-to-end task.

On the test set provision side, also this year
participants could opt for processing either a pre-
computed automatic segmentation of the test set
or a version of the same test data segmented with
their own approach. This option was maintained

not only to ease participation (by removing one
of the obstacles in audio processing) but also to
gain further insights into the importance of prop-
erly segmenting the input speech. As shown by the
results of recent IWSLT campaigns, effective pre-
processing to reduce the mismatch between the
provided training material (often “clean” corpora
split into sentence-like segments) and the supplied
unsegmented test data is in fact a common trait of
top-performing systems.

Concerning the types of submission, also this
year two conditions were offered to participants:
constrained, in which only a pre-defined list of re-
sources is allowed, and unconstrained.

Multiple submissions were allowed, but par-
ticipants had to explicitly indicate their “pri-
mary” (one at most) and “contrastive” runs,
together with the corresponding type of sys-
tem (cascade/end-to-end), training data condition
(constrained/unconstrained), and test set segmen-
tation (own/given).

Novelties of the 2022 offline ST task. Within
this consolidated overall setting, the organization
of this year’s task took into consideration new
emerging challenges, namely: i) the availability
of new data covering more language directions, ii)
the development of new and gigantic pre-trained
models, and iii) the need for more accurate eval-
uations. Accordingly, three main differences with
respect to previous editions characterize this year’s
edition:

• To measure systems performance in dif-
ferent language settings, two new tar-
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get languages have been added, extend-
ing the number of offline ST sub-tasks to
three: English-German (the traditional one),
English-Chinese, and English-Japanese.

• To understand the effect of exploiting popu-
lar pre-trained models in state-of-the-art ST
systems, participants were given the possibil-
ity to exploit some of them in addition to the
allowed training resources for the constrained
condition.

• To shed light on the reliability of system
ranking based on automatic metrics, and to
align our task with other evaluation cam-
paigns (e.g. WMT6), the outputs of all the
submitted primary systems have been manu-
ally evaluated by professional translators. On
this basis, a new ranking based on direct hu-
man assessments was also produced.

3.2 Data and Metrics
Training and development data. Also this year,
participants had the possibility to train their sys-
tems using several resources available for ST, ASR
and MT.

To extend the language directions covered by
the offline task, new data was selected from the
English-Chinese and English Japanese sections of
the MuST-C V2 corpus7. For both languages, they
include training, dev, and test (Test Common), in
the same structure of the MuST-C V2 English-
German section (Cattoni et al., 2021) used last
year.

Besides the two new language directions of
MuST-C V2, also this year the allowed training
corpora include:

• MuST-C V1 (Di Gangi et al., 2019);

• CoVoST (Wang et al., 2020a);

• WIT3 (Cettolo et al., 2012) ;

• Speech-Translation TED corpus8;

• How2 (Sanabria et al., 2018)9;

• LibriVoxDeEn (Beilharz and Sun, 2019)10;
6http://www.statmt.org/wmt22/
7http://ict.fbk.eu/must-c/
8http://i13pc106.ira.uka.de/˜mmueller/

iwslt-corpus.zip
9only English - Portuguese

10only German - English

• Europarl-ST (Iranzo-Sánchez et al., 2020);

• TED LIUM v2 (Rousseau et al., 2014) and v3
(Hernandez et al., 2018);

• WMT 201911 and 202012;

• OpenSubtitles 2018 (Lison et al., 2018);

• Augmented LibriSpeech (Kocabiyikoglu
et al., 2018)13

• Mozilla Common Voice14 ;

• LibriSpeech ASR corpus (Panayotov et al.,
2015);

• VoxPopuli15 (Wang et al., 2021).

The only addition over last year is the VoxPopuli
dataset.

Similarly to the training data, participants were
also provided with a list of pre-trained models that
can be used in the constrained condition. The list
includes:

• Wav2vec 2.016 (Baevski et al., 2020a);

• Hubert17;

• MBART18 (Liu et al., 2020);

• MBART5019 (Tang et al., 2020);

• M2M10020 (Fan et al., 2021);

• Delta LM21 (Ma et al., 2021);

• T522 (Raffel et al., 2020).
11http://www.statmt.org/wmt19/
12http://www.statmt.org/wmt20/
13only English - French
14http://voice.mozilla.org/en/datasets –

English version en 1488h 2019-12-10
15https://github.com/facebookresearch/

voxpopuli
16https://github.com/pytorch/fairseq/

blob/main/examples/wav2vec/README.md
17https://github.com/pytorch/fairseq/

tree/main/examples/hubert
18https://github.com/pytorch/fairseq/

blob/main/examples/mbart/README.md
19https://github.com/pytorch/fairseq/

tree/main/examples/multilingual#
mbart50-models

20https://github.com/pytorch/fairseq/
tree/main/examples/m2m_100

21https://github.com/microsoft/unilm/
tree/master/deltalm

22https://github.com/google-research/
text-to-text-transfer-transformer
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The development data allowed under the con-
strained condition consist of the dev set from
IWSLT 2010, as well as the test sets used for
the 2010, 2013, 2014, 2015, 2018, 2019, and
2020 IWSLT campaigns. Using other train-
ing/development resources was allowed but, in
this case, participants were asked to mark their
submission as unconstrained.

Test data. For each language direction, namely
En-De, En-Zh and En-Ja, a new test set was cre-
ated. The new test sets were built from 17 TED
talks for En-De, 16 for En-Zh and 13 for En-Ja.
None of these talks is included in the current pub-
lic release of MuST-C. Similar to last year, par-
ticipants were presented with the option of pro-
cessing either an unsegmented version (to be split
with their preferred segmentation method) or an
automatically segmented version of the audio data.
For the segmented version, the resulting number of
segments is 2,059 (corresponding to about 3h34m
of translated speech from 17 talks) for En-De,
1,874 (3h17m) for En-Zh and 1,758 (2h38m) for
En-Ja. The details of the three test sets are reported
in Table 2.

Lang Talks Sentences Duration
En-De 17 2,059 3h34m
En-Zh 16 1,874 3h17m
En-Ja 13 1,768 2h38m

Table 2: Statistics of the official test sets for the offline
speech translation task (tst2022).

To measure technology progress with respect to
last year’s round, participants were asked to pro-
cess also the undisclosed 2021 En-De test set that,
in the segmented version, consists of 2,037 seg-
ments (corresponding to about 4.1 hours of trans-
lated speech from 17 talks).

Metrics. The systems’ performance was eval-
uated with respect to their capability to produce
translations similar to the target-language refer-
ences. This similarity is measured using the
BLEU metric, computed with SacreBLEU (Post,
2018) with default settings.

Similar to the 2021 edition, we consider
two different types of target-language references,
namely:

• The original TED translations. Since these
references come in the form of subtitles, they
are subject to compression and omissions to

adhere to the TED subtitling guidelines.23

This makes them less literal compared to
standard, unconstrained translations;

• Unconstrained translations. These references
were created from scratch24 by adhering to
the usual translation guidelines. They are
hence exact translations (i.e. literal and with
proper punctuation).

Lang Pair Lang Sentences Words

En-De
En 2,059 39,814

De - Orig 2,059 32,361
De - Uncon. 2,059 36,655

En-Zh
En 1,874 36,736

Zh - Orig 1,874 63,876∗
Zh - Uncon. 1,874 64,767∗

En-Ja
En 1,768 30,326

Ja - Orig 1,768 62,778∗
Ja - Uncon. 1,768 74,637∗

Table 3: Statistics of the official test set for the offline
speech translation task (tst2022). * statistics are re-
ported in terms of characters for Chinese and Japanese.

As shown in Table 3, the different approaches
to generate the human translations led to signif-
icantly different references. For En-De, while
the unconstrained translation has a similar length
(counted in words) compared to the correspond-
ing source sentence, the original is ∼15% shorter
in order to fulfil the additional constraints for sub-
titling. For En-Ja and En-Zh, it is difficult to make
a proper comparison with the source data as the
Japanese and Chinese data are counted in char-
acters while the English one is counted in words.
However, it is evident that the unconstrained trans-
lations have more characters than the original ones
following a similar trend seen for En-De.

Besides considering separate scores for the two
types of references, results were also computed by
considering both of them in a multi-reference set-
ting. Similar to last year, the submitted runs were
ranked based on case-sensitive BLEU calculated
on the test set by using automatic re-segmentation

23http://www.ted.com/participate/
translate/subtitling-tips

24We would like to thank Meta for providing us with this
new set of references.
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of the hypotheses based on the reference transla-
tions by mwerSegmenter.25

3.3 Submissions
Overall, 10 different teams submitted at total of 29
primary submissions. For the English-to-German
task 8 teams submitted 10 runs, for English-to-
Chinese 9 teams 11 runs and for the English-to-
Japanese task 6 teams participated with 8 primary
runs. For all the language pairs two teams sub-
mitted a primary cascaded and a primary end-to-
end system. Overall, most teams participated in all
3 language directions, partly with individual sys-
tems and partly with multi-lingual systems.

We encouraged the submission of end-to-end
as well as cascaded systems. Several partici-
pants experimented with both types of architec-
tures and in two instances primary end-to-end and
cascaded systems were submitted. In total, we had
4 cascaded and 6 end-to-end submissions for the
English-to-German tasks, 5 cascaded and 6 end-
to-end for English-to-Chinese and 3 cascaded and
5 end-to-end submissions for English-to-Japanese.

One additional change in this year’s evaluation
campaign was that the use of a list of pre-trained
models. Most of the teams investigated this re-
search direction and integrated pre-trained mod-
els into their final submission. Both, the integra-
tion of pre-trained speech models as well as text
models were successfully investigated. In addi-
tion, several teams focused on audio segmentation
approaches.

• HW-TSC (Li et al., 2022a) submission is
built in the cascaded form, including three
types of ASR models and one type of trans-
lation model. Before performing the speech
translation, the LIUM SpkDiarization tool
(Rouvier et al., 2013), provided to the par-
ticipants, was used to cut off the test set
wav files into segments. For the ASR part,
they use conformer, U2T-transformer and
U2-conformer, and all of them are trained
on a combination of the MUST-C, COVOST,
LibriSpeech, TedLIUM datasets. The sys-
tem is adapted to the TED domain using do-
main tags. For the translation model, they
trained a Transformer-large on the WMT21-
news dataset, and fine-tuned it on the MUST-
C and IWSLT datasets. The output of the dif-

25http://www-i6.informatik.rwth-aachen.
de/web/Software/mwerSegmenter.tar.gz

ferent ASR models has been re-ranked and
the best combination selected as primary sub-
mission.

• FBK (Gaido et al., 2022) focused in their
submission on reducing model training costs
without sacrificing translation quality. They
submitted an end-to-end speech transla-
tion system model using the conformer-
architecture without pre-trained models. The
model is trained on specifically filtered and
resegmented parts of the corpus. The final
submission is an ensemble of several models.

• USTC-NELSLIP (Zhang et al., 2022b) sub-
mitted primary end-to-end and cascaded sys-
tems for all three language directions which
ensemble several individual models. In the
cascaded condition, the ASR models com-
bined transformer and conformer architec-
tures and the MT models are trained on
synthetic data to be robust against ASR er-
rors. The end-to-end models also combine
conformer and transformer encoders and are
partly initialized from ASR systems.

• ALEXA AI (Shanbhogue et al., 2022) submit-
ted an end-to-end speech translation system
that leverages pretrained models and cross
modality transfer learning for all three lan-
guage directions. They used encoders for text
as well as speech and initialized the models
using pretrained speech and text models. The
work mainly focused on improving knowl-
edge transfer. In addition, a special focus was
put on segmentation strategies.

• NIUTRANS (Zhang et al., 2022c) submission
to the English-Chinese track is an end-to-end
speech translation system composed of dif-
ferent pre-trained acoustic models and ma-
chine translation models. The models were
combined by two kinds of adapters and the
final submission is an ensemble of three indi-
vidual speech translation models.

• UPC (Tsiamas et al., 2022a) submission is an
end-to-end speech translation model which
combines pre-trained speech encoder and text
decoder for all the three language directions
of the task. As a speech encoder wav2vec
2.0 and HuBERT are used, both already fine-
tuned on English ASR data. As a text decoder
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an mBART50 fine-tuned on multilingual MT
(one-to-many) is used. These two modules
are coupled with a length adaptor block and
in the end-to-end training, additional adapters
are trained. For the final submission several
initial models are combined.

• KIT (Pham et al., 2022) submitted an end-
to-end system using pre-trained audio and
text models to all the three language direc-
tions. The systems were trained on the ini-
tial training data as well as on additional syn-
thetic data. Furthermore, sentence segmen-
tation strategies were investigated. The final
submission is an ensemble of several models.

• YI (Zhang and Ao, 2022)) submitted pri-
mary end-to-end and cascaded systems for
all three language directions using large-scale
pre-trained models. Starting from pre-trained
speech and language models, the authors in-
vestigated a multi-stage pre-training and the
use of a task dependent fine-tuning for ASR,
MT and speech translation. In addition, var-
ious efforts to perform data preparation was
carried out. Finally, an ensemble of several
models was submitted as the primary submis-
sion.

• NEURAL.AI submitted a cascaded speech
translation system to the English-to-Chinese
speech translation task. The ASR system
consists of a conformer encoder and a trans-
former decoder. The MT system is a fined-
tuned deltalm-base.

3.4 Results
This year, the submissions to the IWSLT Offline
translation task were not only evaluated using au-
tomatic metrics, but also a human evaluation was
carried out. All results are shown in detail in the
appendix.

3.4.1 Automatic Evaluation
The results for each of the language pairs are
shown in the tables in section A.5. For English-
to-German we show the results for this year’s test
set (Table 19) as well as for last year’s test set (Ta-
ble 20). This enables us to also show the progress
compared to last year. For the two new language
pairs, English-to-Chinese (Table 21) and English-
to-Japanese (Table 22), we present the numbers of
this year’s test set.

First, all the submissions are distributed in a
range from 4 to 7 BLEU points. The only ex-
ception is Chinese, where one system performed
significantly worse than the others. This large
BLEU score range is significantly different than
last year’s ranking where all the submissions were
close to each other. The overall 2022 ranking for
the English-German task is quite similar to the
ranking obtained for the test set 2021.

Progress The comparison between this year’s
submissions and last year’s submission on test set
2021 in the English-to-German task allows us to
measure the progress since last year. As shown in
Table 20, 7 out of 9 systems performed better than
the best system last year. This year’s best system
is 4 BLEU points better than last year’s system.
So, we are seeing a clear improvement in transla-
tion quality. One possible reason for the improve-
ment is the additional allowed resources (the Vox-
Populi dataset and the pre-trained models). How-
ever, also teams not using the additional resources
(FBK) outperformed last year’s system.

End-to-end vs. cascade As in previous years,
we received cascaded and end-to-end submissions.
While in the last years, end-to-end systems were
able to close the gap to cascaded systems, we do
not see this trend since last year. In this year, for
all conditions, a cascaded system performed best.
Furthermore, when looking at the participants who
submitted both, a primary end-to-end and a pri-
mary cascaded system, in 6 out of 8 times, the cas-
caded system performed better than the end-to-end
system. Whether this is partly due to the integra-
tion of pre-trained models has to be evaluated in
further experiments.

Pre-trained models It is difficult to measure the
impact of pre-trained models since there is no
participant submitting both, a translation system
with and without pre-trained models. However,
there are some indications of the usefulness of
pre-trained models. First, nearly all participants
submitted systems with pre-trained models. Typ-
ically, these are audio encoders like wav2vec or
Hubert for the encoder and text models like mBart
for the decoder. Secondly, all winning systems
are using this technology. And finally, we see
large gains in translation quality compared to last
year, where this technique was not allowed. Con-
sequently, these models seem to be an interesting
knowledge source. However, it should be noted
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that the models are rather large and therefore can
also be a limiting factor for teams to participate in
the evaluation campaign.

Multi-lingual models For the first time, since
several years, this year’s edition of the offline task
included several language directions. Interest-
ingly, this did not lead to a partition of participants
into different language pairs, but most participants
submitted translations for all three language pairs.
While the best performing systems were individ-
ually optimized for each language, we also see
multilingual models submitted to the tasks. Espe-
cially, the integration of pre-trained models, which
are typically multi-lingual, made it easier to build
translation systems for all three conditions. While
the ranking between the languages is not the same,
it is still very similar. This indicates that a good
system in one language direction typically will
also result in good performance in the other di-
rections. While the amount of training resources
is at least comparable, this is interesting since the
languages are rather different.

3.4.2 Human Evaluation
We conducted a human evaluation of primary sub-
missions based on a random selection of 1,350
segments from the test set of each language pair.
Human graders were asked for a direct assessment,
expressed through scores between 0 and 100. To
minimize the impact of errors in the automatic seg-
mentation, graders were also shown system out-
put for the previous and the following sentence
and asked not to let segmentation issues influence
their scores. We used Appraise to compute sys-
tem scores, statistical significance, and rankings.
Details of the human evaluation are provided in
Section A.2.

As for the results (Tables 23, 24, 25), the rank-
ing of systems matches that of the automatic eval-
uation when accounting for statistical significance
for English to German and English to Chinese,
but not for English to Japanese. The scores indi-
cate clear differences between systems (that usu-
ally persist across language pairs), but also signif-
icant overlap in the translation quality of different
systems.

3.4.3 Final remarks
By inspecting this year’s results, we can make
three final observations.

The first is about the relation between the cas-
cade and end-to-end technology. According to the

automatic metrics, and in contrast to last year’s
campaign, cascade systems achieve the best per-
formance in all the language directions. However,
human evaluation does not validate automatic re-
sults for En-De and En-Jp, where the best cascade
and end-to-end systems are in the same cluster and
not statistically different. This outcome further
confirms the findings of Bentivogli et al. (2021)
for En-De but extends them to one new language
pair out of the two addressed (En-Jp and En-Zh).
For this reason, more investigation about the two
technologies is still needed and will be further car-
ried out in the next editions of this task.

The other observation is about the introduction
of human evaluation in our task. While largely
confirming the rankings obtained with automatic
metrics, it provides the most reliable picture of the
real differences between the systems, showing that
they are not so evident as they were detected by
automatic metrics. Given the importance of hu-
man evaluation to accurately assess state-of-the-
art technologies, we plan to rely on it also in the
next edition of the task.

The last observation is about the noticeable
jump in performance on the progress test set com-
pared to last year’s systems. All the current sys-
tems have been able to outperform the best 2021
system, with gains reaching up to 6 BLEU score
points when using multiple references. While it
is difficult to ascribe this improvement to a single
factor, it is worth to note that the main change in
this year’s task setting is the availability of pre-
trained models. We suggest that these models can
have an important role in the final translation qual-
ity, and we plan to further investigate their useful-
ness in the next edition.

4 Speech to Speech Translation

Speech-to-speech translation is the task of trans-
lating audio input in a language into audio output
in a target language. In the offline setting, systems
are able to take into account an entire input audio
segment in order to translate, similar to a consecu-
tive interpreter. This is in contrast to streaming or
simultaneous settings where systems are only ex-
posed to partial input as in simultaneous interpre-
tation. The goal of this task is to foster the devel-
opment of automatic methods for offline speech-
to-speech translation.
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4.1 Challenge

Participants built speech-to-speech translation sys-
tems from English into German using any pos-
sible method, for example with a cascade sys-
tem (speech recognition + machine translation
+ speech synthesis or end-to-end speech-to-text
translation + speech synthesis) or an end-to-end or
direct system.

4.2 Data and Metrics

Data. This task allowed the same training and
testing data from the Offline task on English-
German speech-to-text translation to more directly
compare Offline S2T and S2ST systems. More
details are available in §3.2. We note that while
the evaluation data between the two tasks was
the same, it was not directly parallel, as differ-
ent sentence-level segmentation was used. For this
task, gold sentence segmentation was used. This
means that scores are not directly comparable be-
tween the two tasks, though we do evaluate a di-
rect comparison for a subset of submissions.

In addition to the Offline task data, the follow-
ing training data was allowed to help build Ger-
man TTS and English-German speech-to-speech
models:

• Synthesized MuST-C: Target speech for the
German target text of MuST-C V2 (Cattoni
et al., 2021) which was synthesized for this
task using a VITS model (Kim et al., 2021)
trained on the German portion of CSS10.

• CSS10: A single-speaker German TTS
dataset (Park and Mulc, 2019)

• Pretrained German TTS model: A pre-
trained German VITS (Kim et al., 2021) TTS
model to facilitate cascaded models and dual
submission with the Offline task.

We note that several datasets allowed for the
Offline task including Common Voice (Ardila
et al., 2020) and LibriVoxDeEn (Beilharz and Sun,
2019) also contain multi-speaker German speech
and text data, enabling their use for this task as
well.

Metrics. While we evaluate with both automatic
and human evaluation scores, systems were ranked
according to the human evaluation.

Automatic metrics. To automatically evaluate
translation quality, the speech output was auto-
matically transcribed with an ASR system (Con-
neau et al., 2021),26 and then BLEU (Papineni
et al., 2002) was computed between the generated
transcript and the human-produced text reference.
Previous work (Salesky et al., 2021) has shown
evaluating synthesized speech with ASR and chrF
can be more robust than ASR and BLEU, so we
additionally score with chrF (Popović, 2015). All
scores were computed using SacreBLEU (Post,
2018).

Human evaluation. Output speech translations
were evaluated with respect to translation quality
and speech quality.

• Translation quality: Bilingual annotators
were presented with the source audio and the
target audio, and gave scores on the trans-
lation quality between 1 and 5. There were
3 annotators per sample and we retained the
median score.

• Output speech quality: In addition to trans-
lation quality (capturing meaning), the qual-
ity of the speech output was also human-
evaluated along three dimensions: natural-
ness (voice and pronunciation), clarity of
speech (understandability), and sound qual-
ity (noise and other artifacts). These axes are
more fine-grained than the traditional overall
MOS score.

The detailed guidelines for output speech quality
were as follows:

• Naturalness: Recordings that sound human-
like, with natural-sounding pauses, stress,
and intonation, should be given a high score.
Recordings that sound robotic, flat, or other-
wise unnatural should be given a low score.

• Clarity of speech: Recordings with clear
speech and no mumbling and unclear phrases
should be given a high score. Recordings
with a large amount of mumbling and unclear
phrases should be given a low score.

• Sound quality: Recordings with clean au-
dio and no noise and static in the background
should be given a high score. Recordings
with a large amount of noise and static in the
background should be given a low score.

26wav2vec2-large-xlsr-53-german
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4.3 Submissions
We received submissions from four teams, one of
which was withdrawn due to submission errors.
We also compare two submissions to the Offline
task which were retranslated with the gold seg-
mentation and synthesized using the TTS model
provided by the organizers.

MLLP-VRAIN (Iranzo-Sánchez et al., 2022)
submitted a cascaded system of separate ASR,
MT, and TTS models. They use the same ASR
and MT models developed for the Simultaneous
ST task, with a less restrictive pruning setup to al-
low a wider search space for the ASR model and
without the multi-path wait-k policy used there for
MT. They include a speaker-adaptive module in
their TTS system to produce a high quality voice
that mimics voice characteristics of the source
speaker. Their TTS model is a typical two-stage
approach, combining a Conformer-based model
(Gulati et al., 2020) to produce spectrograms with
a multi-band UnivNet (Jang et al., 2021) model
to then produce speech waveforms. They include
a speaker encoder, a modified ResNet-34 resid-
ual network architecture (He et al., 2016) from
(Chung et al., 2018) more widely used for speaker
recognition tasks and trained on the TED-LIUM
v3 dataset (Hernandez et al., 2018), which is com-
bined with the Conformer output to produce more
faithful voices.

HW-TSC (Guo et al., 2022b) submitted a cas-
caded system of separate ASR, MT, and TTS mod-
els. The ASR model ensembles Conformer (Gulati
et al., 2020) and S2T-Transformer models (Syn-
naeve et al., 2020), and is cleaned with the U2
model. The MT model is pretrained on news
corpora and finetuned to MuST-C and IWSLT
data, with context-aware MT reranking inspired
by Yu et al. (2020). They use the provided pre-
trained VITS TTS model. They use domain tags
for each training data source to improve perfor-
mance. They submitted one primary and three
contrastive systems, which ablate individual com-
ponents. Contrastive1 includes the ASR ensemble
but removes reranking for both ASR and MT. Con-
strastive2 uses the Conformer ASR model only
without reranking. Contrastive3 uses the S2T-
Transformer ASR model only without reranking.

UPC (Tsiamas et al., 2022a) submitted a cas-
caded system, extending their direct speech-to-
text model submitted to the Offline task with the

provided German VITS TTS model for S2ST.
Their final speech-to-text model combined ini-
tialization using HuBERT models, LayerNorm
and Attention finetuning (LNA), and knowledge
distillation from mBART. For both tasks, they
used SHAS segmentation during training (Tsia-
mas et al., 2022b) for consistent improvements.
Data filtering and augmentation were also key as-
pects of their submission.

A direct S2ST model built upon the VITS synthe-
sis model was submitted but withdrawn due to er-
rors.

4.4 Results
Results as scored by automatic metrics are shown
in Table 26 and human evaluation results are
shown in Table 27 and Table 28 in the Appendix.

Overall results. From the automatic metric per-
spective, MLLP-VRAIN obtains the highest
ASR-BLEU score, followed by HW-TSC and
UPC. Note that there is a disagreement between
BLEU and chrF ranking for MLLP-VRAIN and
HW-TSC. For human evaluation along the speech
quality perspective, MLLP-VRAIN obtains a
higher quality system compared to the other sys-
tems. This is expected as HW-TSC, UPC and
the reference system all use the default provided
TTS system. It is interesting to note that for these
3 systems, all scores are close to each other on
speech quality even though the output content is
different. We thus hypothesize that speech qual-
ity is orthogonal to translation quality. Finally,
for human evaluation along the translation quality
perspective, HW-TSC obtained the highest score,
followed by MLLP-VRAIN and UPC. Note that
this ranking is consistent with the ASR-chrF but
not with ASR-BLEU. Surprisingly, the reference
system obtains the lowest score. We hypothesize
that this may be due to misalignments in the test
set between the source audio and the source tran-
script (rather than between the source transcript
and the target translation since the target transla-
tions were generated by human translator given
the source text transcripts). In addition, we found
variance between raters, which could account for
this. We will go through a review process for those
instances prior to releasing the human judgments.

S2ST Approaches. This year, all systems ex-
cept the withdrawn submission were cascaded sys-
tems, with two systems adopting an ASR + MT +
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TTS approach and one system adopting an end-
to-end S2T + TTS approach. This does not allow
us to draw meaningful conclusions on various ap-
proaches to the task and we will encourage more
direct and/or end-to-end submissions in future edi-
tions.

Automatic scoring. To compute automatic met-
rics, we apply several steps, which may affect
quality assessment. The final row of Table 26
shows chrF and BLEU computed on normalized
text translations and references; normalizing sys-
tem output and references reduces scores slightly,
by 0.8 BLEU and 0.3 chrF. The larger potential
for degradation comes from the synthesis (TTS)
and transcription (ASR) roundtrip, which we can
directly evaluate the effects of using the refer-
ence translations and cascaded systems. Synthe-
sizing the gold reference translation and transcrib-
ing with the wav2vec2-large-xlsr-53-german ASR
model gives a BLEU score of 68.46 and chrF of
88.78 – degradation of 31.5 BLEU and 11.2 chrF.
This confirms errors are introduced by imperfect
TTS and ASR models when scoring S2ST systems
in this way, and also shows the greater impact of
slight variations introduced by TTS and ASR on
word-level BLEU than on chrF, which does not
necessarily reflect differences in human evaluation
(see results in Section B.3). When synthesizing
and transcribing machine translation output, there
is also degradation in metric scores compared to
directly evaluating the text output, but it is con-
siderably smaller. For example, the FBK Offline
submission + TTS scores are reduced by 6 BLEU
and 4.6 chrF. We see comparing the FBK, KIT,
and UPC submissions here, which were all also
submitted to the Offline task as speech-to-text sys-
tems and then the translations synthesized with
the same TTS model, that though there are degra-
dations in performance from synthesis, the rela-
tive performance of these models is partly main-
tained. While the submissions from KIT and
FBK both outperform UPC, the relative perfor-
mance between KIT and FBK reverses according
to BLEU – but not according to chrF. This sug-
gests that a finer granularity translation metric may
better reflect translation quality after synthesis.

4.5 Conclusion

This is the first time that speech output is intro-
duced in one of the IWSLT shared tasks. The
speech-to-speech task serves as a pilot for this kind

of task and we plan to run future editions of this
task. Possible future extensions include extending
the task to the simultaneous setting and running
human evaluations dedicated to additional aspects
of the speech output (e.g. preservation of some
non-lexical aspects of the input).

5 Low-Resource Speech Translation

This shared task focuses on the problem of de-
veloping speech transcription and translation tools
for under-resourced languages. For the vast ma-
jority of the world’s languages there exist little
speech-translation parallel data at the scale needed
to train speech translation models. Instead, in a
real-world situation one might have access to lim-
ited, disparate resources (e.g. word-level transla-
tions, speech recognition, small parallel text data,
monolingual text, raw audio, etc).

Building on last year’s task that focused on
two varieties of Swahili (Anastasopoulos et al.,
2021), the shared task invited participants to build
speech translation systems for translating out of
two predominantly oral languages, Tamasheq and
Tunisian Arabic, and into the linguae francae of
the respective regions (English and French). The
use of any pre-trained machine translation, speech
recognition, speech synthesis, or speech transla-
tion model was allowed, as did unconstrained sub-
missions potentially using data other than the ones
the organizers provided.

5.1 Data and Metrics
Two datasets were shared for this year’s low-
resource speech translation track: the Tamasheq-
French translation corpus (Boito et al., 2022a), and
the Tunisian Arabic-English dataset from the Di-
alect Translation track (unconstrained condition).
In this section we will focus on the Tamasheq cor-
pus, leaving the results for Tunisian Arabic to be
presented in Section 6.

The Tamasheq-French translation corpus27 con-
tains 17 h of speech in the Tamasheq language,
which corresponds to 5,829 utterances translated
to French. Additional audio data was also made
available through the Niger-Mali audio collec-
tion: 224 h in Tamasheq and 417 h in geograph-
ically close languages (French from Niger, Ful-
fulde, Hausa, and Zarma).28 For all this data, the

27https://github.com/mzboito/IWSLT2022_
Tamasheq_data

28https://demo-lia.univ-avignon.fr/
studios-tamani-kalangou/
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speech style is radio broadcasting, and the dataset
presents no transcription.

For this track, the main evaluation metric was
lower-cased BLEU4 computed over the produced
French translation.29 We also shared with partic-
ipants results for chrF++. Both are computed on
SacreBLEU (Post, 2018).30

5.2 Submissions
For the Tamasheq language, we received submis-
sions from three teams: ON-TRAC, TALTECH

and GMU. We now detail their speech translations
models.

ON-TRAC: Boito et al. (2022b) submitted pri-
mary and contrastive end-to-end ST systems.
Their primary submission focuses on the leverag-
ing of intermediate representations produced by a
pre-trained wav2vec 2.0 (Baevski et al., 2020b)
base model trained on 234 h of Tamasheq audio.
Their end-to-end ST system comprises: a partial
wav2vec 2.0 module (in which the last 6 encoder
layers were removed), a linear layer for down-
projecting the output of the wav2vec 2.0 encoder,
and a Transformer decoder with 3 heads, 4 lay-
ers and dimensionality of 256. Their contrastive
model does not consider SSL features: it uses
as input 512-dimensional mel filterbank features.
This model leverages approximate transcriptions
in Tamasheq produced by a French phonemic ASR
model. These are used to train an end-to-end ST
conformer model that jointly optimizes ASR, MT
and ST losses. The model is made of 12 conformer
layers of dimensionality 1024, and three trans-
former decoder layers of dimensionality 2048.

TalTech: Their system is an encoder-decoder
ST model with a pretrained XLS-R (Babu et al.,
2021) as encoder, and a mBART-50 (Tang et al.,
2020) as decoder. For the encoder, they used all
the 24 layers of the XLS-R 300M model imple-
mented in fairseq (Ott et al., 2019), fine-tuning
it on the provided unlabeled raw audio files in
Tamasheq (224 h) for 5 epochs. For the decoder,
they used the last 12 decoding layers available in
the mBART-50 pretrained model.31 The cross at-
tention layers in the decoder were pointed to the
XLS-R’s hidden state output to mimic the original

29
SacreBLEU BLEU4 signature for the low-resource track:

nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.0.0
30

SacreBLEU chrF++ signature for the low-resource track:
nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.0.0

31https://huggingface.co/facebook/
mbart-large-50-many-to-many-mmt

cross attention mechanism for text-to-text transla-
tion.

GMU: Their model uses the fairseq S2T
extension (Wang et al., 2020b), using the trans-
former architecture. They first fine-tune the pre-
trained XLS-R 300M encoder on French and Ara-
bic ASR, using portions of the Multilingual TEDx
dataset, and then train the whole model on the
speech translation task using all provided data.

5.3 Results

All results are presented in Table 4. We ob-
serve that the dataset is very challenging: the
best achieved BLEU is only 5.7 (ON-TRAC). This
challenging setting inspired the teams to lever-
age pre-trained models: all submissions apply pre-
trained initialization for reducing the cold start in
direct ST in low-resource settings.

Detailing these, ON-TRAC submissions in-
cluded the training of a wav2vec 2.0 model on
target data, and the training of a phonetic French
ASR. TalTech used massive multilingual off-the-
shelf pre-trained models, and GMU pre-trained
their speech encoder on French and Arabic. This
illustrates the current trend for ST systems of in-
corporating pre-trained models. It is nonetheless
noticeable that, even with the incorporation of
powerful representation extractors (wav2vec 2.0,
XLS-R, mBART-50), the achieved results are
rather low.

This year’s best submission (primary, ON-
TRAC) leveraged a Tamasheq wav2vec 2.0 model
trained on 234 h. In their post-evaluation results,
they included a comparison with different larger
wav2vec 2.0 models: XLSR-53 (Conneau et al.,
2020), LeBenchmark-7K (Evain et al., 2021), and
a multilingual wav2vec 2.0 trained on the Niger-
Mali audio collection. Their results hint that
smaller pre-trained models focused on the tar-
get data seemed to perform better in these low-
resource settings. This might be due to the existing
domain mismatch between pre-training data (from
the off-the-shelf models) and the target data.32

The second best submission (contrastive, ON-
TRAC) illustrates how even approximate tran-
scriptions can attenuate the challenge of the direct
ST task. The authors trained a phonetic French
ASR model, and used the produced transcriptions

32It was previously observed that the wav2vec 2.0 per-
formance degrades when applied to audio data of different
speech styles (Conneau et al., 2020).
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Team System Pre-trained Models BLEU chrF++

ON-TRAC
primary wav2vec 2.0 (Tamasheq) 5.7 31.4

contrastive ASR (French) 5.0 26.7
TalTech primary XLS-R, mBART-50 2.7 24.3
GMU primary XLS-R (Arabic, French) 0.5 16.9

Table 4: Summary of results for the Tamasheq-french corpus for the low-resource shared task.

as additional supervision for joint ASR, MT and
ST optimization. This solution is very attractive
for low-resource settings, as off-the-shelf ASR
models – and annotated data to train new ones –
are largely available for high-resourced languages.

Finally, we find that TalTech submission il-
lustrates how the application of off-the-box pre-
trained multilingual models can be challenging. A
similar point can be made about the GMU submis-
sion, which despite multilingual finetuning failed
to produce meaningful outputs for this challenging
task.

In summary, this year’s submissions focused
on the application of large pre-trained mod-
els for end-to-end ST in low-resource settings.
They illustrated how low-resource ST remains ex-
tremely challenging, even when leveraging pow-
erful speech feature extractors (wav2vec 2.0), and
massive multilingual decoders (mBART-50). In
such settings, we find that the training of self-
supervised models on target data, and the produc-
tion of artificial supervision (approximate phone-
mic transcriptions) were the most effective ap-
proaches for translating 17 h of Tamasheq audio
into French text.

6 Dialect Speech Translation

In some communities, two dialects of the same
language are used by speakers under different set-
tings. For example, in the Arabic-speaking world,
Modern Standard Arabic (MSA) is used as spo-
ken and written language for formal communica-
tions (e.g., news broadcasts, official speeches, re-
ligion), whereas informal communication is car-
ried out in local dialects such as Egyptian, Mo-
roccan, and Tunisian. This diglossia phenomenon
poses unique challenges to speech translation. Of-
ten only the “high” dialect for formal communica-
tion has sufficient training data for building strong
ASR and MT systems; the “low” dialect for infor-
mal communication may not even be commonly
written. With this shared task (new for 2022), we
hope to bring attention the unique challenges of

dialects in diglossic scenarios.

6.1 Challenge
The goal of this shared task is to advance di-
alectal speech translation in diglossic communi-
ties. Specifically, we focus on Tunisian-to-English
speech translation (ST), with additional ASR and
MT resources in Modern Standard Arabic.

The ultimate goal of this shared task is to
explore how transfer learning between “high”
and “low” dialects can enable speech transla-
tion in diglossic communities. Diglossia is
a common phenomenon in the world. Be-
sides Arabic vs. its dialects, other exam-
ples include Mandarin Chinese vs. Can-
tonese/Shanghainese/Taiwanese/etc., Bahasa In-
donesia vs. Javanese/Sundanese/Balinese/etc.,
Standard German vs. Swiss German, and
Katharevousa vs. Demotic Greek. With this
shared task, we imagine that techniques from
multilingual speech translation and low-resource
speech translation will be relevant, and hope that
new techniques that specifically exploit the char-
acteristics of diglossia can be explored.

6.2 Data and Metrics
Participants were provided with the following
datasets:

• (a) 160 hours of Tunisian conversational
speech (8kHz), with manual transcripts

• (b) 200k lines of manual translations of the
above Tunisian transcripts into English, mak-
ing a three-way parallel data (i.e. aligned au-
dio, transcript, translation) that supports end-
to-end speech translation models

• (c) 1200 hours of Modern Standard Arabic
(MSA) broadcast news with transcripts for
ASR, available from MGB-2 (Specifically,
MGB-2 contains an estimated 70% MSA,
with the rest being a mix of Egyptian, Gulf,
Levantine, and North African dialectal Ara-
bic. All of the MGB-2 train data is allowed.)
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• Approximately 42,000k lines of bitext in
MSA-English for MT from OPUS (specifi-
cally: Opensubtitles, UN, QED, TED, Glob-
alVoices, News-Commentary).

Datasets (a) and (b) are new resources devel-
oped by the LDC, and have been manually seg-
mented at the utterance level. This three-way par-
allel data (Tunisian speech, Tunisian text, English
text) enables participants to build end-to-end or
cascaded systems that take Tunisian speech as in-
put and generate English text as final output. The
main evaluation metric is lower-cased BLEU on
the final English translation33.

Participants can build systems for evaluation in
any of these conditions:

• Basic condition: train on datasets (a) and
(b) only. This uses only Tunisian-English re-
sources; the smaller dataset and simpler setup
makes this ideal for participants starting out
in speech translation research.

• Dialect adaptation condition: train on
datasets (a), (b), (c), (d). The challenge is
to exploit the large MSA datasets for transfer
learning while accounting for lexical, mor-
phological, and syntactic differences between
dialects. This condition may be an interest-
ing way to explore how multilingual models
work in multi-dialectal conditions.

• Unconstrained condition: participants may
use public or private resources for En-
glish and more Arabic dialects besides
Tunisian (e.g., CommonVoice, TEDx, NIST
OpenMT, MADAR, GALE). Multilingual
models beyond Arabic and English are al-
lowed. This condition is cross-listed with the
low-resource shared task.

The data and conditions available to partic-
ipants are summarized in Table 5. From the
LDC-provided dataset LDC2022E01, we create
official train/dev/test1 splits for the basic condi-
tion34 and encourage participants to compare re-
sults on “test1.” The official blind evaluation set
LDC2022E02 is referred to as “test2”; it is col-
lected in the same way as LDC2022E01 and utter-
ance segmentation is given.

33
SacreBLEU signature for dialect speech translation task:

nrefs:1|case:lc|eff:no|tok:13a|smooth:exp|version:2.0.0
34For datasplit and preprocessing details: https://

github.com/kevinduh/iwslt22-dialect

6.3 Submissions

We received submissions from three teams (CMU,
JHU, ON-TRAC). Each team explored very differ-
ent architectures and adaptation techniques. We
recommend referring to the system descriptions
for details; below is just a brief summary of their
contributions:

CMU (Yan et al., 2022) focuses on the Multi-
Decoder architecture (Dalmia et al., 2021) im-
plemented in ESPnet, which is an end-to-end ST
model that decomposes into ASR and MT sub-
nets while maintaining differentiability. Intu-
itively, hidden states found by beam search from
the ASR decoder are fed as input to the ST en-
coder. New enhancements on this architecture
using hierarcharchical speech encoder and joint
CTC/Attention ST decoding are introduced, with
gains in BLEU.

Additionally, different approaches to integrat-
ing end-to-end and cascaded systems are exam-
ined in detailed; for example, one approach uses
one system to generate N-best candidates, and the
other system to help compute minimum Bayes
risk. This resulted in the strongest system for this
year’s shared task.

In terms of dialect adaptation, the CMU team
explored (a) using a Tunisian ASR model select
similar MGB2 data by cross-entropy, and (b) us-
ing MSA-EN MT trained on OPUS to syntheti-
cally augment MGB2 with translations.

JHU (Yang et al., 2022) uses a cascaded archi-
tecture, where the ASR component is a conformer-
based hybrid attention/CTC model implemented
in ESPnet and the MT component is a Transformer
model implemented in fairseq. ASR pre-training
using wave2vec 2 (XLSR-53) is explored for the
unconstrained condition. There is also an empha-
sis on text normalization to reduce variation in the
Tunisian transcripts, which resulted in consider-
able BLEU gains.

In terms of dialect adaptation, the JHU team
investigated a novel data augmentation technique
for the MT component: First, a EN→MSA MT
model is trained on OPUS and applied to decode
LDC2022E01 train set (treating English as source
input), synthesizing a paired MSA-Tunisian bi-
text. With this, a MSA→Tunisian MT model is
trained and applied on OPUS, synthesizing a large
Tunisian-English bitext. This can be then used in
a fine-tuning setup with the original LDC2022E01
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Dataset Speech Text (#lines) Use
(#hours) Tunisian MSA English

LDC2022E01 train 160 200k - 200k Basic condition
LDC2022E01 dev 3 3833 - 3833 Basic condition
LDC2022E01 test1 3 4204 - 4204 Unofficial evaluation
LDC2022E02 test2 3 4288 - 4288 Official evaluation for 2022
MGB2 1100 - 1.1M - Dialect adaptation; mostly MSA
OPUS - - 42M 42M Dialect adaptation condition
Any other data - - - - Unconstrained condition

Table 5: Datasets for Dialect Shared Task.

data.

ON-TRAC (Boito et al., 2022b) compares both
end-to-end and cascaded systems. The end-to-
end ST system is a conformer model trained
with speed pertubation and SpecAugment, imple-
mented in ESPnet. The cascaded system consists
of an ASR component implemented in Speech-
Brain, and MT component implemented in fairseq
(either biLSTM or convolutional model). Specif-
ically, the ASR component is composed of a
wav2vec 2 module, followed by a dense hidden
layer and a softmax output of 34 character vocab-
ulary. The use of character outputs in the ASR
component is unique to ON-TRAC; other teams
employ sub-word units (1000 units for CMU, 400-
1000 units for JHU).

In terms of dialect adaptation, the ON-TRAC
team explored fine-tuning on the ASR component:
first, the ASR model is trained on the MGB2 data;
then the model is fine-tuned on the LDC2022E01
data, with the wav2vec portion fixed and the final
two layers randomly initialized.

6.4 Results

6.4.1 Automatic evaluation
We are interested in two main scientific questions:

1. For speech translation of primarily spoken di-
alects, is it beneficial to incorporate data from
related dialects with larger written resources?
If so, what is the best way to incorporate
these resources in training?

2. Does the inherent imbalance and hetero-
geneity of resources in different dialects fa-
vor end-to-end or cascaded architectures?
Specifically, there are separate MSA datasets
(MGB2, OPUS) that correspond to ASR and
MT sub-tasks, but no single MSA dataset

that corresponds to an end-to-end speech
translation task like the Tunisian-English
LDC2022E01 dataset.

Table 29 in the Appendix presents the full re-
sults on test2 and test1 sets. Table 6 here presents
a summary of select systems in terms of the ar-
chitecture and training data employed. First, we
observe that mixing in MSA/English data tends
to improve results over the basic condition of us-
ing only the Tunisian/English data. For exam-
ple, CMU’s E2 system obtains 20.8 BLEU, a 0.4
improvement over the E1 system; these are both
multi-decoder ensembles, the difference being the
training data used. Similarly, JHU’s dialect adapt
primary system outperforms its basic condition
counterpart by 1.8 BLEU. While dialect adapta-
tion is promising, some of the system description
papers observe a plateauing effect with additional
data, so more work may be needed.

Second, the comparison between end-to-end ar-
chitectures (directing generating English text from
Tunisian speech) vs. cascaded ASR+MT archi-
tectures (two stage Tunisian speech to text, fol-
lowed Tunisian text to English text) is more com-
plex. On one hand, the ON-TRAC system descrip-
tion reports stronger results from its cascaded ar-
chitecture which exploits wav2vec and additional
MGB2 data in its ASR component; on the other
hand, the current best-performing model on this
task is CMU’s E2 system (20.8 BLEU on test2),
which mixes both end-to-end and cascaded sys-
tems in a Minimum Bayes Risk (MBR) frame-
work. We are not able to make a clear verdict re-
garding the best architecture for this task, but be-
lieve the distinction between end-to-end and cas-
cade architecture may become more blurred in the
future.

In summary, we conclude that (1) dialectal
adaptation is a promising direction that deserves
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more research, and (2) the decision between end-
to-end vs. cascaded architectures most likely will
depend on complicated factors, and both should be
pursued during development.

6.4.2 Human evaluation

For the text-based human evaluation in this task,
we employed the Direct Assessment (DA) with
document context and extended with Scalar Qual-
ity Metric (SQM). The overview of the DA+SQM
is provided in Section A.4. In this section we only
highlight adaptations specific to the task and dis-
cuss the results. Since the test set consisted of a
few long conversations, human evaluation was run
on a subset of it: we sampled 92 excerpts including
10 consecutive segments and used them as docu-
ment context. We also adapted annotator guide-
lines for this task asking for judging correct mean-
ing preservation more than grammatical inconsis-
tencies that may appear in informal conversations,
as presented on Figure 5.

We have collected 13,860 assessment scores for
this task, after excluding quality control items (Ta-
ble 7). The official results of the human evalua-
tion are presented in Table 31. Systems from each
participating teams are significantly different from
other teams, but none of the systems was able to
provide translation quality competing with the hu-
man reference. From the post-annotation survey,
some translation issues noticed by annotators were
mostly related to incorrect translation of terminol-
ogy terms and colloquial phrases as well as gram-
matical and fluency inconsistencies. A few anno-
tators mentioned that in some cases the context of
10 consecutive segments was insufficient and hav-
ing an access to the original video or audio would
help them with the assessment decisions. We will
take this feedback into account in next editions of
the human evaluation.

7 Formality Control for SLT

Machine translation (MT) models typically re-
turn one single translation for each input seg-
ment. Specific problems can arise for spoken
language translation from English into languages
that have multiple levels of formality expressed
through honorifics or “grammatical register.” For
example, the sentence ‘Are you sure?’ can have
two possible correct translations in German: ‘Sind
Sie sicher?’ for the formal register and ‘Bist du
sicher?’ for the informal one. Leaving the model

to choose between different valid translation op-
tions can lead to translations with inconsistent tone
that are perceived as inappropriate by users de-
pending on their demographics and cultural back-
grounds, in particular for certain use cases (e.g.
customer service, business, gaming chat). Most
prior research addressing this problem has been
tailored to individual languages and proposed cus-
tom models trained on data with consistent for-
mality (Viswanathan et al., 2019), or through side
constraints to control politeness or formality (Sen-
nrich et al., 2016; Niu et al., 2018; Feely et al.,
2019; Schioppa et al., 2021a).

7.1 Challenge

The goal of this task was to advance research on
controlling formality for spoken language trans-
lation across multiple diverse target languages
and domains.35 How formality distinctions are
expressed grammatically and lexically can vary
widely by language. In many Indo-European lan-
guages (e.g., German, Hindi, Italian, Russian, and
Spanish), the formal and informal registers are dis-
tinguished by the second person pronouns and/or
corresponding verb agreement. In Japanese, dis-
tinctions that express polite, respectful, and hum-
ble speech can be more extensive, including mor-
phological markings on the main verb, as well
as on some nouns and adjectives; specific lexical
choices; and longer sentences. For this task we
considered two formality levels: formal and infor-
mal. For Japanese, where more than two formality
levels are possible, informal was mapped to ku-
daketa and formal to teineigo. We give examples
of these phenomena in Table 8.

The task focused on text-to-text translation of
spoken language with a special theme of zero-
shot learning in multilingual models. The task
covered supervised and zero-shot settings, both
with constrained and unconstrained training data
requirements. For the supervised setting, partic-
ipants were provided with a formality-annotated
dataset for training and development for four lan-
guage pairs: English→German, Spanish, Hindi,
Japanese. For the zero-shot task, which covered
English→Italian, Russian, only targeted test data
was provided after system submission period.

As this was the first shared task organized on
formality control, one objective was to estab-
lish a standard benchmark including: formality-

35https://iwslt.org/2022/formality/
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Team / Condition / System Architecture Training Data BLEU ∆

CMU / basic / E1 Mix TA/EN 20.4 -
CMU / dialect adapt / E2 Mix TA/EN + MSA/EN 20.8 0.4
JHU / basic / primary Cascaded TA/EN 17.1 -
JHU / dialect adapt / primary Cascaded TA/EN + MSA/EN 18.9 1.8
ON-TRAC / basic /primary End-to-End TA/EN 12.4 -
ON-TRAC / unconstrained / post-eval Cascaded TA/EN + MSA/EN 14.4 2.0

Table 6: Summary of select systems for Dialect Shared Task (BLEU on test2). We highlight the BLEU improve-
ments (∆) obtained when training with additional MSA/English data compared with just the Tunisian/English
(TA/EN) in the basic condition.

Language pair Sys. Ass. Ass./Sys.

Tunisian→English 7 13,860 1,980

Table 7: Amount of human assessments collected in the
text-based evaluation for the Dialect Speech Transla-
tion Task run in Appraise. Counts after removing doc-
uments with quality control items.

Source Could you provide your first name please?
Informal Könntest du bitte deinen Vornamen angeben?
Formal Könnten Sie bitte Ihren Vornamen angeben?
Source OK, then please follow me to your table.
Informal ではテーブルまで私について来て。
Formal ではテーブルまで私について来てください。
Respectful ではテーブルまで私についていらしてください。

Table 8: Contrastive translations for EN-DE and EN-
JA with different formality. Phrases in bold were anno-
tated by professional translators as marking formality.
Example reproduced from Nădejde et al. (2022).

annotated train and test sets, an evaluation metric,
pre-trained baseline models and human evaluation
guidelines. To encourage further research in this
area and improve the task definition, we will re-
lease all these resources (including system outputs
and human evaluation annotations) under a shared
repository.36

7.2 Data and Metrics

7.2.1 Formality-annotated data
For this task, the organizers provided formality-
annotated parallel data comprising of source seg-
ments paired with two contrastive reference trans-
lations, one for each formality level (informal and
formal). The dataset (CoCoA-MT), released by
Nădejde et al. (2022), includes phrase-level an-
notations of formality markers in the target seg-
ments in order to facilitate evaluation and analysis

36https://github.com/amazon-research/
contrastive-controlled-mt/tree/main/
IWSLT2022/

(shown in bold in Table 8). Formality distinctions
are expressed by the use of grammatical register
or honorific language. The training set provided
to participants comprises segments sourced from
two domains: Topical-Chat (Gopalakrishnan et al.,
2019) and Telephony. For the test set, organiz-
ers additionally included segments sourced from
a third held-out domain: Call-Center.

Table 9 reports the number of source segments
used for training and evaluation and the overlap
between the references (informal vs. formal) as
measured by BLEU. The lowest overlap is for
Japanese and the highest overlap is for Hindi, indi-
cating that the task of controlling formality is more
challenging for Japanese than for Hindi.

Setting Target #train #test overlap

Supervised

DE 400 600 75.1
ES 400 600 79.0
HI 400 600 81.1
JA 1,000 600 74.6

Zero-shot IT 0 600 78.8
RU 0 600 -

Table 9: Number of segments in the training and test
data, and overlap between the references in the test set
as measured by BLEU (informal vs. formal). Table
adapted from Nădejde et al. (2022).

7.2.2 Task definition

Participants were allowed to submit systems under
the constrained and unconstrained data settings.
To train their systems, participants were allowed
to use the formality-labeled dataset provided by
the organizers as well as the additional resources
described below.

Constrained task: Textual MuST-C v1.2
data (Di Gangi et al., 2019) (for EN-DE, EN-ES,
EN-IT, EN-RU), data released for the WMT
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news translation tasks (WMT2137 for EN-JA;
WMT1438 for EN-HI), multilingual data from the
same dataset (e.g. using EN-FR MuST-C data
for training EN-ES models). Participants were
not allowed to use external auxiliary tools (e.g.,
morphological analysers) or pre-trained models
(e.g., BERT).

Unconstrained task: Pre-trained models (e.g.,
mBERT, mBART), additional annotations from
morphological analysers, data released by the
WMT news translation tasks (WMT21 for EN-
DE, EN-RU; WMT1339 for EN-ES; News Com-
mentary v1640 and Europarl41 for EN-IT) and
ParaCrawl v9.42 For EN-HI, EN-JA, participants
were allowed to use any other publicly avail-
able textual datasets such as WikiMatrix43 and
JParaCrawl.44

In both settings, no additional manually cre-
ated formality-labeled data was allowed. For the
unconstrained setting, obtaining additional anno-
tations automatically was allowed as long as the
code and data would be publicly released.

Evaluation sets Systems were evaluated for
overall quality on MuST-C v1.2 test sets (tst-
COMMON) (Di Gangi et al., 2019) for EN→DE,
ES, IT, RU. For EN→HI, JA, systems were eval-
uated on WMT newstest2014 and 2020, respec-
tively. Formality control accuracy was evaluated
on the CoCoA-MT formality-annotated test set.

Automatic metrics Overall quality was
measured by sacreBLEU (Post, 2018) and
COMET (Rei et al., 2020). Formality control ac-
curacy was measured using the referenced-based
corpus-level metric released with the CoCoA-MT
dataset. The metric relies on the contrastive
reference translations to automatically assign,
with high precision, formality labels (formal vs.
informal) to each hypothesis. The segment-level
labels are then aggregated to compute the corpus

37https://www.statmt.org/wmt21/
translation-task.html

38https://www.statmt.org/wmt14/
translation-task.html

39https://www.statmt.org/wmt13/
translation-task.html

40https://data.statmt.org/
news-commentary/v16/

41https://www.statmt.org/europarl/
42https://paracrawl.eu/
43https://opus.nlpl.eu/WikiMatrix.ph
44http://www.kecl.ntt.co.jp/icl/lirg/

jparacrawl/

level Matched-Acccuracy (M-ACC). For further
details on and evaluation of the M-ACC automatic
metric, we refer the reader to the corresponding
CoCoA-MT paper (Nădejde et al., 2022).

7.3 Submissions
We received submissions from three teams. We
briefly summarize their methodologies below and
refer the reader to their system description papers
for details.

ALEXA AI (Shanbhogue et al., 2022) focused
on using data augmentation to generate additional
formality data and on using post-editing strate-
gies to convert outputs from a generic NMT sys-
tem into the desired formality level. They partic-
ipated in the unconstrained supervised setting for
EN→HI, JA. The authors made use of the limited
amount of formality data released for the shared
task to fine-tune mBART to classify segments as
formal or informal. The formality classifier was
then used to augment the available training data
with additional formal/informal examples which
they used to fine-tune a generic NMT system. The
final system output from this fine-tuned model was
then post-edited using a variety of strategies that
the authors examine.

For EN→HI, the post-editing strategy was a
rule-based approach which turned informal pro-
nouns to formal pronouns. For EN→JA, the au-
thors focused on a rule-based method for conju-
gating verbs. Finally, the authors addressed ex-
pansion of their methods to something language-
agnostic and examined a seq2seq model used to
transform formal outputs into informal outputs
(they assumed that the output from the fine-tuned
model was formal already and the seq2seq model
was only used to generate informal translations).
Generally, the authors found that the rule-based
approaches worked better than the seq2seq post-
editing model.

UOS (Vincent et al., 2022) focused on using
data augmentation to generate additional formality
data and on re-ranking translations from a generic
NMT system for a given formality level. They
trained systems for all four settings: {constrained,
unconstrained} × {supervised, zero-shot}. For
the supervised settings, they submitted models for
EN→DE, ES. For the zero-shot settings, they sub-
mitted models for EN→IT, RU.

In order to augment the formality data, the
authors fine-tuned a language model which they
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used to rank sentences from the available paral-
lel corpora (depending on the constrained or un-
constrained setting) by their similarity with the
released formal and informal data. Most similar
sentences were extracted using a relative position
difference algorithm. For the zero-shot case, they
noted that a smaller subset of sentences were con-
sidered formal (or informal) across the supervised
sets for EN→DE, ES. They considered these seg-
ments to be strongly formal/informal and used this
to find pairs in the zero-shot languages.

They fine-tuned their generic NMT system us-
ing the augmented and released formality data. At
inference time, they used a large beam width k
for beam search and generated k-best hypotheses.
The resulting set of hypotheses were re-ranked us-
ing a relative frequency model trained on the re-
leased formality data (or, for the zero-shot case,
using the similar sentences extracted earlier).

UMD (Rippeth et al., 2022) proposed training a
single multilingual model that can cover all target
languages and formality levels, and experimented
with both mBART and mT5 as this model. They
also worked with different fine-tuning strategies
using both the gold labeled data from the shared
task and formality-labeled data extracted from the
unlabeled parallel data through rule-based meth-
ods or through automatic classification. As fine-
tuning strategies they compared using pre-trained
models with adapted vector-valued interventions
proposed by Schioppa et al. (2021a) against bilin-
gual models optimized towards one formality level
(formal or informal) by fine-tuning all model pa-
rameters. For automatically labeling data, the au-
thors also relied on fine-tuning a pre-trained mul-
tilingual model (XLM-R) for binary classification.

7.4 Results

7.4.1 Automatic Evaluation
In Table 10 and Table 11, we report the formal-
ity control accuracy scores (M-ACC) defined in
§7.2 for the unconstrained and constrained tracks
respectively.45 For the supervised language arcs
(i.e. EN→DE, ES, HI, JA) and unconstrained set-
ting, submitted systems were successfully able to
control formality. Average scores across formality

45Here, we focus on results for formality accuracy. We
additionally report overall machine translation quality on
generic test sets in Table 32 in the appendix along with base-
line (uncontrolled) model performance on the formality test-
set.

Language Pair System F I

EN→DE
UMD 99.4 96.5
UOS 100.0 100.0

EN→ES
UMD 99.5 93.2
UOS 98.1 100.0

EN→HI
ALEXA AI 99.6 99.8
UMD 99.4 98.7

EN→JA
ALEXA AI 88.8 98.8
UMD 86.3 97.5

EN→IT
UMD 32.8 97.9
UOS 51.2 98.6

EN→RU
UMD 100.0 1.10
UOS 99.5 85.8

Table 10: Formality control accuracy (M-ACC) re-
ported for Formal (F) and Informal (I) for the uncon-
strained task. Note that EN→IT, RU are zero-shot set-
tings.

Language Pair System F I
EN→DE UOS 100.0 88.6
EN→ES UOS 87.4 98.0
EN→IT UOS 29.5 92.9
EN→RU UOS 98.1 15.4

Table 11: Formality control accuracy (M-ACC) re-
ported for Formal (F) and Informal (I) for the con-
strained task. There was only one system submission
by UOS for this track. Note that EN→IT, RU are zero-
shot settings.

settings range from 99.4 for EN→HI to 92.9 for
EN→JA. EN→JA was the language pair with the
largest gap between formal and informal accuracy,
with both submitted systems doing an average of
11.0 points better on informal translations than
formal translations. Finally, we observed that the
ALEXA AI and UOS teams generally performed
better on the supervised unconstrained task than
UMD, possibly due to the former’s use of high-
quality parallel training data as opposed to the lat-
ter’s use of multilingual pre-trained models.

For the supervised and constrained setting, we
had one submission from UOS for EN→DE, ES.
On average over both formality settings, their sys-
tems achieved an accuracy of 94.3 on EN→DE and
92.7 on EN→ES. For EN→DE, performance was
significantly better for formal translations vs. in-
formal translations, while the reverse was true for
EN→ES.

In the zero-shot (EN→IT, RU) unconstrained
setting, results were more mixed. For the two sub-
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Language Pair System F I

EN→JA
ALEXA AI 89.3 92.5
UMD 82.8 82.7

EN→IT
UMD 13.7 78.3
UOS 6.0 81.0

EN→RU
UMD 77.2 0.7
UOS 85.0 71.3

Table 12: Human evaluation of the system level for-
mality accuracy (Formal (F) and Informal (I)) for mod-
els in the unconstrained setting. Note that EN→IT, RU
are zero-shot settings.

Language Pair System F I
EN→IT UOS 6.0 81.0
EN→RU UOS 85.0 71.3

Table 13: Human evaluation of the system level for-
mality accuracy (Formal (F) and Informal (I)) for mod-
els in the constrained setting. Note that EN→IT, RU
are zero-shot settings.

missions (from the UMD and UOS teams), there
was a clear bias toward one formality level: both
systems were better at generating informal Italian
and formal Russian translations. This likely re-
flects the inherent bias toward one formality level
in the training set. For the zero-shot constrained
setting, only the UOS team submitted a system,
and results on the two formality levels were sim-
ilar, with one formality level outperforming the
other. In going from the unconstrained to the con-
strained setting, the UOS system lost an average
of 25 points in accuracy for the zero-shot setting,
while only losing 6 points in the fully supervised
setting.

7.4.2 Human Evaluation

To complement the automatic evaluations, we con-
ducted human evaluations of formality accuracy
for a subset of the language pairs and settings. We
selected EN→JA for the unconstrained supervised
task, since Japanese has more complex morpho-
logical differences between formal and informal
translations than the other target languages. We
selected both EN→IT, RU for the zero-shot tasks
(both constrained and unconstrained).

For each system, we selected a random sample
of 300 source segments and collected the formal
and informal outputs of the source segments. An-
notators were asked to evaluate the outputs and as-
sess whether the translation was formal, informal,

neutral, or other.46 We summarize the results of
the human evaluations here, and give full results
in Table 34 in the appendix. System-level accu-
racy was computed as the number of translations
matching their desired formality level divided by
the total number of outputs for a given formality
level. Inter-annotator agreement as measured by
the Krippendorff’s α coefficient (Hayes and Krip-
pendorff, 2007) was high, with an average α of
0.89.

Results from the human evaluation of EN→JA
for the unconstrained supervised setting were in
line with those obtained by the automatic met-
ric: the submitted systems were able to control the
formality of the output translations with reason-
ably high accuracy (90.9 for UMD and 82.8 for
ALEXA AI on average across formality levels).

Human evaluation results also corroborated
the automatic evaluations for zero-shot formality
transfer. The results underscore how challenging
the task of zero-shot formality transfer is, with
submitted systems generally performing signifi-
cantly better on one formality level than the other:
informal for EN→IT and formal for EN→RU. A
notable exception is the UOS EN→RU uncon-
strained system, which achieves a reasonable ac-
curacy for both formal (85.0) and informal (71.3)
registers (again mirroring the findings of the auto-
matic evaluation). Additionally, human evaluators
labeled more systems as “neutral” or “other” (i.e.,
neither formal nor informal) in the zero-shot set-
tings than in the supervised settings.

8 Isometric SLT

Isometric translation is the task of generating
translations similar in length to the source in-
put (Lakew et al., 2021b). As a new research area
in machine translation, this is the first time iso-
metric translation is proposed as a shared task.47

We considered 3 translations directions (English
- German, English-French and English-Spanish)
and 2 training conditions: constrained and uncon-
strained.

8.1 Challenge

Isometric MT targets issues that emerge when MT
is applied to downstream applications such as dub-
bing, subtitling, and translation of documents. In

46We refer the reader to Appendix A.5 for detailed evalua-
tion guidelines and label definitions.

47https://iwslt.org/2022/isometric
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particular, dubbing requires that the duration of the
target speech to be the same of the source in order
to achieve isochrony (Lakew et al., 2021b); subti-
tle translation requires the output to fit blocks of
pre-defined length (Matusov et al., 2019); and, fi-
nally, document translation requires sometimes to
control the translation length in order to preserve
the original layout.

We define isometric translations as translations
whose length (in characters) is within ±10% of the
length of the source (Lakew et al., 2021a). Sub-
jective evaluations of automatically dubbed videos
show that isometric translations generated better
dubs than translations without any length con-
trol (Lakew et al., 2021a).

A few works have focused on controlling the
output length of neural MT. Lakew et al. (2019)
proposed to split the parallel training data based
on target to source length ratio and prepend con-
trol tokens. Lakew et al. (2019) and Niehues
(2020) incorporated length-encoding mechanisms
that adapts positional-encoding (Vaswani et al.,
2017) to control the length of the output se-
quence. Post-hoc approaches have been proposed
by Saboo and Baumann (2019) and (Lakew et al.,
2021a), where MT system generates an N-best
list and then each hypothesis is re-ranked based
on its length and score. More recently, Schioppa
et al. (2021b) proposed to combine embedding
representing attributes (such as length and po-
liteness) with the encoder representation, to con-
trol for multiple attributes at generation time;
whereas Lakew et al. (2021b) applied self-training
to let the model incrementally learn how to gener-
ate isometric translations from its own output.

In this shared task, we proposed isometric MT
of spoken language transcripts from En → De, Fr,
Es. These three directions exhibit different target-
to-source length ratios in character count. The
length-ratios on the MuST-C training set is 1.12
for En→De, 1.11 for En→Fr, and 1.04 for En→Es.

Shared task participants were invited to work
under constrained or unconstrained training
regimes and to to submit systems for one or mul-
tiple translation directions. When submitting their
system outputs, participants were asked to score
their performance using a script available for the
evaluation period.48 Participant were also asked to
release their outputs under a MIT license to allow

48https://github.com/amazon-research/
isometric-slt/blob/main/scripts/compute_
isometric_slt_stat.sh

En-De En-Fr En-Es
Test set LR LC LR LC LR LC
MuST-C 1.2 33.2% 1.2 35.2% 1.0 53.2%
Blind 1.1 62.0% 1.1 70.5% 1.0 64.0%

Table 14: Target to source sample length ratio (LR),
and length compliance (LC) within a ±10% range, with
respect to the source in terms of characters counts, for
the MuST-C (tst-COMMON) and blind test sets.

for a human evaluation and further analyses.

8.2 Data and Metrics

8.2.1 Task Definition
We proposed two types of training regimes:

Constrained task allows the participants to use
language pair specific parallel data from the Ted
Talks MuST-C v1.2 corpus (Di Gangi et al., 2019).
This is an in-domain training data setting for eval-
uation using the MuST-C test set (tst-COMMON).

Unconstrained Task allows the participants to
leverage WMT data, or any other parallel or mono-
lingual data in addition to the MuST-C data which
is available under Constrained task. Participants
are also allowed to use any pre-trained models like
mBART (Liu et al., 2020).49

8.2.2 Evaluation Sets
We evaluated isometric machine translation on
two test sets:

• MuST-C (tst-COMMON): in-domain test
ada that is publicly available for participants
to optimize their models.

• Blind Test: a test set of 91 dialogues ex-
tracted from 3 YouTube videos.50 Each di-
alogue is containing 5-17 utterances is seg-
mented into sentences for a total of 200 sen-
tences. During the evaluation period partici-
pants had only access to the source sentences
(English).51

Target to source sample length ratio and length
compliance (±10%) for these test sets are shown
in Table 14. The blind dataset was manually
post-edited for isometric translation condition i.e.
the translators were asked to keep the length

49https://www.statmt.org/wmt20/index.
html

50https://github.com/amazon-research/
isometric-slt/tree/main/dataset

51Dialogue level data and references will be released.
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of the translation possibly within ±10% of the
source length. As a result, it shows a lower
length ratio and a higher length compliance than
tst-COMMON. Length compliance of the blind
set is however not 100% because translators did
not find a way to generate translations for many
source sentences (phrases) within the range.

8.2.3 Evaluation Metrics
Submissions were evaluated on two dimensions –
translation quality and length compliance with re-
spect to the source input.

Translation Quality metrics for isometric
translation should be robust to length variations
in the hypothesis. For this reason we assessed
n-gram metrics such as BLEU (Papineni et al.,
2002), and recently proposed semantic based
metrics like COMET (Rei et al., 2020) and
BERTSCore (Zhang et al., 2019). Our analysis
shows that BERTScore is more robust to length
variations in the hypothesis when compared with
BLEU and COMET. The latter two tends to pe-
nalize short hypotheses even for cases where the
semantics is preserved. As a result, we primarily
use BERTScore to assess translation quality.

Length Compliance (LC) is formulated as the
% of translations in the test set that meet the ±10%
length criterion. That is, if the source length is
50 characters, a length compliant translation is be-
tween 45 to 55 characters. We calculate how many
translations fall in this bracket and report the per-
centage over a test set. In this evaluation, LC is
applied only for source samples with length above
10 characters.

8.3 Submissions

We have received four submission from APPTEK,
HW-TSC, APV, and NUV teams. Below we
briefly present submitted systems, followed by
the baseline approaches we considered for the
evaluation.

APPTEK (Wilken and Matusov, 2022) participated
in the constrained task for En-De pair. They ex-
plored various length controlling approaches with
data pre-processing, data augmentation, length to-
kens as indicators, and multi-pass decoding. For
data augmentation, forward and backward trans-
lations are applied, together with sample length-
targeted pre-processing. For modeling, they com-
bine fine-grained length control token on the en-

coder/decoder (Lakew et al., 2019) and length en-
coding modifying positional encoding (Takase and
Okazaki, 2019). As a post-hoc step after transla-
tion, the primary system applies a system combi-
nation (denoted as length ROVER) over multiple
translations from 7 different length classes, rang-
ing from “extra short” to “extra long”.

HW-TSC (Li et al., 2022b) participated in the
constrained and unconstrained tasks for En-De,
and constrained tasks for En-Fr and En-Es. Their
submission investigated bi-directional training,
R-drop (Wu et al., 2021) (a variant of dropout),
data augmentation in forward and backward
translation setting, and model ensemble to im-
prove translation quality. For length control they
prepended length tokens to the encoder (Lakew
et al., 2019), added length ratio based positional
encoding (Takase and Okazaki, 2019), applied
length aware beam (LAB) to generate N-best
lists, and explored different re-ranking strategies.
The primary system for HW-TSC was a combi-
nation of length token, decoding with LAB and
re-ranking of different system outputs. It shows
the highest LC score with, however, a tradeoff on
translation quality w.r.t. BERTScore.

APV leverages human-in-the-loop mechanism to
train an isometric translation model. Their ap-
proach builds on top of a multi-source transformer
that takes a source and an hypothesis (Tebbifakhr
et al., 2018) as input. The hypothesis comes from
human post-editing effort for style variation such
as matching translation length with the source in-
put. Differently from previous work on interac-
tive post-editing, their work proposes the isomet-
ric translation attribute as a new dimension in the
human-in-the-loop translation modeling.

APV team participated in the unconstrained
task for En-D and Fr-Es. Their result shows per-
formance gains against the baseline model when
utilizing the post-edited reference as addition
model input. However, when adding the isometric
criterion for the post-editing stage, translation
quality degrades with a slight gain in LC.

NUV (Bhatnagar et al., 2022) participated in the
unconstrained task for En-Fr. Their approach is
to first translate and then paraphrase. Their MT
system is a Marian-NMT system pre-trained on
OPUS-MT data (Tiedemann et al., 2020) and fine-
tuned on MuST-C training data with three to-
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kens for “short”, “normal” and “long” transla-
tions. Paraphrases are generated by a MT5 (Xue
et al., 2020) model fine-tuned on the PAWS-X
paraphrasing data set (Yang et al., 2019).
Baselines: based on the task definition two sys-
tems are considered as baselines:

• WEAKBASELINE is a standard neural MT
model trained in the constrained data setting,
without any isometric translation feature.

• STRONGBASELINE is trained in an uncon-
strained data setting and implements output
length control as in Lakew et al. (2021a)
by prepending a length token on the input,
generating N-best hypotheses, and re-ranking
them with a linear combination of model
score and length ratio.

8.4 Evaluations
To assess the performance of isometric transla-
tion systems, we measure translation quality and
length compliance via automatic and subjective
metrics.

8.4.1 Automatic Evaluation
As discussed in Sec. 8.2 we leverage BERTScore
and LC metrics to measure isometric translation
performance. We take primary system run from
each submission and the baseline systems for com-
parison. Scores are computed against the human
post-edited reference of the the blind test set. The
automatic evaluation results are given in Table 35.

Translation quality in terms of BERTScore
shows that STRONGBASELINE is the best per-
forming system for all directions and training
conditions. APPTEK’s constrained submission
for En-De is the only system performing simi-
larly to STRONGBASELINE. For length compli-
ance, HW-TSC-Constrained shows the best result
(LC>=96%) for all pairs. However, the high LC
score comes at the cost of lower translation qual-
ity with BERTScore.

For the En-De direction, the system from
APPTEK-Constrained shows the best trade-off be-
tween BERTScore and LC, followed by STRONG-
BASELINE and HW-TSC-Unconstrained. On
En-Fr, NUV-Unconstrained has the best trans-
lation quality among all submitted systems in
terms of BERTScore but with a significant trade-
off on length compliance. On En-Es, APV-
Unconstrained shows the highest translation qual-
ity but again with a significant trade-off on length

compliance. Over all language pairs, STRONG-
BASELINE stands out when we look at trade-offs
between translation quality and length compli-
ance.

8.4.2 Human Evaluation of Machine
Translation Quality

For the text-based human evaluation, we em-
ployed the Direct Assessment (DA) with docu-
ment context and extended with Scalar Quality
Metric (SQM). The overview of the DA+SQM is
provided in Section A.4. In this section we only
highlight modifications specific to the task and dis-
cuss the results. The original segmentation was
preserved when generating annotation tasks for
the human evaluation. In contrast to the Dialect
Speech Translation Task, annotators were guided
to assess both grammar and meaning of the trans-
lations, as presented on Figure 6. The total num-
ber of assessment scores collected in text-based
human evaluation campaigns per language pair is
listed in Table 15.

The official results of the human evaluation
are presented in Table 36. Reference transla-
tions (TRANSLATOR-A) are significantly better
than participating systems and baselines across
all three language pairs. In En-De APPTEK-
Constrained and the STRONGBASELINE are to-
gether in a separate cluster outperforming the rest
of the systems. This is also reflected in the auto-
matic metric, where the two systems standout with
a higher BERTScore than the other systems. In
En-Fr task, a single large cluster includes all sys-
tems and baselines. This mean none of the systems
were significantly better than the other. In En-
Es task, APV-Unconstrained outperformed HW-
TSC-Constrained and show similar performance
with the STRONGBASELINE.

In the post-annotation questionnaire, most fre-
quently mentioned common issues found in the
translation outputs by annotators were: lack of
coherence between segments and inter-sentential
translation errors, terminology translation errors
and grammatical inconsistencies. Annotators no-
ticed that one source of those issues was splitting
source sentences into short utterances, which au-
tomatic systems treated and translated as full sen-
tences.
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Language pair Sys. Ass. Ass./Sys.

English→German 7 12,996 1,857
English→French 6 11,286 1,881
English→Spanish 5 9,692 1,938

Table 15: Amount of human assessments collected in
the text-based evaluation for the Isometric SLT Task
run in Appraise. Counts after removing documents
with quality control items.

8.5 Isometric SLT Use case
8.5.1 Automatic Dubbing
As noted in Sec. 8.1, Isometric SLT can be useful
for Automatic dubbing that requires the dubbed
synthetic speech in the target language to fit the
duration of the original speech in the source lan-
guage. In the previous section, DA+SQM eval-
uation mainly looked at the translation quality.
In this section, using the dubbing architecture of
(Federico et al., 2020b) we test the downstream
dubbing quality of these translations. To adapt the
translations for dubbing, we segment them so as to
follow the speech-pause arrangement of the source
audio using prosodic alignment (PA) (Virkar et al.,
2021, 2022). Using the output from PA mod-
ule, we produce the dubbed audio utilizing a com-
mercial grade Text-to-Speech system with fine-
grained duration control (Effendi et al., 2022). We
then replace the original audio with the dubbed au-
dio to produce the final dubbed video.

8.5.2 Human evaluation
We generate dubbed videos using all MT outputs
and (segmented) post-edited references. To reduce
cognitive load, each subject is asked to compare
only two MT systems at a time. This results in a
total of 31 evaluations across the three dubbing di-
rections, i.e., En-De,Fr,Es. Subjects first watch the
dubbed video produced using the reference trans-
lation and then rate dubbed videos from two MT
outputs. We employed subjects native in the tar-
get language and asked them to grade each dubbed
video on a scale of 0-10 (0 being the worst and 10
being the best). For each MT system, we compute
% Wins, i.e., % subjects preference when compar-
ing two MT systems. For example, if we have 100
clips and according to annotators system A per-
forms better than system B on 60 clips and ties
with system B for 10 clips, then %Wins is 60% for
system A v/s 30% for system B. We do not use the
absolute grading to avoid the bias of each subject

towards dubbing content in general.
For our experiments, we selected 60 dialogues

from the blind set, to create 15 video clips such
that each clip contains 4 continuous dialogues.
To achieve statistically significant results, we em-
ployed 15 to 20 subjects (depending on the direc-
tions) across all the evaluations.

Table 37 shows the results for % Wins for all 31
evaluations. Additionally, in Table 38, we show
the ranking of MT systems based on their per-
formance for the dubbing use case. To rank the
systems, we use NWins that defines the number of
evaluations for which a system was preferred over
some other system. In general, similar to human
assessment for MT quality, we found STRONG-
BASELINE to be the best system for all three lan-
guages and WEAKBASELINE to be the worst for
French and Spanish.

Unlike MT human evaluation results, we found
WEAKBASELINE to be worse compared to HW-
TSC-Constrained even for English-German. In
a similar manner, we find that compared to the
rankings from MT evaluation, HW-TSCsystems
are ranked either higher or on par to APV-
Unconstrained and NUV-Constrained. To better
understand these differences in the ranking, we
computed the Smoothness metric (Federico et al.,
2020a) that measures TTS speaking rate stabil-
ity across contiguous sentences (or phrases) and
also consider the LC metric. Note that degraded
LC implies that we have either too high or too
low speaking rates for the dubbed speech, i.e., LC
directly impacts speech fluency (Federico et al.,
2020a). Table 39 shows these metrics with sys-
tems in a similar order as their ranking. We find
that WEAKBASELINE, APV-Unconstrained and
NUV-Constrained generally have either a much
lower Smoothness or a much lower LC compared
to the other systems. This results in poor speak-
ing rate control and impacts % Wins resulting in a
different ranking from MT evaluation. The main
takeaway is that MT evaluations do not show a
complete picture for the downstream task of dub-
bing as we need not only high quality translations
but also translations that permit good speaking rate
control.
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Sebastian Stüker, Katsuhito Sudoh, Marco Turchi,
Alexander Waibel, Changhan Wang, and Matthew
Wiesner. 2021. FINDINGS OF THE IWSLT 2021
EVALUATION CAMPAIGN. In Proceedings of the
18th International Conference on Spoken Language
Translation (IWSLT 2021), pages 1–29, Bangkok,
Thailand (online). Association for Computational
Linguistics.

Ebrahim Ansari, Amittai Axelrod, Nguyen Bach, On-
drej Bojar, Roldano Cattoni, Fahim Dalvi, Nadir
Durrani, Marcello Federico, Christian Federmann,
Jiatao Gu, Fei Huang, Kevin Knight, Xutai Ma, Ajay
Nagesh, Matteo Negri, Jan Niehues, Juan Pino, Eliz-
abeth Salesky, Xing Shi, Sebastian Stüker, Marco
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Ondřej Bojar. 2021b. Results of the WMT21 met-
rics shared task: Evaluating metrics with expert-
based human evaluations on TED and news domain.
In Proceedings of the Sixth Conference on Machine
Translation, pages 733–774, Online. Association for
Computational Linguistics.

Ryo Fukuda, Yuka Ko, Yasumasa Kano, Kosuke Doi,
Hirotaka Tokuyama, Sakriani Sakti, Katsuhito Su-
doh, and Satoshi Nakamura. 2022. NAIST Si-
multaneous Speech-to-Text Translation System for
IWSLT 2022. In Proceedings of the 19th Interna-
tional Conference on Spoken Language Translation
(IWSLT).

Marco Gaido, Sara Papi, Dennis Fucci, Giuseppe Fi-
ameni, Matteo Negri, and Marco Turchi. 2022.
Efficient yet Competitive Speech Translation:

FBK@IWSLT2022. In Proceedings of the 19th In-
ternational Conference on Spoken Language Trans-
lation (IWSLT).

Karthik Gopalakrishnan, Behnam Hedayatnia, Qin-
lang Chen, Anna Gottardi, Sanjeev Kwatra, Anu
Venkatesh, Raefer Gabriel, and Dilek Hakkani-Tür.
2019. Topical-Chat: Towards knowledge-grounded
open-domain conversations. In Proc. Interspeech
2019, pages 1891–1895.

Yvette Graham, Timothy Baldwin, Alistair Moffat, and
Justin Zobel. 2013. Continuous measurement scales
in human evaluation of machine translation. In Pro-
ceedings of the 7th Linguistic Annotation Workshop
and Interoperability with Discourse, pages 33–41,
Sofia, Bulgaria. Association for Computational Lin-
guistics.

Anmol Gulati, James Qin, Chung-Cheng Chiu, Niki
Parmar, Yu Zhang, Jiahui Yu, Wei Han, Shibo Wang,
Zhengdong Zhang, Yonghui Wu, and Ruoming
Pang. 2020. Conformer: Convolution-augmented
transformer for speech recognition. In Proceedings
of Interspeech 2020, 21st Annual Conference of the
International Speech Communication Association,
pages 5036—-5040, Shanghai, China.

Bao Guo, Mengge Liu, Wen Zhang, Hexuan Chen,
Chang Mu, Xiang Li, Jianwei Cui, Bin Wang, and
Yuhang Guo. 2022a. The Xiaomi Text-to-Text Si-
multaneous Speech Translation System for IWSLT
2022. In Proceedings of the 19th International Con-
ference on Spoken Language Translation (IWSLT).

Jiaxin Guo, Yinglu Li, Minghan Wang, Xiaosong Qiao,
Yuxia Wang, Hengchao Shang, Chang Su, Yimeng
Chen, Min Zhang, Shimin Tao, Hao Yang, and Ying
Qin. 2022b. The HW-TSC’s Speech to Speech
Translation System for IWSLT 2022 Evaluation. In
Proceedings of the 19th International Conference on
Spoken Language Translation (IWSLT).

Andrew Hayes and Klaus Krippendorff. 2007. An-
swering the call for a standard reliability measure
for coding data. Communication Methods and Mea-
sures, 1:77–89.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian
Sun. 2016. Deep residual learning for image recog-
nition. In 2016 IEEE Conference on Computer Vi-
sion and Pattern Recognition (CVPR), pages 770–
778.

François Hernandez, Vincent Nguyen, Sahar Ghannay,
Natalia A. Tomashenko, and Yannick Estève. 2018.
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A Human Evaluation

Human evaluation was carried out for the following tasks: (i) Simultaneous Speech Translation, (ii)
Offline speech translation, (iii) Speech to speech translation, (iv) Dialect speech translation, (v) Isometric
SLT, and (vi) Formality control for SLT.

Different evaluation protocols were adopted, which are described in the following sections.

A.1 Simultaneous Speech Translation Task

Simultaneous Speech Translation Task ran two different types of manual evaluation: “continuous rating”
for English-to-German and MQM for English-to-Japanese.

A.1.1 Human Evaluation for the English-to-German Simultaneous Task

Manual evaluation of English-to-German Simultaneous Task uses a variant of “continuous rating” as
described by Javorský et al. (2022).

During the evaluation, bilingual annotators were presented with the source audio and subtitles. The
subtitles were displayed in two lines below the audio following the guidelines for video subtitling (BBC,
2019). The annotators were asked to score the quality of the live-presented text output while listening
to the input sound. Specifically, the instructions explicitly asked to focus on content preservation, or
roughly the adequacy:

• We ask you to provide your assessment using so-called “continuous rating”, which continuously
indicates the quality of the text output given the input utterance you hear in the range from 1 (the
worst) to 4 (the best) by clicking the corresponding buttons or pressing the corresponding keys.

• The rate of clicking/pressing depends on you. However, we suggest clicking each 5-10 seconds or
when your assessment has changed. We encourage you to provide feedback as often as possible
even if your assessment has not changed.

• The quality scale should reflect primarily the meaning preservation (i.e. evaluating primarily the
“content” or very approximately the “adequacy”) and the grammaticality and other qualitative as-
pects like punctuation (i.e. the “form” or extremely roughly the “fluency”) should be the secondary
criterion.

Context-Aware Judgements One important aspect of the evaluation is that the systems are run inde-
pendently for each input segment while continuous rating is designed for following the whole speech.
Our continuous rating can be thus seen a variant of document-level measure, although the context is (on
purpose) available only from the history and not from the future.

When preparing the subtitles from system outputs, we concatenate all sentences into one continuous
stream of words.

Time Shift for Better Simultaneity To ease the memory overload of the evaluators, we reduced the
delay by shifting the subtitles ahead in time. The shift was done differently for the systems and for the
interpretation:

• Systems: Each translated sentence was shifted such that its first word was emitted immediately as
the source sentence audio began. If there were some words from previous sentence that have not
been displayed yet, the emission of the words from the next sentence was delayed. These words
were displayed right after all the last word of the previous sentence.

• Interpreting: Since we did not have the sentence alignment, we shifted the whole interpretation by
a constant such that the last word was emitted with the end of the last uttered word in the source
speech. This shift constant was chosen empirically.
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Two Test Sets: Common and Non-Native There were two test sets used for the human evaluation: the
common test set (consisting of the TED talks used in the Offline Speech Translation task and serving also
in the automatic evaluation of Simultaneous Translation task); and a non-native test set. The non-native
test set was already used in IWSLT Non-Native Translation Task in 2020 and it is described in Ansari
et al. (2020) Appendix A.6. Specifically, we used the Antrecorp (Macháček et al., 2019; mock business
presentations by high-school students) and the auditing presentations (SAO) parts.

We show the size of the corpus, as well as the amount of annotation collected in Table 17.

Processing of Collected Rankings Once the results are collected, they are processed as follows. We
first inspect the timestamps on the ratings, and remove any that are more than 20 seconds greater than the
length of the audio. Because of the natural delay (even with the time-shift) and because the collection
process is subject to network and computational constraints, there can be ratings that are timestamped
greater than the audio length. If the difference is however too high, we judge it to be an annotation
error. We also remove any annotated audio where there is fewer than one rating per 20 seconds, since the
annotators were instructed to annotate every 5-10 seconds.

Obtaining Final Scores To calculate a score for each system, we average the ratings across each anno-
tated audio, then average across all the annotated audios pertaining to each system-latency combination.
This type of averaging renders all input speeches equally important and it is not affected by the speech
length.

The results are shown in Table 18. We observe that, overall, the systems do worse on the non-native
audios than they do on the common portion of the test set, whereas the human interpreter performs
similarly on both portions.

Indeed some of the high latency systems are rated slightly higher (on average) than the human inter-
preter on the common portion.

There is a clear effect of latency in almost all systems, with the low-latency subtitles generally rated
poorer than the high-latency subtitles by our annotators. This effect is strong in some systems (e.g. FBK)
but weaker in others (e.g. NAIST).

A.1.2 MQM-based Human Evaluation for English-to-Japanese Simultaneous Task
For the English-to-Japanese Simultaneous Translation Task, we conducted a human evaluation using a
variant of Multidimensional Quality Metrics (MQM). MQM has been used in recent MT evaluation stud-
ies (Freitag et al., 2021a) and WMT Metrics shared task (Freitag et al., 2021b). For the evaluation of
Japanese translations, we used JTF Translation Quality Evaluation Guidelines (JTF, 2018), distributed
by Japan Translation Federation (JTF). The guidelines are based on MQM but include some modifica-
tions in consideration of the property of the Japanese language.

We hired a Japanese-native professional translator as the evaluator. The evaluator checked translation
hypotheses along with their source speech transcripts and chose the corresponding error category and
severity for each translation hypothesis using a spreadsheet. Here, we asked the evaluator to focus
only on Accuracy and Fluency errors, because other types of errors in Terminology, Style, and Locale
convention would not be so serious in the evaluation of simultaneous translation. Finally, we calculated
the cumulative error score for each system based on the error weighting presented by (Freitag et al.,
2021a), where Critical and Major errors are not distinguished.

A.2 Direct Assessment for Offline Speech Translation Task

For the Offline Speech Translation Task (Section 3) we conducted a human evaluation campaign featuring
the source-based direct assessment (DA) (Graham et al., 2013; Cettolo et al., 2017; Akhbardeh et al.,
2021). In this setting, assessments were performed on a continuous scale between 0 and 100.

Annotation Process We collected segment-level annotations based on the automatic segmentation of
the test data. Because we did not want issues from the segmentation to influence scores negatively,
we provided translators not only with the source sentence and system translation, but also with the
system translation of the previous and following segments. Annotators were then instructed as follows:
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”Sentence boundary errors are expected and should not be factored in when judging translation quality.
This is when the translation appears to be missing or adding extra words but the source was segmented
at a different place. To this end, we have included the translations for the previous and next sentences
also. If the source and translation are only different because of sentence boundary issues, do not let
this affect your scoring judgement.” No video or audio context was provided. Segments were shuffled
and randomly assigned to annotators to avoid bias related to the presentation order. Annotations were
conducted by a trusted vendor, with professional translators fluent in the source language and native in
the target language. For English to German, we additionally collected annotations for the references,
which received a considerably higher score than the best submitted system as expected (90.8 vs. 88.9).

Computing rankings System rankings are produced from the average DA scores computed from the
average human assessment scores without and with standardization according to each individual anno-
tator’s mean and standard deviation, similarly to Akhbardeh et al. (2021). Clusters are identified by
grouping together those systems which significantly outperform all others in lower ranking clusters, ac-
cording to Wilcoxon rank-sum test p < 0.05. In Tables 23, 24, and 25 – which show the rankings –
clusters are indicated by horizontal lines. Rank ranges giving an indication of the respective system’s
translation quality within a cluster are based on the same head-to-head statistical significance tests.

Official rankings and details on the evaluation campaign for the Offline Speech Translation Task are
presented in Section 3.

A.3 Speech to speech translation task

Output speech translations were evaluated with respect to translation quality and speech quality.

• Translation quality: Bilingual annotators were presented with the source audio and the target
audio, and gave scores on the translation quality between 1 and 5.

• Output speech quality: In addition to translation quality (capturing meaning), the quality of the
speech output was also human-evaluated along three dimensions: naturalness (voice and pronun-
ciation), clarity of speech (understandability), and sound quality (noise and other artifacts). These
axes are more fine-grained than the traditional overall MOS score.

The detailed guidelines for output speech quality were as follows:

• Naturalness: Recordings that sound human-like, with natural-sounding pauses, stress, and into-
nation, should be given a high score. Recordings that sound robotic, flat, or otherwise unnatural
should be given a low score.

• Clarity of speech: Recordings with clear speech and no mumbling and unclear phrases should be
given a high score. Recordings with a large amount of mumbling and unclear phrases should be
given a low score.

• Sound quality: Recordings with clean audio and no noise and static in the background should be
given a high score. Recordings with a large amount of noise and static in the background should be
given a low score.

A.4 Direct Assessment with Scalar Quality Metric for the Dialect and Isometric Speech
Translation Tasks

For the Dialect Speech Translation Task (Section 6) and Isometric SLT Task (Section 8) we piloted a
human evaluation campaign featuring the source-based direct assessment (DA) (Graham et al., 2013;
Cettolo et al., 2017; Akhbardeh et al., 2021) with document context extended with Scalar Quality Metric
(SQM) (Freitag et al., 2021a). In this setting, assessments were performed on a continuous scale between
0 and 100 as in traditional DA but with 0-6 markings on the analogue slider and annotator guidelines
based on those proposed by Freitag et al. (2021a). SQM helped standardizing scores across annotators.
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Tool We used the Appraise evaluation framework52 (Federmann, 2018) for collecting segment-level
judgements within document context. No video or audio context was provided. Annotation guidelines
were adapted specifically for each task as described in Sections 6 and 8. Screenshots of an example
annotation for the Dialect and Isometric Speech Translation Tasks are presented on Figures 5 and 6.

Task generation A single task consisted of 100 segments from around 10 documents. Human refer-
ences were included as additional system output to provide an estimate of human performance. Each
individual annotator completed between 4 and 8 tasks. Whenever possible, we assigned tasks to annota-
tors making sure that one annotator evaluates outputs from all systems on the same subset of the test set.
This increased repetitiveness, but potentially improved consistency of assessments across systems.

Annotation and quality control All annotators were either professional translators or linguists fluent
in the source language and native in the target language or linguists, and the majority of them had pre-
vious experience in the evaluation of translation outputs.53 Although our annotators were professionals,
we employed a standard quality filtering procedure. Around 10% of segments in each task were quality
control items in the form of bad reference pairs distributed usually across one or two documents. Please
refer to (Akhbardeh et al., 2021) for more details on the generation of bad references. Assessments
of an annotator who has not demonstrated ability to reliably score degraded translations significantly
lower than corresponding original system outputs using a paired significance test with p < 0.05 would be
omitted from the evaluation. As expected, none of our annotators appeared unreliable.

We have collected 47,834 assessments. This number already excludes documents with quality control
items, which provides almost 2,000 annotations per system, including references.

Computing rankings System rankings are produced from the average DA scores computed from the
average human assessment scores without and with standardization according to each individual anno-
tator’s mean and standard deviation, similarly to Akhbardeh et al. (2021). We exclude entire documents
with one or more quality control items from ranking computation. Clusters are identified by grouping
those systems together which significantly outperform all others in lower ranking clusters, according to
Wilcoxon rank-sum test p < 0.05. In Tables 31 and 36 – which show the rankings – clusters are indicated
by horizontal lines. Rank ranges giving an indication of the respective system’s translation quality within
a cluster are based on the same head-to-head statistical significance tests.

Official rankings and details on the evaluation campaign for the Dialect Speech Translation Task and
Isometric SLT Task are presented respectively in Sections 6 and 8.

A.5 Formality Control

In this section, we reproduce the instructions given to the translators for IT, JA and RU for the formality
control shared task. Instructions for JA are similar but include some language-specific notes. For brevity,
we also remove example translations show to the translators.

Overview We would like to annotate multiple system outputs. For each of the 300 sentence ids (sid)
there are 4-6 system outputs - please shuffle the order of the systems when showing it to annotators. We
would like two annotators per target language.

Guidelines You will be shown an English source sentence and a machine translation of the source
sentence. Your task will be to label the translation based on the formality level. Note that labels that you
generate will be on the sentence level (one label per sentence). For example, given the source sentence “It
was nice chatting with you, have a great night!” and a translation “Es war schön, mit Ihnen zu plaudern,
haben Sie eine tolle Nacht!”, you would label the example based on the formality level of the translation
as one of Formal, Informal, Neutral, Other.

52https://github.com/AppraiseDev/Appraise
53In the post annotation questionnaire, 57% of annotators indicated their experience as high (evaluating MT outputs regularly)

and 32% as moderate (did it more than few times).
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Special Cases to Consider

1. Only label formality level, and ignore other mistakes such as a wrong sense.

2. Only label based on the formality level of the translation. Note that we don’t want to label whether
the formality level is correct in translation, but rather which formality level is marked in the trans-
lation.

3. If at least one word in the source is not translated at all and some meaning is lost, then label the
translation as Other.

Label Categories

1. Formal – The formality level is consistently Formal in the translation.

2. Informal – The formality level is consistently Informal in the translation.

3. Neutral – The translation is phrased in a way that does not explicitly express a formality level.

4. Other – Explain the reason in the Notes section.

– The formality level is inconsistent such as using both formal and informal pronouns.
– If at least one word in the source is not translated at all and should have been marked in the

target language for formality and some meaning is lost.
– If you feel strongly that the translation does not fit into any of the cases listed above, please

label it as “other” and explain the reason in the Notes section.
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B.1. Simultaneous Speech Translation

Automatic Evaluation Results

⋅ Summary of the results of the simultaneous speech translation for English-German.⋅ Results are reported on the blind test set and systems are grouped by latency regime (set on tst-COMMON v2)⋅ For each entry for latency metric, the upper one is non computation aware, while the lower one is computation aware.⋅ BLEU number in parenthesis indicate that the system does not satisfy the latency constraints.⋅ Raw system logs are also provided on the task web site.54

Low Latency Medium Latency High Latency

Team BLEU AL AP DAL BLEU AL AP DAL BLEU AL AP DAL

tst-COMMON v2

CUNI-KIT 26.82 0.96 0.77 2.07 31.47 1.93 0.86 2.96 32.87 3.66 0.96 4.45
2.94 1.52 6.38 3.71 1.39 5.80 5.54 1.37 6.61

FBK 13.38 0.94 0.58 1.31 25.08 1.99 0.80 2.36 30.07 3.92 0.95 4.15
1.23 0.66 1.47 2.48 0.93 2.79 4.49 1.09 4.70

HW-TSC (18.56) 1.96 0.79 2.41 23.90 2.61 0.87 3.07 24.78 4.02 0.96 4.31
2.39 0.92 2.82 3.03 1.01 3.49 4.42 1.10 4.71

NAIST 17.54 0.99 0.68 1.50 19.15 1.93 0.82 3.63 19.45 3.98 0.94 5.17
1.58 0.87 2.43 2.15 0.91 3.99 4.23 1.01 5.50

UPV 20.82 0.86 0.70 1.43 27.80 1.93 0.83 2.34 29.78 3.46 0.93 3.71
2.23 1.18 3.71 3.70 1.43 5.06 6.23 1.71 7.53

Gold Segmentation

CUNI-KIT 20.56 1.09 0.76 2.25 23.31 2.13 0.85 3.24 24.11 4.10 0.96 4.92
3.13 1.46 6.69 4.06 1.37 6.27 6.12 1.36 7.29

FBK 10.23 0.87 0.54 1.28 20.12 1.91 0.78 2.37 23.59 4.05 0.95 4.36
1.18 0.61 1.42 2.43 0.89 2.79 4.67 1.07 4.93

HW-TSC (13.97) 1.91 0.77 2.47 19.10 2.62 0.86 3.18 19.73 4.20 0.95 4.57
2.39 0.89 2.91 3.10 0.99 3.66 4.65 1.09 5.00

NAIST 13.40 0.97 0.67 1.55 15.29 1.98 0.82 3.96 15.47 4.80 0.96 5.79
1.64 0.85 2.60 2.21 0.89 4.35 5.07 1.02 6.14

UPV 16.09 0.71 0.68 1.42 19.94 2.81 0.84 3.36 23.55 3.51 0.92 3.85
2.18 1.13 3.78 6.00 1.58 7.76 6.35 1.63 7.82

Segmentation 1

CUNI-KIT 15.25 1.16 0.75 2.67 18.15 2.72 0.86 3.98 18.74 5.00 0.97 5.67
3.59 1.47 7.23 5.12 1.36 6.99 7.38 1.37 8.16

FBK 9.20 1.25 0.60 1.95 15.16 2.42 0.80 3.07 17.71 4.75 0.96 5.08
1.58 0.66 2.14 3.00 0.91 3.58 5.41 1.07 5.71

HW-TSC (10.66) 2.65 0.79 3.23 14.58 3.37 0.87 3.94 15.07 4.98 0.96 5.32
3.10 0.88 3.59 3.86 0.99 4.36 5.40 1.08 5.71

NAIST 9.78 0.97 0.65 1.75 12.23 2.67 0.83 4.30 12.40 5.78 0.98 6.26
1.66 0.82 2.66 2.91 0.89 4.67 6.08 1.03 6.59

UPV 12.23 1.06 0.68 1.86 15.86 2.26 0.80 2.87 17.89 4.12 0.93 4.51
2.87 1.14 4.45 4.53 1.35 5.91 7.64 1.67 8.86

Segmentation 2

CUNI-KIT 19.51 0.73 0.66 2.71 21.41 1.95 0.74 4.10 21.82 4.81 0.88 7.06
3.79 1.43 11.29 4.67 1.28 9.69 7.66 1.29 11.31

FBK 4.45 0.68 0.34 1.17 15.12 1.82 0.61 2.65 20.89 4.62 0.85 5.50
1.07 0.39 1.30 2.52 0.69 3.17 5.56 0.96 6.35

HW-TSC (12.53) 1.92 0.63 2.81 17.92 2.71 0.75 3.77 18.66 4.86 0.86 5.84
2.66 0.74 3.58 3.56 0.88 4.75 5.68 1.00 6.73

NAIST 11.77 0.93 0.60 1.92 13.49 2.76 0.84 7.75 13.64 8.76 0.97 10.62
2.11 0.83 4.32 3.05 0.90 8.42 9.26 1.03 11.23

UPV 14.89 0.55 0.62 1.78 18.32 1.69 0.70 2.71 20.72 3.74 0.82 4.62
2.85 1.03 5.84 4.43 1.17 7.29 7.75 1.48 11.16

54https://iwslt.org/2022/simultaneous
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⋅ Summary of the results of the simultaneous speech translation for English-Japanese.⋅ Results are reported on the blind test set and systems are grouped by latency regime (set on tst-COMMON v2)⋅ For each entry for latency metric, the upper one is non computation aware, while the lower one is computation aware.⋅ Raw system logs are also provided on the task web site.55

Low Latency Medium Latency High Latency

Team BLEU AL AP DAL BLEU AL AP DAL BLEU AL AP DAL

tst-COMMON v2

CUNI-KIT 16.92 2.46 0.90 3.22 16.94 3.77 0.97 4.29 16.91 4.13 0.98 4.53
3.84 1.38 5.45 5.20 1.34 6.03 5.61 1.34 6.20

HW-TSC 7.27 2.28 0.81 2.68 12.17 2.92 0.92 3.38 11.56 3.40 0.95 3.84
2.61 0.92 2.91 3.30 1.06 3.71 3.79 1.09 4.16

NAIST 9.25 2.24 0.88 3.04 9.90 3.95 0.96 4.59 10.22 4.73 0.99 4.96
2.65 1.03 3.50 4.26 1.07 4.94 5.05 1.09 5.30

Gold Segmentation

CUNI-KIT 16.50 2.71 0.90 3.35 16.68 4.10 0.97 4.57 16.75 4.42 0.98 4.80
4.10 1.37 5.79 5.66 1.34 6.48 6.02 1.34 6.67

HW-TSC 5.62 2.44 0.79 2.71 11.79 3.11 0.91 3.46 11.48 3.63 0.95 3.96
2.75 0.89 2.92 3.48 1.04 3.80 4.00 1.08 4.30

NAIST 8.70 2.28 0.86 2.89 9.41 3.41 0.94 4.46 9.83 4.66 0.98 5.08
2.68 0.99 3.40 3.73 1.04 4.87 4.98 1.06 5.44

Segmentation 1

CUNI-KIT 12.24 3.12 0.87 4.22 12.38 5.12 0.97 5.79 12.44 5.54 0.98 6.03
4.99 1.34 7.14 7.17 1.33 8.10 7.58 1.33 8.22

HW-TSC 4.15 3.25 0.79 3.75 8.40 4.05 0.91 4.55 8.18 4.68 0.95 5.14
3.63 0.87 4.01 4.46 1.01 4.89 5.09 1.05 5.49

NAIST 6.67 2.40 0.81 3.35 7.13 4.64 0.93 5.56 7.39 5.86 0.98 6.23
2.87 0.92 3.90 4.98 1.00 5.97 6.19 1.04 6.58

Segmentation 2

CUNI-KIT 14.65 3.19 0.77 4.54 14.82 5.71 0.90 7.37 14.71 6.55 0.93 8.11
5.34 1.27 9.80 7.95 1.29 11.45 9.06 1.30 12.03

HW-TSC 2.36 2.56 0.52 2.99 10.23 3.62 0.76 4.38 8.70 4.39 0.82 5.30
3.05 0.58 3.26 4.33 0.87 5.01 5.17 0.94 5.96

NAIST 8.10 2.67 0.73 3.81 8.36 5.28 0.91 9.00 8.57 8.69 0.97 10.32
3.32 0.85 4.82 5.71 0.99 9.72 9.20 1.03 10.94

55https://iwslt.org/2022/simultaneous
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⋅ Summary of the results of the simultaneous speech translation for English-Mandarin.⋅ Results are reported on the blind test set and systems are grouped by latency regime (set on tst-COMMON v2)⋅ For each entry for latency metric, the upper one is non computation aware, while the lower one is computation aware.⋅ BLEU number in parenthesis indicate that the system does not satisfy the latency constraints.⋅ Raw system logs are also provided on the task web site.56

Low Latency Medium Latency High Latency

Team BLEU AL AP DAL BLEU AL AP DAL BLEU AL AP DAL

tst-COMMON v2

AISP-SJTU 25.87 1.99 0.87 3.35 26.21 2.97 0.94 4.16 26.46 3.97 0.98 4.62
3.39 1.81 6.53 5.14 1.97 7.80 7.12 2.05 8.42

CUNI-KIT 23.61 1.75 0.85 2.56 24.37 2.79 0.93 3.49 24.58 3.67 0.97 4.22
3.11 1.34 4.77 4.16 1.34 5.32 5.12 1.34 5.88

HW-TSC (18.60) 2.18 0.84 2.66 22.51 2.88 0.92 3.33 23.60 3.46 0.95 3.81
2.56 0.97 2.93 3.26 1.06 3.62 3.82 1.09 4.10

Xiaomi 19.74 1.97 0.83 2.64 20.18 2.84 0.90 3.62 20.10 3.73 0.95 4.18
3.63 1.32 4.82 6.46 2.18 9.68 8.36 2.31 10.81

Gold Segmentation

AISP-SJTU 30.74 2.05 0.86 3.46 31.22 3.08 0.93 4.34 32.09 4.15 0.97 4.83
3.44 1.56 6.72 5.22 1.72 8.06 7.34 1.81 8.75

CUNI-KIT 26.71 1.92 0.83 2.65 27.09 2.93 0.92 3.62 27.22 3.90 0.97 4.44
3.29 1.32 5.09 4.29 1.31 5.57 5.39 1.32 6.23

HW-TSC (19.83) 2.25 0.82 2.68 26.02 3.00 0.91 3.43 27.65 3.62 0.95 3.97
2.66 0.95 2.98 3.37 1.04 3.72 4.00 1.08 4.29

Xiaomi 23.75 2.04 0.82 2.62 24.34 2.97 0.90 3.71 24.56 3.87 0.95 4.29
3.61 1.28 4.78 6.48 2.11 9.86 8.55 2.28 11.15

Segmentation 1

AISP-SJTU 24.90 2.39 0.83 4.12 25.33 3.87 0.93 5.30 26.01 5.18 0.97 5.93
4.11 1.41 7.78 6.56 1.60 9.57 9.04 1.70 10.48

CUNI-KIT 20.80 2.29 0.81 3.51 21.83 3.82 0.92 4.79 21.66 4.95 0.97 5.66
4.13 1.27 6.30 5.73 1.30 7.16 6.96 1.31 7.81

HW-TSC (16.09) 3.03 0.82 3.68 20.42 3.90 0.91 4.50 21.52 4.63 0.95 5.11
3.47 0.91 3.99 4.31 1.00 4.80 5.04 1.05 5.43

Xiaomi 19.79 2.30 0.79 3.20 20.29 3.53 0.89 4.57 20.47 4.60 0.94 5.25
4.03 1.19 5.43 7.62 1.97 11.32 9.72 2.09 12.54

Segmentation 2

AISP-SJTU 28.36 3.06 0.83 7.10 28.79 4.82 0.91 8.71 29.03 5.97 0.94 9.26
5.50 1.50 14.52 8.33 1.64 16.96 10.29 1.70 17.68

CUNI-KIT 24.96 1.97 0.70 3.41 25.01 3.46 0.80 5.19 24.81 5.11 0.88 7.01
4.20 1.20 8.54 5.57 1.21 9.32 7.48 1.25 10.79

HW-TSC (13.80) 2.26 0.59 3.00 22.27 3.24 0.74 4.21 24.77 4.21 0.82 5.21
2.93 0.68 3.39 4.00 0.85 4.70 5.00 0.93 5.76

Xiaomi 22.15 1.85 0.69 3.04 22.71 3.23 0.77 4.84 23.08 4.43 0.83 5.63
4.50 1.19 8.10 8.80 2.10 18.63 11.55 2.30 21.16

56https://iwslt.org/2022/simultaneous
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⋅ Summary of the results of the simultaneous speech translation for text-to-text track, English-Mandarin⋅ The input of the each system is the output from the provided streaming ASR model, and the latency is evaluated in seconds.⋅ Results are reported on the blind test set and systems are grouped by latency regime (set on tst-COMMON v2)⋅ For each entry for latency metric, the upper one is non computation aware, while the lower one is computation aware.⋅ Raw system logs are also provided on the task web site.57

Low Latency Medium Latency High Latency

Team BLEU AL AP DAL BLEU AL AP DAL BLEU AL AP DAL

tst-COMMON v2

AISP-SJTU 18.36 2.35 0.88 4.04
2.89 1.05 4.83

HW-TSC 14.63 1.38 0.73 2.01 17.40 2.31 0.86 2.90 18.19 3.08 0.92 3.57
1.88 0.86 2.43 2.85 1.00 3.37 3.65 1.07 4.08

Xiaomi 19.74 1.97 0.83 2.64 20.18 2.84 0.90 3.62 20.10 3.73 0.95 4.18
3.63 1.32 4.82 6.46 2.18 9.68 8.36 2.31 10.81

Gold Segmentation

AISP-SJTU 22.85 2.38 0.87 4.17
2.67 0.96 4.56

HW-TSC 16.82 1.44 0.71 1.96 21.03 2.37 0.85 2.89 22.56 3.18 0.91 3.61
1.86 0.81 2.29 2.85 0.97 3.29 3.68 1.03 4.05

Xiaomi 23.75 2.04 0.82 2.62 24.34 2.97 0.90 3.71 24.56 3.87 0.95 4.29
3.61 1.28 4.78 6.48 2.11 9.86 8.55 2.28 11.15

Segmentation 1

AISP-SJTU 19.18 2.84 0.87 4.94
3.16 0.94 5.38

HW-TSC 14.44 1.53 0.68 2.42 17.63 2.64 0.82 3.50 18.85 3.66 0.89 4.37
1.98 0.76 2.76 3.14 0.91 3.92 4.18 0.99 4.84

Xiaomi 19.79 2.30 0.79 3.20 20.29 3.53 0.89 4.57 20.47 4.60 0.94 5.25
4.03 1.19 5.43 7.62 1.97 11.32 9.72 2.09 12.54

Segmentation 2

AISP-SJTU 21.61 3.71 0.88 8.70
4.08 0.94 9.35

HW-TSC 11.56 1.20 0.50 2.05 18.00 2.17 0.68 3.25 20.37 3.17 0.77 4.33
1.77 0.57 2.42 2.88 0.76 3.76 3.99 0.86 4.96

Xiaomi 22.15 1.85 0.69 3.04 22.71 3.23 0.77 4.84 23.08 4.43 0.83 5.63
4.50 1.19 8.10 8.80 2.10 18.63 11.55 2.30 21.16

57https://iwslt.org/2022/simultaneous
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Human Evaluation Results

English-Japanese BLEU Error score #Critical #Major #Minor

CUNI-KIT (high) 19.43 219 0 31 64
CUNI-KIT (low) 18.29 225 0 31 70
HW-TSC (medium) 15.21 472 2 85 37
NAIST (medium) 11.49 628 12 109 23

Table 16: Human evaluation results on one talk in the English-to-Japanese Simultaneous speech-to-speech trans-
lation task. Error weights are 5 for Critical and Major errors and 1 for Minor errors.

Common Non-native

Number of distinct audios 17 43
Mean length of audio (secs) 886 209
Total of subtitled audios annotated 439 1159
Mean ratings per annotated audio 164.4 40.8

Table 17: Human evaluation for the English-to-German task on two test sets: the Common one used also in
automatic scoring and Non-native one. We show the size of the evaluation corpus, and the number of ratings
collected.

Common Non-native

System Low Medium High Low Medium High

CUNI-KIT 3.13 3.26 3.44 2.46 2.57 2.98
UPV 2.96 3.32 3.40 2.07 2.55 2.72
FBK 2.23 3.02 3.44 1.76 2.20 2.36
HW-TSC 2.34 2.60 2.60 1.58 1.81 1.69
NAIST 2.28 2.31 2.44 1.77 1.64 1.60

Average±Std.dev. 2.59±0.38 2.90±0.39 3.06±0.45 1.93±0.31 2.15±0.38 2.27±0.55

Interpreting 2.99 3.22

Table 18: Human evaluation results for English-to-German Simultaneous task. We calculate a mean score for each
annotated audio file, then take the mean across all annotated audio files, for each system-latency combination. We
highlight the best results in bold and report also the average across all submissions of a given latency band. The
final row shows the results for human simultaneous interpreting (transcribed).
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B.2. Offline Speech Translation

Automatic Evaluation Results

Speech Translation: TED English-German tst 2022⋅ Systems are ordered according to BLEU NewRef: BLEU score computed on the NEW reference set (literal translations).⋅ BLEU scores are given as percent figures (%).

System BLEU NewRef BLEU TEDRef BLEU MultiRef
USTC-NELSLIP cascade 26.7 23.9 37.6
YI end2end 25.7 23.6 36.5
YI cascade 25.6 23.7 36.4
USTC-NELSLIP end2end 25.3 22.9 35.7
NEMO 24.7 22.3 34.8
HW-TSC 24.2 20.8 33.5
KIT 23.9 22.0 33.8
FBK 23.6 21.0 32.9
UPC 23.0 20.8 32.3
ALEXA AI 22.6 20.1 31.5

Table 19: Official results of the automatic evaluation for the Offline Speech Translation Task, English to German.

Speech Translation: TED English-German tst 2021⋅ Systems are ordered according to BLEU TEDRef: BLEU score computed on the ORIGINAL reference set.⋅ BLEU scores are given as percent figures (%).⋅ End-to-end systems are indicated by gray background.

System BLEU NewRef BLEU TEDRef BLEU MultiRef
USTC-NELSLIP cascade 28.9 24.1 40.3
YI cascade 28.1 23.2 39.0
YI end2end 27.8 23.1 38.8
HW-TSC 27.5 21.2 36.9
USTC-NELSLIP end2end 27.2 23.0 38.4
FBK 25.5 21.3 35.6
KIT 24.7 22.4 36.2
last Year’s best 24.6 20.3 34.0
UPC 24.5 20.9 34.8
ALEXA AI 24.4 20.6 34.5

Table 20: Progress test set results of the automatic evaluation for the Offline Speech Translation Task, English to
Japanese.

145



Speech Translation: TED English-Chinese tst 2022⋅ Systems are ordered according to BLEU TEDRef: BLEU score computed on the ORIGINAL reference set.⋅ BLEU scores are given as percent figures (%).⋅ End-to-end systems are indicated by gray background.

System BLEU NewRef BLEU TEDRef BLEU MultiRef
USTC-NELSLIP cascade 35.8 35.7 44.1
YI cascade 34.7 35.0 42.9
HW-TSC 34.6 33.4 42.1
YI end2end 34.1 34.6 42.3
USTC-NELSLIP end2end 33.8 34.1 41.9
NEMO 33.3 33.7 41.2
NIUTRANS 32.3 33.2 40.5
KIT 31.1 32.0 39.0
ALEXA AI 30.4 30.8 37.9
UPC 29.2 29.9 36.4
NEURAL.AI 22.8 23.0 28.2

Table 21: Official results of the automatic evaluation for the Offline Speech Translation Task, English to Chinese.

Speech Translation: TED English-Japanese tst 2022⋅ Systems are ordered according to BLEU TEDRef: BLEU score computed on the ORIGINAL reference set.⋅ BLEU scores are given as percent figures (%).⋅ End-to-end systems are indicated by gray background.

System BLEU NewRef BLEU TEDRef BLEU MultiRef
HW-TSC 22.7 14.3 30.8
USTC-NELSLIP cascade 21.6 20.1 33.4
USTC-NELSLIP end2end 20.5 17.4 30.5
YI end2end 18.0 19.1 29.8
YI cascade 18.7 20.2 31.3
KIT 16.2 17.2 26.4
UPC 15.1 15.6 24.7
ALEXA AI 15.3 16.2 25.3

Table 22: Official results of the automatic evaluation for the Offline Speech Translation Task, English to Japanese.

Human Evaluation Results

Speech Translation: TED English-German tst 2022 (subset)
Rank Ave. Ave. z System
1-3 88.9 0.142 USTC-NELSLIP cascade
1-4 87.4 0.075 USTC-NELSLIP end2end
1-4 87.6 0.063 YI cascade
4-9 86.5 0.008 KIT
4-9 86.1 -0.004 FBK
2-7 86.3 -0.011 YI end2end
4-9 85.6 -0.023 NEMO

5-9 85.4 -0.039 UPC
5-9 84.8 -0.076 HW-TSC
10 83.9 -0.133 ALEXA AI

Table 23: Official results of the human evaluation for the Offline Speech Translation Task, English to German.
Systems ordered by the standardized DA z-score. Systems within clusters indicated by horizontal lines are consid-
ered tied. Scores collected using direct assessment with previous/next-sentence context.
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Speech Translation: TED English-Chinese tst 2022 (subset)
1 85.6 0.184 USTC-NELSLIP cascade

2-5 84.2 0.121 YI end2end
2-7 84.0 0.097 YI cascade
2-7 83.5 0.086 USTC-NELSLIP end2end
3-8 83.1 0.061 NEMO

3-8 83.2 0.057 KIT
2-7 82.8 0.038 HW-TSC
6-9 82.4 0.023 NIUTRANS

8-10 81.6 -0.023 ALEXA AI
9-10 80.8 -0.055 UPC
11 71.2 -0.589 NEURAL.AI

Table 24: Official results of the human evaluation for the Offline Speech Translation Task, English to Chinese.
Systems ordered by the standardized DA z-score. Systems within clusters indicated by horizontal lines are consid-
ered tied. Scores collected using direct assessment with previous/next-sentence context.

Speech Translation: TED English-Japanese tst 2022 (subset)
1-4 78.4 0.086 YI cascade
1-4 77.6 0.065 USTC-NELSLIP cascade
1-4 77.6 0.061 YI end2end
1-4 76.6 0.005 HW-TSC
5-6 76.3 -0.009 USTC-NELSLIP end2end
5-6 76.3 -0.013 KIT
7-8 74.7 -0.082 ALEXA AI
7-8 73.2 -0.113 UPC

Table 25: Official results of the human evaluation for the Offline Speech Translation Task, English to Japanese.
Systems ordered by the standardized DA z-score. Systems within clusters indicated by horizontal lines are consid-
ered tied. Scores collected using direct assessment with previous/next-sentence context.
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B.3. Speech to Speech Translation
Results for the speech to speech translation task, described in Section 4.

While both automatic metrics and human evaluation are provided, the task ranking was determined by
human evaluation of translation quality (Table 28).

System BLEU chrF

MLLP-VRAIN 19.70 53.15
HW-TSC primary 19.58 53.81
HW-TSC contrastive3 19.35 53.75
HW-TSC contrastive1 19.22 53.65
HW-TSC contrastive2 18.90 53.00
UPC 16.38 50.20

Reference text (+TTS) 68.46 88.78
FBK Offline (+TTS) 17.37 51.21
KIT Offline (+TTS) 16.63 50.43

Reference text (+normalization) 100.00 100.00
FBK Offline (+normalization) 23.44 55.84
KIT Offline (+normalization) 23.51 55.18

Table 26: S2ST: automatic metrics. Speech output is first transcribed with ASR before scoring against reference
text. Text is normalized for scoring (punctuation and case removed, whitespace standardized). The effects of
synthesis + ASR transcription are shown by synthesizing the reference text and selected Offline task submissions
and scoring after ASR.

System nat. clar. sound.

MLLP-VRAIN 4.156 (0.037) 4.626 (0.028) 4.562 (0.028)
HW-TSC primary 3.135 (0.042) 3.835 (0.037) 3.867 (0.034)
UPC 3.118 (0.042) 3.786 (0.037) 3.862 (0.032)
Reference 3.116 (0.043) 3.678 (0.038) 3.799 (0.032)

Table 27: S2ST: speech quality human evaluation. System outputs were evaluated along 3 dimensions, which are
more fine-grained than mean opinion score: speech naturalness (nat.), clarity of speech (clar.) and sound quality
(sound.). Numbers in parenthesis indicate a 95% confidence interval.

System Translation quality

HW-TSC primary 4.606 (0.034)
MLLP-VRAIN 4.439 (0.057)
UPC 4.374 (0.041)
Reference 4.369 (0.038)

Table 28: S2ST: translation quality human evaluation. The initial MLLP-VRAIN submission had a misalign-
ment and was later fixed. As a result, the number of samples for MLLP-VRAIN is 1000 instead of 2059. Numbers
in parenthesis indicate a 95% confidence interval.

148



B.4. Dialect Speech Translation

Automatic Evaluation Results

Tunisian Arabic→English
Team Condition System test2 test1

BLEU↑ BP pr1 chrF2 TER↓ BLEU
CMU dialect adapt primary (E2) 20.8 ± 0.7 0.931 53.1 44.3 64.5 19.5
CMU dialect adapt contrastive 20.7 ± 0.7 0.929 53 44.1 64.6 19.3
CMU basic primary (E1) 20.4 ± 0.7 0.944 52.2 43.8 65.4 19.2
CMU basic contrastive 20.1 ± 0.7 0.936 52.2 43.5 65.3 19
CMU dialect adapt contrastive (D6) 19.8 ± 0.7 0.902 53.2 43.3 64.6 18.9
CMU basic contrastive (D3) 19.7 ± 0.7 0.916 52.4 43 65.5 18.7
CMU dialect adapt contrastive (D5) 19.5 ± 0.6 0.896 53.2 42.8 64.6 18.3
CMU dialect adapt contrastive (C6) 19.4 ± 0.6 0.937 50.7 43 67.1 17.9
CMU basic contrastive (D2) 19.1 ± 0.6 0.939 51.3 42.7 66.5 18.1
JHU dialect adapt primary 18.9 ± 0.7 0.99 48 42.1 70.2 17.8
JHU unconstrain. primary 18.7 ± 0.7 0.959 48.7 41.6 69.2 17.5
CMU basic contrastive (C3) 18.6 ± 0.6 0.942 49.4 41.8 68.3 17.5
JHU basic primary 17.1 ± 0.6 0.973 46.8 40.4 71.4 16.1
ON-TRAC unconstrain. post-evaluation 14.4 ± 0.6 1 42.7 36.5 76.7 -
ON-TRAC unconstrain. contrastive1 13.6 ± 0.6 1 41.7 35.7 78.3 -
ON-TRAC basic primary 12.4 ± 0.6 0.8 44.3 32.8 75.5 -
ON-TRAC unconstrain. contrastive2 11.3 ± 0.5 0.95 38.7 32.7 80.6 -
Baseline basic baseline E2E 11.1 ± 0.5 0.885 40 31.9 77.8 10.1

Table 29: Automatic evaluation results for the Dialect Speech Translation Task. Systems are ranked in order of the
official metric: BLEU on test2 blind evaluation set. We also report chrF2, TER, as well as the brevity penalty (BP)
and 1-gram precision (pr1) components of BLEU. We further use bootstrap resampling (1k samples) and report the
95% confidence interval for BLEU on test2 (Koehn, 2004). For details of each system, refer to the system name in
the respective papers.

Tunisian Arabic ASR Automatic Evaluation Results

ASR System WER↓ CER↓
Orig Norm Orig Norm

JHU / basic / primary 70.5 43.8 30.5 22.5
JHU / dialect adapt / primary 70.1 42.9 30.4 22.3
JHU / unconstrained / primary 69.4 42.8 30.6 22.5
ON-TRAC / unconstrained / primary 68.2 45.1 28.4 21.5
ON-TRAC / unconstrained / post-eval 65.7 41.5 28.1 21.1

Table 30: Word Error Rate (WER) and Character Error Rate (CER) of the ASR component of submitted cas-
caded systems on test2. This is computed by comparing ASR hypotheses with the Tunisian manual transcripts.
The original version (Orig) matches the minimal text pre-processing provided by the organizer’s data preparation
scripts, and results in relatively high WER. Transcription standards for primarily spoken dialects are challenging,
so it may be beneficial as diagnosis to run some additional Arabic-specific normalization (Norm) for e.g. Alif,
Ya, Ta-Marbuta on the hypotheses and transcripts before computing WER/CER. We are grateful to Ahmed Ali for
assistance on this.
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Human Evaluation Results

Tunisian Arabic→English
Rank Ave. Ave. z Team / Condition / System

1 76.6 0.457 translator-A
2-3 66.5 0.119 CMU / dialect adapt / contrastive (D6)
2-3 66.5 0.114 CMU / dialect adapt / primary (E2)
4-5 62.7 -0.032 JHU / dialect adapt / primary
4-5 60.7 -0.093 JHU / basic condition / primary
6-7 56.1 -0.271 ON-TRAC / unconstrained / primary
6-7 55.3 -0.302 ON-TRAC / unconstrained / contrastive1

Table 31: Official results of the human evaluation for the Dialect Speech Translation Task. Systems ordered by
the standardized DA z-score. Systems within clusters indicated by horizontal lines are considered tied. Scores
collected using the document-level DA+SQM task in Appraise.

150



Figure 5: A screen shot of an example annotation task in Appraise featuring source-based document-level Direct
Assessment with SQM for the Dialect Speech Translation Task.
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B.5. Formality Control For Speech Translation

Automatic Evaluation Results

EN→HI EN→JA EN→DE EN→ES EN→IT EN→RU
Setting System BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET BLEU COMET

unconstrained

baseline 22.0 0.67 17.9 0.24 32.6 0.55 37.4 0.70 32.2 0.64 19.5 0.32
ALEXA AI 38.9 0.874 19.4 0.378
UMD 12.1 0.192 11.6 -0.023 22.4 0.161 27.8 0.344 22.9 0.247 14.4 0.075
UOS 32.5 0.497 37.0 0.635 33.1 0.562 21.5 0.357

constrained UOS 31.5 0.448 36.5 0.608 33.1 0.553 21.4 0.329

Table 32: Automatic evaluation using sacrebleu and COMET on generic test sets. For EN→DE, ES, IT, RU par-
ticipants were asked to evaluated their systems on MuST-C dataset. We have also included baseline models trained
in the unconstrained setting for comparison. For EN→HI, JA participants were evaluated on WMT Newstest 2014
and 2020 respectively.

Supervised Zero-shot
EN→HI EN→JA EN→DE EN→ES EN→IT EN→RU

Setting System F I F I F I F I F I F I

unconstrained
baseline (generic) 96.3 3.70 49.6 50.3 45.8 54.2 36.6 63.4 3.70 94.5 93.4 6.60
ALEXA AI 99.6 99.8 88.8 98.8
UMD 99.4 98.7 86.3 97.5 99.4 96.5 99.5 93.2 32.8 97.9 100.0 1.10
UOS 100.0 100.0 98.1 100.0 51.2 98.6 99.5 85.8

constrained UOS 100.0 88.6 87.4 98.0 29.5 92.9 98.1 15.4

Table 33: Automatic evaluation of formality control accuracy (M-ACC) reported for Formal (F) and Informal
(I). For comparison, we have included our baseline generic (uncontrolled) performance on the formality testset.
For EN→IT, RU participants were given a zero-shot task and asked to train a formality controlled model without
labelled training data in Italian or Russian.

Human Evaluation Results

Lang. Setting Sys. Control F I N O IAA

EN→JA unconstrained

UMD Formal 89.3 0.7 0.0 9.7

0.90UMD Informal 2.0 92.5 0.0 5.5
ALEXA AI Formal 82.8 1.3 0.0 15.5
ALEXA AI Informal 3.0 82.7 0.0 14.3

EN→IT
unconstrained

UMD Formal 13.7 25.2 47.0 14.2

0.91

UMD Informal 1.0 78.3 11.5 9.2
UOS Formal 6.0 7.2 81.3 5.5
UOS Informal 0.3 81.0 13.2 5.5

constrained UOS Formal 0.2 10.2 87.7 2.0
UOS Informal 0.2 36.3 58.3 5.2

EN→RU
unconstrained

UMD Formal 77.2 0.2 7.0 15.7

0.85

UMD Informal 74.3 0.7 7.8 17.2
UOS Formal 85.0 0.3 6.0 8.7
UOS Informal 10.3 71.3 3.2 15.2

constrained UOS Formal 85.3 2.0 5.7 7.0
UOS Informal 65.0 12.7 6.3 16.0

Table 34: Percentage of system outputs (with a given formality level (Control) and setting (Setting)) labeled by
professional translators according to the formality level: formal (F), informal (I), neutral (N), other (O). IAA was
computed using the Krippendorff’s α coefficient.
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B.6. Isometric Spoken Language Translation

Automatic MT Evaluation Results

En→De
System BERTScore LC BLEU(detok)

STRONGBASELINE∗ 77.44 68.0 21.6
APPTEK-Constrained 77.32 86.5 18.7
HW-TSC-Unconstrained 75.79 96.5 20.2
APV-Unconstrained 73.68 39.0 16.5
WEAKBASELINE 74.86 43.0 15.5
HW-TSC-Constrained 74.07 98.0 17.9

En→Fr
System BERTScore LC BLEU(detok)

STRONGBASELINE∗ 81.75 75.5 36.2
NUV-Unconstrained 79.96 47.5 27.1
APV-Unconstrained 77.77 45.0 32.9
HW-TSC-Constrained 76.11 96.0 31.5
WEAKBASELINE 77.18 37.0 25.2

En→Es
System BERTScore LC BLEU(detok)

STRONGBASELINE∗ 81.86 80.5 36
APV-Unconstrained 80.87 49.5 35.3
HW-TSC-Constrained 78.57 96.5 29.9
WEAKBASELINE 78.32 51.0 27.7

Table 35: Automatic evaluation results for Isometric SLT task on the blind test set. Metrics are computed using the
submissions primary system. System ranking follows the human evaluation ranking in Table 36. If BERTScore is
a tie, system with the highest LC wins (∗). BERTSCore and LC are the primary metrics for the task, detoknized-
BLEU is provided only as a secondary reference. Bold highlights the top score.
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MT Human Evaluation Results

En→De
Rank Ave. Ave. z System

1 89.0 0.755 translator-A
2-3 72.6 0.189 STRONGBASELINE

2-3 69.9 0.123 APPTEK-Constrained
4-5 62.6 -0.153 HW-TSC-Unconstrained
4-6 62.1 -0.224 APV-Unconstrained
5-7 59.4 -0.298 WEAKBASELINE

6-7 56.3 -0.467 HW-TSC-Constrained

En→Fr
Rank Ave. Ave. z System

1 80.8 0.624 translator-A
2-3 64.3 0.009 STRONGBASELINE

2-4 60.2 -0.152 NUV-constrained
3-6 58.0 -0.280 APV-Unconstrained
4-6 53.2 -0.348 HW-TSC-Constrained
4-6 53.6 -0.389 WEAKBASELINE

En→Es
Rank Ave. Ave. z System

1 82.5 0.601 translator-A
2-3 70.3 0.020 STRONGBASELINE

2-3 69.9 -0.031 APV-Unconstrained
4-5 64.0 -0.283 HW-TSC-Constrained
4-5 59.8 -0.409 WEAKBASELINE

Table 36: Official results of the text-based human evaluation for the Isometric SLT Task. Systems ordered by
the standardized DA z-score. Systems within clusters indicated by horizontal lines are considered tied. Scores
collected using the document-level DA+SQM task in Appraise.

154



Automatic Dubbing Human Evaluation Results

En→De
Comparison Wins (%)
WEAKBASELINE vs APPTEK-Constrained 32.9 vs 49.8∗
WEAKBASELINE vs HW-TSC-Constrained 29.0 vs 49.4∗
WEAKBASELINE vs HW-TSC-Unconstrained 41.1 vs 44.2
WEAKBASELINE vs APV-Unconstrained 37.9 vs 42.5
WEAKBASELINE vs STRONGBASELINE 29.0 vs 52.3∗
APPTEK-Constrained vs HW-TSC-Constrained 42.4 vs 38.8
APPTEK-Constrained vs HW-TSC-Unconstrained 41.0 vs 38.0
APPTEK-Constrained vs APV-Unconstrained 43.9 vs 36.9
APPTEK-Constrained vs STRONGBASELINE 38.0 vs 39.6
HW-TSC-Constrained vs HW-TSC-Unconstrained 38.3 vs 36.0
HW-TSC-Constrained vs APV-Unconstrained 44.3 vs 37.7
HW-TSC-Constrained vs STRONGBASELINE 36.0 vs 42.7
HW-TSC-Unconstrained vs APV-Unconstrained 49.3 vs 32.7∗
HW-TSC-Unconstrained vs STRONGBASELINE 37.2 vs 41.8
APV-Unconstrained vs STRONGBASELINE 31.3 vs 49.7∗

En→Fr
Comparison Wins (%)
WEAKBASELINE vs HW-TSC-Constrained 31.7 vs 51.7∗
WEAKBASELINE vs NUV-Unconstrained 32.6 vs 50.9∗
WEAKBASELINE vs APV-Unconstrained 25.7 vs 55.7∗
WEAKBASELINE vs STRONGBASELINE 26.7 vs 57.0∗
HW-TSC-Constrained vs NUV-Unconstrained 40.0 vs 40.0
HW-TSC-Constrained vs APV-Unconstrained 46.7 vs 34.7+
HW-TSC-Constrained vs STRONGBASELINE 31.9 vs 49.1∗
NUV-Unconstrained vs APV-Unconstrained 35.6 vs 40.0
NUV-Unconstrained vs STRONGBASELINE 29.0 vs 48.6∗
APV-Unconstrained vs STRONGBASELINE 34.3 vs 44.7

En→Es
Comparison Wins (%)
WEAKBASELINE vs HW-TSC-Constrained 21.0 vs 51.0∗
WEAKBASELINE vs APV-Unconstrained 30.3 vs 46.7∗
WEAKBASELINE vs STRONGBASELINE 24.3 vs 53.7∗
HW-TSC-Constrained vs APV-Unconstrained 37.7 vs 35.7
HW-TSC-Constrained vs STRONGBASELINE 34.3 vs 40.0
APV-Unconstrained vs STRONGBASELINE 30.3 vs 44.7∗

Table 37: Automatic dubbing human evaluation results on pairwise comparisons of submitted systems for the
Isometric SLT task. We report the Wins, i.e, the % of times one condition is preferred over the other with statistical
significance levels p < 0.01(∗) and p < 0.05(+).
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En→De
Rank NWins System
1 5 STRONGBASELINE

2 4 APPTEK-Constrained
3 3 HW-TSC-Constrained
4 2 HW-TSC-Unconstrained
5 1 APV-Unconstrained
6 0 WEAKBASELINE

En→Fr
Rank NWins System
1 4 STRONGBASELINE

2 2 HW-TSC-Constrained
3 2 APV-Unconstrained
4 1 NUV-Constrained
5 0 WEAKBASELINE

En→Es
Rank NWins System
1 3 STRONGBASELINE

2 2 HW-TSC-Constrained
3 1 APV-Unconstrained
4 0 WEAKBASELINE

Table 38: Results of human evaluation of dubbed videos. Systems are ranked using NWins, i.e., the number of
evaluations for which that systems was preferred over some other system.

En→De
Systems Smoothness LC
STRONGBASELINE 88.55 68
APPTEK-Constrained 86.22 86.5
HW-TSC-Constrained 88.45 98
HW-TSC-Unconstrained 88.92 96.5
APV-Unconstrained 82.53 39
WEAKBASELINE 84.22 43

En→Fr
Systems Smoothness LC
STRONGBASELINE 80.66 75.5
HW-TSC-Constrained 77.93 96
APV-Unconstrained 78.31 45
NUV-Constrained 75.52 47.5
WEAKBASELINE 66.84 37

En→Es
Systems Smoothness LC
STRONGBASELINE 92.01 80.5
HW-TSC-Constrained 92.65 96.5
APV-Unconstrained 92.02 49.5
WEAKBASELINE 85.21 51

Table 39: Results of automatic evaluation for subset of 60 dialogues used for dubbing evaluation using smoothness
(Federico et al., 2020a) that measures the stability of speaking rate across contiguous phrases and length compli-
ance (LC).
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Figure 6: A screen shot of an example annotation task in Appraise featuring source-based document-level Direct
Assessment with SQM for the Isometric SLT Task.
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Abstract
This paper describes the submission of our
end-to-end YiTrans speech translation system
for the IWSLT 2022 offline task, which trans-
lates from English audio to German, Chinese,
and Japanese. The YiTrans system is built on
large-scale pre-trained encoder-decoder mod-
els. More specifically, we first design a multi-
stage pre-training strategy to build a multi-
modality model with a large amount of labeled
and unlabeled data. We then fine-tune the cor-
responding components of the model for the
downstream speech translation tasks. More-
over, we make various efforts to improve per-
formance, such as data filtering, data augmen-
tation, speech segmentation, model ensemble,
and so on. Experimental results show that our
YiTrans system obtains a significant improve-
ment than the strong baseline on three trans-
lation directions, and it achieves +5.2 BLEU
improvements over last year’s optimal end-to-
end system on tst2021 English-German.

1 Introduction

In this paper, we describe our end-to-end speech
translation system YiTrans which participates in
the offline tracks of the IWSLT 2022 evaluation
campaign. We evaluate our systems from English
to German, Chinese and Japanese. We aim at ex-
ploring the pre-training methods for end-to-end
systems, and bridging the quality gap with the cas-
caded approaches.

As self-supervised learning has been shown ef-
fective in speech-to-text tasks (Baevski et al., 2020;
Hsu et al., 2021; Ao et al., 2021; Bapna et al.,
2021), our teams are interested in building a multi-
modality pre-trained model with self-supervised
approaches by leveraging large amounts of speech
and text data. Inspired by SpeechT5 (Ao et al.,
2021), we design a multi-stage unified-modal train-
ing strategy for pre-training both the encoder and

∗Equal contribution.

decoder. Our final end-to-end ST systems are built
by fine-tuning the pre-trained models.

This paper also tries to improve the system per-
formance by exploring various techniques for the
related tasks. (1) To boost the performance with ad-
vanced speech segmentation (Anastasopoulos et al.,
2021), we apply the pyannote toolkit (Bredin et al.,
2020) and the merge algorithm from Inaguma et al.
(2021) to segment the audio. Particularly, to over-
come the long sentence problem in the dataset, we
design a new segment algorithm. (2) Dataset is the
key point for a ST system to perform well. Hence,
we conduct refined data filtering and large-scale
data augmentation (Jia et al., 2019). (3) We also
employ progressive learning, back translation and
multi-stage fine-tuning (Yang et al., 2021; Sennrich
et al., 2015; Wang et al., 2020b) when fine-tuning
our models. (4) Motivated by Tang et al. (2021a),
we utilize joint ST and MT fine-tuning for our end-
to-end ST models. (5) As comparison, we also
build the cascaded systems for all three language
pairs by fine-tuning ASR and MT models from
pre-trained models.

The rest of this paper is organized as follows.
In Section 2, we describe the data preparation, in-
cluding the data pre-processing, data augmentation,
and speech segmentation. Section 3 illustrates the
unified-modal pre-training methods, and our sys-
tems for all three tasks. We share the experimental
setting, results, and analyses in Section 4. Section
5 concludes the submission. We also present the
official test results (Anastasopoulos et al., 2022) of
our submitted system in Appendix A.

2 Data Preparation

2.1 Datasets

Our system is built under constraint conditions.
The training data can be divided into five categories:
unlabeled audio, monolingual text, ASR, MT, and
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ST corpora1.

Datasets # Utterances # Hours

Unlabeled Data
VoxPopuli 1224.9k 28708

Labeled ASR Data
MuST-C v1&v2 341.6k 616.9
ST-TED 171.1k 272.8
LibriSpeech 281.2k 961.1
CoVoST 288.4k 426.1
CommonVoice 1224.9k 1668.1
TEDLIUM v2&v3 361.2k 660.6
Europarl 34.3k 81.4
VoxPopuli ASR 177.0k 501.3

Labeled ST Data
en-de
MuST-C v2 249.8k 435.9
ST-TED 171.1k 272.8
CoVoST 288.4k 426.1
Europarl 32.6k 77.2
en-ja
MuST-C v2 328.4k 534.5
CoVoST 288.4k 426.1
en-zh
MuST-C v2 358.5k 586.8
CoVoST 288.4k 426.1

Table 1: English audio data statistics

Unlabeled Audio We utilize large-scale unla-
beled and labeled audio for pre-training. As shown
in Table 1, we pre-train our models by using around
28k hours of unlabeled audio data from VoxPop-
uli (Wang et al., 2021), and around 5.1k hours of
labeled ASR data, which will be introduced later.

Monolingual Text Monolingual text is used ei-
ther for pre-training or back-translation. We collect
data for English as well as three target languages
from WMT21 news translation task1, including
News Commentary2, Europarl v103, News crawl4,
and Common Crawl5. As Common Crawl contains
much noisier data, it is only used for ja and zh
to expand the collected data size to 500M. The
statistics are listed in Table 2.

1https://www.statmt.org/wmt21/translation-task.html
2http://data.statmt.org/news-commentary
3http://www.statmt.org/europarl/v10
4http://data.statmt.org/news-crawl
5http://data.statmt.org/ngrams

en de ja zh

Collected 341M 389M 500M 500M

Processed & filtered 50M 50M 50M 50M

Table 2: Monolingual text data statistics

ASR Corpus For training and evaluation of our
ASR models, we use MuST-C v1 (Di Gangi et al.,
2019), MuST-C v2 (Cattoni et al., 2021), ST-TED
(Niehues et al., 2018), LibriSpeech (Panayotov
et al., 2015), CoVoST 2 (Wang et al., 2020a), TED-
LIUM v2 (Rousseau et al., 2012), TED-LIUM
v3 (Hernandez et al., 2018), Europarl (Koehn,
2005), VoxPopuli ASR data, and Mozilla Com-
mon Voice (Ardila et al., 2019), which results in
around 5188.3hr labled ASR data as shown in Ta-
ble 1. For MuSTC-C and Europarl, we collected
the data from all language pairs and removed the
overlap audios according to the audio id.

Datasets en-de en-ja en-zh

In-domain
MuST-C v2 249.8k 328.4k 358.5k
TED 209.5k 223.1k 231.3k

Out-of-domain
CoVoST 288.4k 288.4k 288.4k
Europarl 32.6k - -
OpenSubtitles2018 18.7M 1.9M 10.0M
WMT21 93.3M 16.6M 61.0M
Sum (processed) 82.0M 13.8M 51.5M
Sum (filtered) 16.1M 3.6M 7.6M

Table 3: MT data statistics

MT Corpus Machine translation (MT) corpora
are used to translate the English transcription. For
training and evaluation of our MT models, we use
MuST-C v2 and TED corpus (Cettolo et al., 2012)
as in-domain data. We also use CoVoST 2, Eu-
roparl, OpenSubtitles2018 (Lison and Tiedemann,
2016) as well as all available paired data provided
by WMT21 as out-of-domain data. The statistics
are listed in Table 3.

ST Corpus The ST corpus we used includes the
MuST-C v2, ST-TED, CoVoST 2 and Europarl, as
listed in Table 1. MuST-C v2 and ST-TED are
treated as in-domain data. The ST corpus can be
greatly expanded by large-scale data augmentation,
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which will be introduced in the following Section.

2.2 Text Processing & Filtering

For monolingual and out-of-domain MT data, we
first process the text through the following steps:

(1) We clean up the data by removing sen-
tences that have non-printing characters, http tags
or words with length longer than 50 characters
(words are separated by space, for ja and zh the
threshold is 150). The processed text data is then
deduplicated.

(2) We use fast-text 6 (Joulin et al., 2016) to filter
out the sentences with invalid languages.

(3) For paired data, we use fast_align7 (Dyer
et al., 2013) to calculate the alignment quality,
which is evaluated by the percentage of aligned
words. We remove 20% of data with the lowest
alignment quality.

(4) We then use XenC8 (Rousseau, 2013) to
perform domain filtering. It computes the distinc-
tion of two n-gram language models, which are in-
domain and out-of-domain language models. The
amount of selected data is 50M for monolingual
text, and for paired text it depends on the XenC
scores. The results are listed in Table 2 and 3.

2.3 Post processing

We only do post-processing for en-ja systems as an
optional choice. It is because we noticed that for
en-ja there is few punctuations in the target side
of training data. To obtain translation results with
rich punctuation, which are more natural in the real
world, we train a punctuation model to post-process
the translated results. The model is initialized from
mBART50 (Tang et al., 2020) and trained to predict
sentences with proper punctuation. The training
data is collected from out-of-domain en-ja MT
data. We select the sentences with rich punctuation
in Japanese side.

2.4 Data Augmentation

The quality of end-to-end ST is often limited by a
paucity of training data, since it is difficult to col-
lect large parallel corpora of speech and translated
transcript pairs In this paper, we attempt to build a
large amount of synthetic data for ST and MT, sep-
arately. We will introduce the data augmentation
method in Section 3 in detail.

6https://github.com/facebookresearch/fastText
7https://github.com/clab/fastalign
8https://github.com/antho-rousseau/XenC

2.5 Speech Segmentation

Algorithm 1 Segment audios based on pyannote
toolkit
1: function SEGMENTAUDIO(x, Pon, Poff , Tdur)
2: L← V AD(x, Pon, Poff ) ▷ {a1, ..., an}
3: Lnew ← {}
4: for ai ∈ L do
5: if ai.length > Tdur then
6: if Pon < 0.95 or Poff < 0.95 then
7: Lnew ← Lnew∪ SEGMENTAUDIO(ai,

Pon + αon, Poff + αoff , Tdur)
8: else
9: Lnew ← Lnew∪ EQUALSEGMENT(ai)

10: end if
11: end if
12: end for
13: return Lnew

14: end function

Similar to the previous evaluation, this year’s
evaluation data are segmented using an automatic
tool, which does not ensure that segments are
proper sentences nor that they are aligned with
the translated text. In addition, there is an ap-
parent mismatch for segmentation between using
voice activity detection (VAD) and segmenting by
punctuations, where the latter is usually used for
segmenting the training data. These assign extra
importance to develop methods for proper segmen-
tation of the audio data, which was confirmed in
the previous year’s evaluation campaign, where
all top submissions used their own segmentation
algorithm (Anastasopoulos et al., 2021).

Therefore, we design a segmentation algo-
rithm based on a VAD model provided by pyan-
note.audio9 (Bredin et al., 2020), as illustrated in
Algorithm 1. We find that long segments are diffi-
cult for the model to decode and need to be further
segmented. More specifically, we firstly use the
VAD model pre-trained on AMI dataset (Carletta,
2007) to segment the audio. Two hyperparameters,
Pon and Poff , are set for the VAD model, which
are the onset speaker activation threshold and offset
speaker activation threshold, respectively. Then the
segments longer than Tdur are further segmented
by increasing Pon and Poff with αon and αoff if
Pon and Poff are smaller than 0.95. Otherwise, we
segment the audio into several parts with the same
length smaller than Tdur, as large activation thresh-
olds may lead to incorrect segmentation. In our
experiments, We use the default values of the pre-
trained model for Pon and Poff , which are 0.481

9https://huggingface.co/pyannote/voice-activity-
detection
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and 0.810. respectively. For segmenting long au-
dios, we set the Tdur to 43.75 seconds, αon to 0.1,
and αoff to 0.028.

Moreover, some short segments are generated
by the VAD model according to our observations,
which may be incomplete sentences and harm the
performance of our ST model. Merging the short
segments helps the ST model utilize the context in-
formation. So we follow the algorithm in (Inaguma
et al., 2021) to merge the short segments after the
segmentation.

3 End-to-End YiTrans ST System

Recent studies, such as SpeechT5 (Ao et al., 2021)
and SLAM (Bapna et al., 2021), have shown that
joint pre-training of speech and text can boost the
performance of spoken language processing tasks,
such as speech translation. This section will mainly
introduce the model architecture of our end-to-end
YiTrans system, and the proposed methods to pre-
train and fine-tune the models.

3.1 Model Architecture

Our evaluation system is based on an encoder-
decoder model with state-of-the-art Transformer
architecture. Figure 1 shows the framework of our
end-to-end speech translation model, which con-
sists of a speech encoder, text encoder, and text
decoder. We employ the relative positional encod-
ing (Shaw et al., 2018) for both the encoder and
decoder network.

The speech encoder network contains a con-
volutional feature encoder and a Transformer en-
coder. The convolutional feature encoder is a
convolutional network for extracting feature from
waveform, which has seven 512-channel layers
with kernel widths [10,3,3,3,3,2,2] and strides
[5,2,2,2,2,2,2]. The Transformer encoder has 24
layers with model dimension 1024, inner dimen-
sion 4096 and 16 attention heads. The text encoder
and decoder contain 12 layers and have a similar
architecture to the Transformer encoder, except that
the text decoder includes the cross-attention and
the masked self attention. We optionally add an
adaptor between the speech encoder and text en-
coder, which is three one-dimensional convolution
layers with stride 2.

3.2 Multi-Stage Unified-Modal Pre-Training

To leverage large amounts of speech and text data,
we firstly initialize the speech encoder with the

Speech Encoder

Text Encoder

Adaptor

Text Decoder

Optional
Stage 1

Stage 1

Stage 2

−, 𝐶2 , 𝐶3, −, −,… , 𝐶𝑇

𝑦1, 𝑀𝑎𝑠𝑘 ,… 𝑦𝑁 , 𝑒𝑛

Stage 2 𝑦1, 𝑦2 , 𝑦3 , … 𝑦𝑁 , 𝑒𝑛

𝑒𝑛 , 𝑦1 , 𝑦2 , 𝑦3 , … , 𝑦𝑁
𝑒𝑛 , 𝑦1 , 𝑦2 , 𝑦3 , … , 𝑦𝑁

𝐶1, 𝐶2 , 𝐶3 , … , 𝐶𝑁, 𝑐

𝑦1, 𝑦2 , 𝑦3 , … , 𝑦𝑁 , 𝑒𝑛

𝑦1, 𝑦2 , 𝑦3 , … , 𝑦𝑁 , 𝑑𝑒|𝑧ℎ|𝑗𝑎

Speech-to-code/text task

Text-to-text task

Stage 1

Stage 1

Stage 2

Stage 1
Stage 2

Stage 1

𝑦1, 𝑦2 , 𝑦3 , … , 𝑦𝑁 , 𝑒𝑛Stage 2

Figure 1: An illustration of the pre-training model.

HuBERT LARGE (Hsu et al., 2021) and the text
encoder and decoder with the mBART50 (Tang
et al., 2020). Then we design a multi-stage pre-
training strategy to boost the performance of ASR
and ST tasks.

In the first stage, we employ the speech to code
pre-training method following Speech2C (Ao et al.,
2022) to make full use of unlabeled speech data.
More specifically, We set two pre-training tasks for
the encoder-decoder pre-training using unlabeled
speech data with pseudo codes, which are acous-
tic units learned from an offline clustering model.
The encoder of Speech2C predicts the pseudo code
via masked language modeling (MLM) in encoder
output, like HuBERT model. In addition to MLM
loss, the decoder of Speech2C learns to reconstruct
pseudo codes auto-regressively, instead of gener-
ating real text transcription, both of which are dis-
crete representations and have some semantic in-
formation corresponding to the speech signal. For
the text data, the BART loss (Lewis et al., 2020)
and cross entropy loss are used for the monolingual
English data and MT data of three target languages,
respectively. Note that the text data is only used
for pre-training the text encoder and text decoder.
For the second stage, we use the ASR data and
the filtered MT data to continuously pre-train the
model.

3.3 Joint Fine-Tuning
After pre-training, all the pre-trained modules
(speech encoder, text encoder, text decoder and the
optional adaptor) are used for directly fine-tunig a
end-to-end ST model. We also make various efforts
to improve the final perfermance.

Joint ST and MT Fine-Tuning We train the ST
model along with an auxiliary text to text machine
translation (MT) task. We utilize two methods from
(Tang et al., 2021b) to enhance the performance of
the primary ST task. First, a cross-attentive regu-

161



larization is introduced for the encoders. It mini-
mizes the L2 distance between two reconstructed
encoder output sequences and encourages the en-
coder outputs from different modalities to be closer
to each other. Second, online knowledge distilla-
tion learning is introduced for MTL in order to
enhance knowledge transfer from the MT to the ST
task.

Synthetic Data for ST To provide more paral-
lel audio-translation pairs, we translate the En-
glish side of the ASR data with our MT model.
Specifically, we translate all the transcriptions of
labeled ASR data listed in Table 1 to three target
languages. For en-de, we additionally generate
a certain amount of (about 8000 hours) cascaded
pseudo data from unlabeled VoxPopuli, by firstly
generating pseudo transcriptions with ASR model
and then translating them with MT model.

Multi-Stage Fine-Tuning Note that our ST data
is from various domains, including synthetic data
and out-of-domain data (e.g. CoVoST). To make
out ST model better adapted to the TED domain,
we adopt the multi-stage fine-tuning method ac-
cording to data category: At the first stage, we
fine-tune ST models with all ST data, including
synthetic and true data; Then at the second stage,
the ST models are continually fine-tuned with in-
domain data, i.e. Must-C and ST-TED.

3.4 Cascaded Speech Translation

To compare with our end-to-end YiTrans system,
we also build a cascaded system by fine-tuning
ASR and MT models from pre-trained models, and
these subsystems also has been used to construct
synthetic data for ST.

3.4.1 Automatic Speech Recognition
We fine-tune our ASR model with the following
strategies: (1) Synthetic Data for ASR. To make
the transcriptions contain the punctuations, we
train a punctuation model using the English text of
the MuST-C dataset, and add punctuations to the
transcriptions of the TEDLIUM and LibriSpeech
dataset with this model. We also use a model
trained on MuST-C dataset to synthesize data from
the Voxpopuli corpus. (2) Data Filtering. We find
that the ASR data contains some noise and the tran-
scription of some utterances are wrong. Therefore,
we also use a model trained on MuST-C dataset
to calculate the WER of each sentence, which is

used for filtering ASR data. (3) In-Domain Fine-
Tuning. To let the model fit the TED domain, we
train two models from the second stage of pre-
training. For the first one, we directly fine-tune the
model on the MuST-C dataset. For the second one,
we train the model with the TED-style datasets,
which include MuST-C, ST-TED, and TED-LIUM
corpus. We also filter the utterances that the WER
is larger than 50% for the second model.

3.4.2 Machine Translation
All of our MT models for the offline task are fine-
tuned from the big pre-trained mBART50 model,
with advanced techniques: (1) We inherit the idea
of Progressive Learning (Li et al., 2020) to train
the model from shallow to deep. Specifically,
our MT model has 24 encoders and 12 decoder
layers, where the top 12 encoder layers are ran-
domly initialized and the rest layers are initialized
from mBART50. (2) Back Translation. Follow-
ing previous experience in WMT evaluation cam-
paigns (Akhbardeh et al., 2021), we use the trained
{de,ja,zh}-en MT models to generate the English
side for the selected monolingual text from Ta-
ble 2. The MT models are also fine-tuned form
mBART50. All back-translated pairs and the true
paired data are combined for training. (3) Multi-
Stage Fine-Tuning. We also perform multi-stage
fine-tuning for MT models, where the model is
first fine-tuned with all (processed) MT data, then
is fine-tuned with in-domain data for a few steps.
There is also an optional stage between them,
which is fine-tuning with in-domain filtered data
(the last line in Table 3). (4) ASR Output Adapta-
tion. To alleviate the mismatch between the ASR
transcripts and the real text used for training MT
models, we add the synthetic in-domain data at the
in-domain fine-tuning stage. The synthetic data is
generated by replacing the English site text with
pseudo ASR labels.

4 Experiments & Results

4.1 Pre-Training Setup
All models are implemented in Fairseq 10 (Ott et al.,
2019). We pre-train two models depending on the
computational efficiency. The first has 24 speech
encoder layers, 12 text encoder layers and 12 de-
coder layers (denoted as PT48). The second has 12
encoder layers, an adaptor, 12 text encoder layers
and 12 decoder layers (denoted as PT36). The total

10https://github.com/pytorch/fairseq
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number of parameters for the pre-trained model
is about 927M and 803M, respectively. The vo-
cabulary size is 250k, which is inherited from the
mBART50 model.

For the first stage, we pre-train our model on 64
A100 GPUs with a batch size of 37.5s samples per
GPU for speech and 1875 tokens per GPU for text
and set the update frequency to 3 for 100k steps.
We optimize the model with Adam (Kingma and
Ba, 2014) and set the learning rate to 3e-5, which is
warmed up for the first 8% of updates and linearly
decayed for the following updates. For the second
stage, we also use 64 A100 GPUs and train the
model for 300k with a batch size of 30s samples
per GPU for speech and 1500 tokens for text. The
learning rate set to 3e-5 is warmed up for the first
10% steps, held as a constant for the following 40%
steps, and is decayed linearly for the rest steps. We
add a language ID symbol for four languages at the
start of each sentence.

ID Model tst2019 tst2020
1 Hubert & mBART 30.72 31.58
2 + in-domain FT 30.62 33.07
3 PT36 + joint FT 20.10 (*) 20.12 (*)
4 + in-domain FT 30.01 32.65
5 PT48 30.56 33.26
6 + in-domain FT 30.98 33.48
7 + joint FT 30.65 33.16
8 + in-domain FT 31.02 33.46
9 + cascaded data 31.00 33.52
10 + in-domain FT 30.91 33.42
11 Ensemble (10, 6) 31.46 34.03
12 Ensemble (10, 8, 6) 31.49 33.84
13 Ensemble (10, 9, 8, 6) 31.47 33.95
14 Ensemble (10, 9, 8, 6, 2) 31.57 33.96
15 Ensemble (10, 9, 8, 6, 4, 2) 31.40 34.10

Table 4: BLEU results of e2e en-de models.

Model tst-common
1 Hubert & mBART 18.13
2 + in-domain FT 18.59
3 PT36 + joint FT 18.16
4 + in-domain FT 18.86
5 PT48 17.67
6 + in-domain FT 18.30
7 + joint FT 18.71
8 + in-domain FT 19.13
9 Ensemble (8, 6) 19.38

10 Ensemble (8, 6, 2) 19.48
11 Ensemble (8, 6, 4) 19.70
12 Ensemble (8, 6, 4, 2) 19.81

Table 5: BLEU results of e2e en-ja models.

4.2 End-to-End Speech Translation
Our e2e ST models are fine-tuned from various pre-
trained models. When fine-tuning with all ST data,
the learning rate is set to 5e-5 and then is decayed
linearly to zero within 200k training steps. And
when fine-tuning with in-domain data, the learning
rate is set to 1e-5 for 30k steps. All ST models are
fine-tuned on 8 A100 GPUs with a batch size of
about 30s per GPU and update frequency of 4.

Model tst-common
1 Hubert & mBART 28.69
2 + in-domain FT 28.71
3 PT36 28.62
4 + in-domain FT 28.61
5 PT48 29.07
6 + in-domain FT 29.26
7 + joint FT 28.51
8 + in-domain FT 29.14
9 Ensemble (8, 6) 29.38
10 Ensemble (8, 6, 4) 29.36
11 Ensemble (8, 6, 2) 29.48
12 Ensemble (8, 6, 4, 2) 29.53

Table 6: BLEU results of e2e en-zh models.

en-de We use tst2019 and tst2020 as validation
sets. We do not use tst-common as we find that
it has overlapped speech samples with ST-TED
training data. All BLEU results are computed at
paragraph level, as listed in Table 4. It is noticed
that almost all of the models get improved when
fine-tuned with in-domain data (in-domain FT).
What’s more, joint ST&MT fine-tuning (joint FT)
and adding cascaded pseudo ST data also help the
performance. While, Table 4 shows that PT36 fine-
tuned models get some unexpectedly bad results
without in-domain fine-tuning. After checking the
results we found that sometimes the model could
only be able to decode a small portion of a sample
especially when the sample is long. Finally, our
PT48 fine-tuned model achieves the best perfor-
mance, and ensemble decoding (Liu et al., 2018)
with different models continually brings improve-
ment. Our final submitted system is the last line of
Table 4.

en-ja We use tst-common as the validation
set, which has sentence-level translations so that
BLEUs are computed at the sentence level. The
results are listed in Table 5, where the BLEUs are
computed after tokenized by Mecab11. Cascaded
pseudo ST data is not performed due to the time ur-
gency. Similar phenomena could be observed in Ta-

11https://taku910.github.io/mecab/
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Model en-de en-ja/zh tst2019 tst2020tst-common tst-common

Fine-tune with TED-Style data 8.49 8.67 10.9 13.4
Fine-tune with MuST-C 8.55 8.70 10.9 13.6

ensemble 8.47 8.56 10.7 13.3

Table 7: WER results of ASR Systems.

ble 5, where in-domain fine-tuning, joint ST&MT
fine-tuning as well as model ensemble benefit the
translation performance. Again, our PT48 fine-
tuned model achieves the best performance. Our
submitted system are listed in the last line of Table
5.

en-zh The validation set is also tst-common and
sentence level BLEUs with character tokenizer are
reported in Table 6. We find that in-domain fine-
tuning and joint ST&MT fine-tuning are not as ef-
fective here as that in en-de and en-ja. That might
be due to the specific data property of en-zh, e.g.
all ST data is not mismatched very much with in-
domain data. Finally, PT48 fine-tuned models still
achieve the best performance and model ensemble
brings improvement. Our final submitted system
are listed in the last line of Table 6. Note that the
results in Table 6 are not post-processed, while in
our submitted results of tst2022, we post-process
the decoding results by correcting the punctuation
to Chinese style.

4.3 Cascade Speech Translation

Automatic Speech Recognition For the ASR
fine-tuning, we use the CTC and cross-entropy loss
to train the model (Watanabe et al., 2017). The loss
weights are are set to 0.5 for both of them. We fine-
tune the model on 8 A100 GPUs with the update
frequency 4 for 120k steps, and set the batch size
to around 30s samples per GPU. The learning rate
set to 3e-5 is scheduled with the same strategy as
the stage 2 of pre-training.

As shown in Table 10, we investigate the im-
pact of speech segmentation with the model fine-
tuned on MuST-C dataset. The pyannote toolkit
improve the performance significantly compared
to the given segmentation. The merge algorithm
from Inaguma et al. (2021) further decreases the
WER. We adjust two parameters of merge algo-
rithm, Mdur and Mint. Mdur means the maximum
duration after merging, and Mint is the minimum
interval of two segments that will be merged. The

experiments show that when Mdur and Mint are set
to 30s and 1s, respectively, the model achieves the
best performance. We then apply our Algorithm 1
to further segment the utterance longer than 43.75s,
and the final WERs are 10.9 for tst2019 set and
13.6 for tst2020 set. Table 7 shows the WER scores
of two ASR systems. We ensemble these two mod-
els and use the results for the cascade system.

Machine Translation For all three language
pairs, we fine-tune both base models (with 12 en-
coder layers) and deep models (with 24 encoder
layers) as described in Section 3.4.2. All models
are fine-tuned on 8 A100 or V100 GPUs with a
batch size of 2048 tokens per GPU, the update fre-
quency is 1. The learning rate is set to 1e-4 with
5k warming up steps, then it is linearly decayed to
zero in total 200k steps. In case of using additional
back-translated data, we set the total training step to
300k. For in-domain fine-tuning, we only change
the learning rate to 1e-5 and the total training step
to 30k.

The results of MT systems are shown in Table
8. All BLEUs are computed the same way as e2e
ST systems. Similar to e2e ST results, in-domain
fine-tuning (in-domain FT) benefits all MT models.
Progressive learning with deeper models also out-
performs their baselines for all languages (line 3
vs. line 1). While, data filtering is shown effective
for en-de but slightly negative for en-zh, which
might because we remain too little data for en-zh
to train such big models. It is also noticed that en-
ja gets un-normal improvement from filtered data
(indicated by *), we speculate data filtering might
allow us to collect too similar text to tst-common
to make the model overfit. Finally, back translation
is shown benefit to all languages (line 7), while for
en-de it falls slightly behind the best results, prob-
ably because of the amount of paired data already
sufficient.

Cascade Systems Cascade systems are built
upon ASR and MT systems. Table 9 shows the
cascade ST results when applying the MT model
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Method Model size MT en-de MT en-ja MT en-zh
tst-common tst-common tst-common

1 Baseline 12-12 35.82 19.58 28.52
2 + in-domain FT 12-12 37.01 20.21 30.10
3 Deep model 24-12 36.25 20.15 29.19
4 + data filtering 24-12 37.38 24.52 (*) 29.22
5 + in-domain FT 24-12 38.27 24.91 (*) 29.94
6 Back-translation 24-12 37.29 18.62 28.65
7 + in-domain FT 24-12 38.05 20.92 30.43

Table 8: BLEU results of MT systems. * indicates the results may be over-fitted on tst-common set.

ID Method Model size en-de en-ja en-zh
tst-common tst2019 tst2020 tst-common tst-common

1 Baseline 12-12 33.07 30.47 32.96 18.79 27.50
2 + in-domain FT 12-12 34.17 31.12 33.71 19.40 28.76
3 Deep model 24-12 33.29 30.67 33.14 19.00 27.81
4 + data filtering 24-12 34.65 31.34 33.85 22.77 (*) 27.99
5 + in-domain FT 24-12 35.42 31.63 34.29 23.45 (*) 28.65
6 Back-translation 24-12 34.54 31.10 33.57 17.61 27.44
7 + in-domain FT 24-12 35.40 31.72 34.16 19.94 29.12

Table 9: BLEU results of cascaded systems. * indicates the results may be over-fitted on tst-common set.

VAD Mdur(s) Mint(s) tst2019 tst2020

Given - - 26.2 27.3

pyannote

- - 15.7 16.3
20 1 11.2 14.5
25 0.5 12.4 15.0
25 1 11.0 14.4
25 1.5 11.6 14.3
30 0.5 12.4 14.9
30 1 10.9 14.0
30 1.5 11.1 14.3
35 1 11.4 14.0

Algo 1 30 1 10.9 13.6

Table 10: Comparison of segmentation ways and merge
algorithm for ASR in terms of WER score.

Ensembled Models tst-common tst2019 tst2020
en-de
MT #5; ST #10 36.44 31.90 34.60
MT #5,#7; ST #10 36.31 31.89 34.60
MT #5,#7,#4; ST #10 36.16 31.90 34.45
en-ja
*MT #5; ST #8 22.79 \ \
*MT #5,#4; ST #8 23.26 \ \
*MT #5,#4,#7; ST #8 22.97 \ \
MT #7; ST #8 20.02 \ \
MT #7,#2; ST #8 20.12 \ \
MT #7,#2,#3; ST #8 20.45 \ \
en-zh
MT #7; ST #6 29.38 \ \
MT #7,#2; ST #6 29.48 \ \
MT #7,#2,#5; ST #6 29.32 \ \

Table 11: BLEU results of cascaded systems. * indi-
cates the results may be over-fitted on tst-common set.

listed in Table 8 to our best ASR systems. It is
shown that better MT models always lead to better
ST results. To leverage the end-to-end ST models,
we also explore the ensemble of MT and end-to-end
ST models as shown in Table 11. For en-ja, since
the BLEU results of MT model #4 and #5 may
be over-fitted on tst-common set, we also choose
another three models for the ensemble.

5 Conclusion

In this paper we describe our End-to-End YiTrans
speech translation system for IWSLT 2022 offline
task. We explore building ST systems from large-
scale pre-trained models. Our proposed multi-
stage pre-training strategy allows the model to learn
multi-modality information from both labeled and
unlabeled data, which further improves the perfor-
mance of downstream end-to-end ST tasks. Our
systems are also built on several popular methods
such as data augmentation, joint fine-tuning, model
ensemble, and so on. Massive experiments demon-
strate the effectiveness of our system, and show
that the end-to-end YiTrans achieves comparable
performance with the strong cascade systems and
outperforms the last year’s best end-to-end system
by 5.2 BLEU in term of English-German tst2021
set.
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A Appendix

We present the official test results for our submit-
ted systems. For en-de, our end-to-end system
achieves comparable performance with the cascade
system, even the cascaded system is the ensemble
of end-to-end and cascaded models. We also out-
performs the best result of the last year by a great
margin, especially for end-to-end systems. For
en-zh, the gap between end-to-end and cascaded
systems is also small (less than 1 point). While
for en-ja cascaded systems performs better than
end-to-end systems, probably because the end-to-
end and cascaded models are complementary and
resulting in a better ensemble. Meanwhile, it is
noticed that adding punctuation for en-ja results is
beneficial for ref2 while harmful for ref1.

Model BLEU ref2 BLEU ref1 BLEU both

Cascaded 25.6 23.7 36.4

E2E YiTrans 25.7 23.6 36.5

Table 12: Official results of our submitted en-de ST
systems on tst2022.

Model BLEU ref2 BLEU ref1 BLEU both

Cascaded

IWSLT21 rank-1 24.6 20.3 34.0
The submission 28.1 23.2 39.0

End-to-end

IWSLT21 rank-1 22.6 18.3 31.0
Our YiTrans 27.8 23.1 38.8

Table 13: Official results of our submitted en-de ST
systems on tst2021.

Model BLEU ref2 BLEU ref1 BLEU both

Cascaded 34.7 35.0 42.9

E2E YiTrans 34.1 34.6 42.3

Table 14: Official results of our submitted en-zh ST
systems on tst2022.

Model BLEU ref2 BLEU ref1 BLEU both

Cascaded 18.7 20.2 31.3
+ punc 22.8 14.7 30.0

E2E YiTrans 18.0 19.1 29.8
+ punc 21.8 13.7 28.2

Table 15: Official results of our submitted en-ja ST
systems on tst2022.
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Abstract

This paper describes Amazon Alexa AI’s sub-
mission to the IWSLT 2022 Offline Speech
Translation Task. Our system is an end-to-
end speech translation model that leverages
pretrained models and cross modality transfer
learning. We detail two improvements to the
knowledge transfer schema. First, we imple-
mented a new loss function that reduces knowl-
edge gap between audio and text modalities
in translation task effectively. Second, we in-
vestigate multiple finetuning strategies includ-
ing sampling loss, language grouping and do-
main adaption. These strategies aims to bridge
the gaps between speech and text translation
tasks. We also implement a multi-stage seg-
mentation and merging strategy that yields im-
provements on the unsegmented development
datasets. Results show that the proposed loss
function consistently improves BLEU scores
on the development datasets for both English-
German and multilingual models. Addition-
ally, certain language pairs see BLEU score
improvements with specific finetuning strate-
gies.

1 Introduction

Multilingual Spoken Language Translation (SLT)
enables translation of audio into text in multiple
languages. Traditionally, SLT is solved by cas-
cading automatic speech recognition (ASR) mod-
els, which convert audio to transcribed text, with
text-to-text translation models. End-to-end (E2E)
models, such as FAIR Speech Translation System
(Tang et al., 2021a), allow a single model to trans-
late from speech to text. Recent advances in E2E
models show comparable results with cascaded ar-
chitectures (Anastasopoulos et al., 2021; Ansari
et al., 2020).

Our baseline end-to-end speech translation sys-
tem leverages large-scale pretrained models on dif-

∗Akshaya Vishnu Kudlu Shanbhogue and Ran Xue have
equal contribution to this work.

ferent data modalities following the approach pro-
posed by Tang et al. (2021a). We adopt dynamic
dual skew divergence (DDSD) loss function (Li
et al., 2021b) to replace cross entropy (CE) for
effective knowledge transfer from pretrained text-
to-text (T2T) translation model to speech-to-text
(S2T) translation model through joint task training.
We observe that DDSD consistently outperforms
CE across all language directions.

Our multilingual model supports translation of
English (en) audio to German (de), Japanese (ja)
and Chinese (zh). We find that finetuning this
model based on language groups can improve the
performance of the model. Additionally, we find
that finetuning models by considering alternate
translations can lead to subtle improvements in the
overall performance of the models. While work-
ing with unsegmented data, we show that using a
custom audio segmentation strategy can improve
the translation performance by around +2.0 BLEU
points. On IWSLT 2022 blind test sets, our sys-
tem achieves 22.6, 15.3, and 30.4 BLEU score for
en→de, en→ja, and en→zh respectively. On the
progression test set, our E2E speech translation sys-
tem performs on par with IWSLT 2021 winning
cascaded system (Anastasopoulos et al., 2021).

2 Base Model

We adopt the end-to-end speech translation system
proposed by Tang et al. (2021a), which takes both
text and speech as input for translation task. The
model’s encoder consists of a text encoder and a
speech encoder for each input data modality, re-
spectively. The text encoder is a 12 layer trans-
former architecture initialized from the pretrained
mBART encoder (Tang et al., 2020). The speech
encoder is a 24 layer transformer architecture in
which we initialize the speech feature extractor and
first 12 layers from pretrained Wav2Vec 2.0 model
(Xu et al., 2020). The remaining 12 layers of the
speech encoder share weights with the text encoder.
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Between the speech encoder and text encoder, an
adaptor (Li et al., 2021a) of 3 1-D convolution lay-
ers with a stride of two are inserted to compress
the speech encoder output by a factor of eight. The
model’s decoder is initialized from mBART de-
coder and is shared by two data modalities. We
alter the original model architecture to decoupled
the mBART output layer and embedding layer in-
stead of using a shared projection layer.

2.1 Pretrained models
We use two state-of-the-art pretrained models —
Wav2Vec 2.0 and mBART — for speech and text
data, respectively. Both models were trained in-
dependently with self-supervised tasks and then
finetuned with the corresponding ASR and MT
tasks using labeled data.

Wav2Vec 2.0 Wav2Vec 2.0 is a powerful trans-
former based framework pretrained on self-
supervised tasks with large amount of unlabeled
speech data (Baevski et al., 2020). There are three
main modules in Wav2Vec 2.0 model. The feature
encoder is a convolution neural network, which
takes wave-form audio as inputs and converts them
into a sequence of continuous feature vectors. Then
the quantization module learns the latent discrete
speech features from the continuous embeddings by
sampling from Gumbel softmax distribution (Jang
et al., 2017) using two codebooks of size 320. Fi-
nally, a transformer based context encoder extracts
high quality contextual speech representations from
the features. By finetuning on speech data with
transcriptions, Wav2Vec 2.0 achieves outstanding
performance on ASR task.

In this work, we adopt the Wav2Vec large model
finetuned for ASR task ("wav2vec-vox-960h-pl")
(Xu et al., 2020). The context encoder in the model
has 24 transformer layers with 16 attention heads,
and the hidden dimension is 1024. The model was
pretrained on Librispeech and LibriVox audio cor-
pus and then finetuned on 960 hours of transcribed
Librispeech data (Panayotov et al., 2015), Libri-
light data (Kahn et al., 2020a), and pseudo-labeled
audio data (Kahn et al., 2020b).

mBART mBART is a sequence-to-sequence
encoder-decoder architecture pretrained on large-
scale multilingual unlabeled text corpus (Liu et al.,
2020). During pretraining, mBART is trained as
a denoising auto-encoder which reconstructs the
corrupted input text to its original form. The pre-
trained mBART was fintuned with paralleled ma-

chine translation data and achieved significant per-
formance gains on multilingual machine translation
(MT) task. For this work, we used the mBART-
large-50-one-to-many model, which consists of a
12-layer transformer encoder and a 12-layer trans-
former decoder. The model was pretrained on 50
languages and finetuned to translate English to the
other 49 languages (Tang et al., 2020).

2.2 Multimodal training objectives
During training, both S2T translation and T2T
translation tasks are performed using an online
knowledge distillation process that mitigates the
speech-text modality gap with the following loss
function:

l = lst + lt_guide + lmt + lcross_attn (1)

where lst and lmt are cross entropy loss between
ground truth and hypothesis from speech and text
inputs respectively, lt_guide is the cross entropy
loss between hypothesis from speech and text, and
lcross_attn is the cross attention regularization from
two input data modalities (Tang et al., 2021b).

2.2.1 Dynamic Dual Skew Divergence
To improve the text-guided learning in joint task
training, we replace the cross-entropy based text
guide loss from eq. 1 with a loss based on Kullback-
Leibler divergence that considers S2T translation
errors from (1) generating an unlikely hypothesis
and (2) not generating a plausible hypothesis when
compared with the T2T translation. In previous
studies, similar approaches have shown promising
results when applied to machine translation task
(Li et al., 2021b) and measuring text generation
performance (Pillutla et al., 2021).

Kullback-Leibler Divergence Kullback-
Leibler (KL) divergence measures the divergence
of probability distributions S(x) from T (x):

D(T ||S) =
∑

T (x) log
T (x)

S(x)
(2)

We denote T (x) as the translation hypothesis prob-
ability distribution from the text input and S(x) as
the probability distribution from the speech input.
D(T (x)||S(x)) is an asymmetric distance metric
that measures the deviation of S2T distribution
with the T2T distribution (type II error). If we
switch the sides of T (x) and S(x), minimizing
D(S(x)||T (x)) emphasizes errors caused by hy-
potheses generated from the S2T task that are not
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Figure 1: A) Depending on the dominant error types,
higher or lower value of β tilts the dual skew diver-
gence curve and providing a steeper slope of the loss
curve for current training state. X axis represents S2T
output, T2T output is set to 0.4 in this example. B)
Value of β dynamically changes based on the values of
type I and type II skew divergence

likely to be generated from the T2T task (type I
error).

Dual Skew Divergence The definition of KL di-
vergence holds when the observed distribution (e.g.
S(x) in the case ofD(T ||S)) is non-zero. However,
during training, the probabilities of some tokens
can go towards zero due to the large vocabulary
size of mBART. To mitigate this issue, in dual di-
vergence, we replace the KL divergence with the
skew divergence:

Ds(T ||S) = D(T ||αT + (1 − α)S) (3)

where α is a hyperparameter. In this study, we set
α to 0.01 for all experiments.

To mitigate the modality gap between speech
and text inputs, we consider both types of errors
with dual skew KL divergence in training:

Dds(T, S) = βDs(S||T )+(1−β)Ds(T ||S)
(4)

where β is a weight to balance the two types of
errors. When using dual skew divergence as a
loss function during training, the value of β af-
fects convergence depending on the dominant error
type at the current step. When S2T task under-
generates the probability distribution output by T2T
task (higher type II error), a lower value of β mo-
tivates faster learning with higher magnitude of
gradient. While type I error dominates, a higher
value of β is favored by training instead (Figure
1A).

Dynamic Weight As the dominant error type
could change during training, we dynamically tune

the value of β in eq. 4 based on the values of two
dual skew divergence components at each training
step. We first normalize the skew divergence to
achieve a value bounded between 0 and 1.

M(S||T, β) = log(1 + βDs(S||T ))
(1 + log(1 + βDs(S||T )))

(5)

And then we solve for the value of β that max-
imizes the product of two measures derived with
above equation:

β = argmax
(
(M(S||T, β)∗M(T ||S, 1−β)

)

(6)

This logic ensures that β is constantly updated
based on type I and type II skew divergence to
achieve the preferred dual skew divergence for the
current training step (Figure 1B).

3 Finetuning Approaches

To avoid overfitting and moderate generalization,
we finetune the base model with a proposed sam-
pling loss algorithm. In addition, we experiment
with the effect of finetuning on languages with sim-
ilar linguistic typology or vocabulary to see if there
is negative transferring with the multilingual set-
ting. Finally, we test the consequence of using
in-domain data.

The motivation for sampling loss comes from a
hypothesis that the ground truth translations may
lack diversity. We can make the translation model
more robust and increase end-phrase diversity by
training with alternate translations to supplement
the ground truth translations. To achieve this, we
clone the T2T components from the trained base
model and use beam search as a mechanism to
generate the alternate translations to guide the S2T
components. During the beam search, the target
probabilities of all the nodes visited are considered
during loss computation as illustrated in Figure 2.
We reuse the dynamic dual skew divergence loss
to train the student model, and this is the only loss
applied during our sampling loss finetuning. We
recognize that other sampling strategies could also
generate alternative translations.

A similar approach is explored in mixed cross
entropy loss(Li and Lu, 2021). While mixed cross
entropy loss achieves the same effect as sampling
loss, sampling loss considers the complete target
distribution as ground truth while training the stu-
dent model.
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Figure 2: Sampling loss example with beam width=3.
All target distributions are considered for loss computa-
tion.

3.1 Sampling Loss
3.2 Language Grouping
Several studies (Prasanna, 2018; Sachan and Neu-
big, 2018; Tan et al., 2019; Fan et al., 2021) have
suggested that multilingual MT models benefit
from training models with languages sharing sim-
ilar linguistic features. In this work, we experi-
ment with two grouping strategies. One is based
on linguistic typology where German and Chinese
are considered as subject–verb–object (SVO) lan-
guages1 while Japanese is a subject–object–verb
(SOV) language. The other is based on vocabulary
sharing. Japanese kanji was derived from Chinese
characters, and most of the time the meaning are
the same or very similar. For this reason, we con-
sider Japanese and Chinese as a shared-vocabulary
group.

3.3 Domain Adaption
Finetuning is a popular approach for domain adap-
tion in MT to boost model performance (Freitag
and Al-Onaizan, 2016; Luong and Manning, 2015).
As the IWSLT 2022 task uses TED talks as the
test data, we evaluate the effect of finetuning our
base model using the MuST-C V2 (Di Gangi et al.,
2019) dataset, a multilingual speech translation
corpus comprising English audio recordings from
TED talks.

4 Experimental Setup

In this section, we first describe the datasets and
hyperparameters settings used in our model train-
ing experiments, followed by a brief introduction
of our audio segmentation approach that improves
our model performance on unsegmented datasets.

1There is a small part of German is SOV.

4.1 Data

We train our models using MuST-C V2 (Di Gangi
et al., 2019), CoVoST v2 (Wang et al., 2020)
and Europarl-ST V1.1 train-clean dataset (Iranzo-
Sánchez et al., 2020). The entire corpus con-
tains paired audio-text samples for Speech Transla-
tion, including transcriptions of the source audios.
MuST-C supports en-to-14 languages, including
en→de, en→ja and en→zh. CoVoST supports en-
to-15 languages, again including en→de, en→ja
and en→zh. However, as Europarl-ST provides
translation data between six European languages,
only en→de is supported. Table 1 presents statis-
tics on the datasets. We discard short audio clips
of less than 50ms and long audio clips of greater
than 30s. We hold out 1% of the data as the devel-
opment set. Additionally, we evaluate our models
using the unsegmented test set released for IWSLT
2019 and IWSLT 2020.

4.2 Training Details

We use the fairseq2 library to train our models. For
the base model using the cross-entropy as the text-
guided loss, we set the loss weights of lst, lt_guide,
lmt, and lcross_attn as 0.2, 0.8, 1.0, and 0.02, re-
spectively. When training using the DDSD text-
guided loss, we reduce lmt to 0.2. For the fine-
tuning experiments, the beam size is set to 1 for
the sampling loss algorithm. We set dropout to
0.3. We use the Adam optimizer (Kingma and Ba,
2017) and inverse square root scheduler with an
initial learning rate of 1e-8. We set the warm-up
phase to 5000 steps and the training batch size to a
maximum of three for both the base and finetuned
models. The model parameters are updated every
four batches; the maximum number of iterations
is set to 120,000 for the base models, while we
train the finetuned models until convergence with
the early stopping strategy when the loss on the
validation set increases for three consecutive eval-
uations. Each model is trained on eight NVIDIA
V100 GPUs for around 24 to 48 hours.

4.3 Speech Segmentation

Previous years’ IWSLT results show that the seg-
mentation approach has significant impact on
the performance of end-to-end speech translation
(Ansari et al., 2020; Anastasopoulos et al., 2021).
We use the WebRTCVAD3 toolkit to split the unseg-

2https://github.com/pytorch/fairseq
3https://pypi.org/project/webrtcvad
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MuST-C CoVoST Europarl-ST
en → de en → ja en → zh en → de en → ja en → zh en → de

Samples (in thousands) 238.0 314.0 343.9 289.0 289.0 289.0 31.3
Average audio length (s) 6.3 5.8 5.8 5.4 5.4 5.4 8.5
Average source text length (tokens) 27.2 25.5 25.5 17.8 17.8 17.8 31.4
Average target text length (tokens) 27.9 24.2 22.9 18.3 19.2 15.7 36.5

Table 1: Dataset statistics

Stage Length threshold (s)
WebRTCVAD

A FD(ms) ST
1 0 1 10 0.9
2 21 3 30 0.9
3 30 3 10 0.5
4 21 - - -

Table 2: Parameter used at each stage of speech seg-
mentation. We pick 21 seconds and 30 seconds as
length thresholds as they represent the 99.5% per-
centile and max of the audio length of our training
data. (A: aggressiveness, FD: frame duration, ST: si-
lence threshold)

Seg. BLEU #Seg. Seg. Length
Stage (P25/P50/P75)

IWSLT

S1 23.21 2384 2.29/4.12/7.90

2019

S2 23.27 2881 2.32/4.06/7.43
S3 23.27 2909 2.31/4.05/7.41
S4 25.00 963 14.96/17.80/19.58

IWSLT

S1 23.61 2071 2.40/4.21/7.74

2020

S2 24.42 2408 2.38/4.19/7.22
S3 24.38 2464 2.37/4.16/7.22
S4 26.58 811 15.07/17.78/19.68

Table 3: Speech translation performance on unseg-
mented development sets at each segmentation stage.
All results are based on the DDSDde model.

mented audio data with a multi-stage segmentation
and merging strategy. In each of the first three
stages, we split audios that are longer than a cor-
responding threshold with gradually increased ag-
gressiveness. In the last stage, we merge the short
audios from left to right until the merged audio
reaches a certain length Table 2. This strategy gen-
erates audio segments that are neither too long to
be processed by the end-to-end speech translation
model nor too short to convey enough contextual
information. Throughout this paper we refer to this
as our ’own’ segmentation.

5 Results and Analyses

In this section, we present our experimental results
and analyses. All the reported results are obtained
from a single run using one of the following model
settings:

• CE: This is our baseline model which uses
cross-entropy as the text-guided loss .

• DDSD: This model uses the DDSD described
in Section 2.2.1 as the text-guided loss.

• DDSD+DDSD: This is a finetuned model
where both of the base and finetuning training
are using the DDSD as the text-guided loss.

• DDSD+SL: This is a finetuned model where
the text-guided loss of the base and the fine-
tuning training are the DDSD and the sam-
pling loss algorithm explained in Section 3.1,
respectively.

The corpora and target languages used in a model
training are denoted in superscript and subscript,
respectively. If no superscript or subscript appears,
all the available corresponding corpora or target
languages have been used. For example, DDSDde
means a bilingual en→de model trained using all
the corpora mentioned in Section 4.1.

As for the evaluation datasets, if our model can
directly handle the size of a given audio clip, such
as the audio in the MuST-C dataset, we directly use
the provided data. Otherwise, we use the algorithm
described in Section 5.1 to split audio clips into
smaller chunks.

5.1 Effect of Speech Segmentation
We tune the speech segmentation algorithm de-
scribed in Section 5.1 using the IWSLT 2019 and
IWSLT 2020 development sets. Table 3 summa-
rizes the performance of the DDSDde model at each
segmentation stage. Since few segments have audio
lengths longer than 30 seconds, Stage 3 only results
in a minimal change to the number of segments and
the audio length distribution. After merging short
audio clips in Stage 4, the model performance im-
proves by +1.73 and +2.20 BLEU points for the
IWSLT 2019 set and IWSLT 2020 set respectively.
We hypothesize that this improvement is the result
of the model’s ability to access more contextual
information, and therefore generate better transla-
tions. For the rest of the experiments, we report
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Model IWSLT 2019* IWSLT 2020* Must-C COMMON
en → de en → de en → de en → ja en → zh

CEde 23.98 26.02 29.71 - -
DDSDde 25.00 (+1.02) 26.58 (+0.56) 30.59 (+0.88) - -

CE 23.25 24.44 28.46 16.27 25.41
DDSD 24.20 (+0.95) 25.67 (+1.23) 30.25 (+1.79) 16.77 (+0.5) 26.69 (+1.28)

Table 4: Comparison of results using cross-entropy (CE) and the DDSD text-guided loss. Numbers in parentheses
show the BLEU difference between models using DDSD and CR losses. * indicates own segmentation.

finetuning Approach Model IWSLT 2019* IWSLT 2020* Must-C COMMON
en → de en → de en → de en → ja en → zh

Sampling Loss DDSDde+SLde +0.13 +0.33 -0.43 - -
DDSD+SL +0.07 +0.02 -0.07 +0.13 +0.03

Language Grouping: DDSD+DDSDde,zh -0.15 -0.03 +0.13 - +0.02
Linguistic Typology DDSD+DDSDja - - - +0.3 -
Language Grouping: DDSD+DDSDja,zh - - - +0.44 -0.10
Vocabulary Sharing DDSD+DDSDde +0.22 +0.17 +0.3 - -

Sampling Loss + DDSD+DDSDja,zh+SLja,zh - - - +0.48 +0.02
Vocabulary Sharing DDSD+DDSDde+SLde -0.03 +0.34 +0.36 - -
Domain Adaption DDSD+DDSDMust-C +0.08 +0.25 +0.00 +0.27 -0.03

Table 5: Relative results of using different finetuning approaches compared with their base model, where numbers
in bold mean the finetuned model has a higher BLEU score compared with its base model. * indicates own
segmentation

results using segments generated at Stage 4 for the
IWSLT 2019 and IWSLT 2020 development sets.

5.2 Effect of the DDSD

We train en→de translation models as well as
one-to-many multilingual models using the cross-
entropy loss or the DDSD loss as the text-guided
loss, with the evaluation results presented in Ta-
ble 4. From our experiments, en→de models al-
ways outperforms the multilingual models. How-
ever, the DDSD loss effectively reduces the quality
gap between the bilingual and multilingual models
from an average of -1.19 BLEU to -0.68 BLEU.
Models with DDSD loss consistently outperform
those with cross-entropy text-guided loss on all
the tested language arcs for both en→de and mul-
tilingual models. The BLEU score improvement
is in the range of +0.5 to +1.8, where the small-
est +0.5 BLEU improvement is observed for the
multilingual model’s en→ja arc.

5.3 Effect of finetuning

We study three types of finetuning modifications:
using the sampling loss, finetuning with language-
based groupings and domain adaptation. Since
DDSD has consistently improved BLEU metric
values, all of our finetuning experiments use mod-
els initialized from those trained with the DDSD
text-guided loss in the previous section. Table 5
summarizes the change in BLEU score of the pro-

posed approaches comparing to the respective base
model trained with DDSD text-guided loss.

Sampling Loss We experiment with the pro-
posed sampling loss algorithm from Section 3.1
and report the results at the first two rows of Ta-
ble 5. We observe mixed results when comparing
DDSDde and DDSD models in Table 4. One expla-
nation is that the base model has been trained with
enough data diversity, and therefore the sampling
loss has limited influence.

Language Grouping For the linguistic-
typology-based finetuning, the finetuned
DDSD+DDSDde,zh model (SVO languages)
behaves almost the same as the base DDSD model.
On the other hand, the vocabulary-sharing-based
finetuned model, DDSD+DDSDja, zh, achieves a
moderate +0.44 BLEU improvement on the en→ja
arc while having a small degradation of -0.10
BLEU on the en→zh arc. These results suggest
that the en→zh arc which is included in both
of the language groups is not affected by either
of the language grouping strategies. However,
it is worthy to note that the result of en→ja
finetuning (+0.3 BLEU) falls behind the en→ja+zh
multilingual finetuning (+0.48 BLEU). We also
consider finetuning the vocabulary-sharing-based
models using the sampling loss where we don’t
observe consistent improvements in this set of
results.
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Model Test set Language Segmentation BLEU ref2 BLEU ref1 BLEU both

DDSDde+SLde

IWSLT 2022 en→de own 22.6 20.1 31.5

IWSLT 2021 en→de own 24.4 20.6 34.5
given 21.9 17.9 30.1

DDSD+DDSDja,zh+SLja,zh IWSLT 2022 en→ja own 15.3 16.2 25.3
en→zh own 30.4 30.8 37.9

Table 6: Performance of the submitted systems on IWSLT 2022 test sets and progression test set.

Domain Adaption We finetune the base model
only using the Must-C dataset and report the re-
sults in the last row of the Table 5. Apart from
increases of +0.27 and +0.25 BLEU score on the
en→ja Must-C testset and en→de IWSLT 2020
testset respectively, there is little-to-no effect on
the other testsets. One possible explanation is that
the base model has been trained using a fair amount
of the representative data, and therefore, the model
cannot benefit from further finetuning on the Must-
C dataset.

5.4 Submission
Based on the results obtained from the IWSLT
development datasets and Must-C COMMON
test sets, we submitted DDSDde+SLde and
DDSD+DDSDja,zh+SLja,zh as our primary systems
for en→de and en→ja+zh with our own segmenta-
tion.

We present the results on the IWSLT 2022 and
IWSLT 2021 test sets in Table 6. Our systems
achieved 22.6, 15.3, and 30.4 BLEU scores on the
IWSLT 2022 en→de, en→ja and en→zh blind test
sets, respectively. On the en→de progression test
set (IWSLT 2021), our system scored 24.4 with our
own segmentation and 21.9 with the provided seg-
mentation. Note that the IWSLT 2021 best BLEU
scores on same test sets were 24.6 and 21.8 for own
segmentation and provided segmentation, respec-
tively, and both results were from cascaded systems
(Anastasopoulos et al., 2021).

6 Conclusion

In this paper, we adapt and improve the existing
dual skew divergence loss by dynamically balanc-
ing the model’s quality and diversity via the DDSD
text-guided loss. The DDSD text-guided loss out-
performs the baseline cross-entropy loss on all the
experimented language arcs. We observe that for
CE and DDSD loss, one-to-one models always
outperform one-to-many multilingual models, how-
ever DDSD reduces the performance gap between
them. We also consider three different finetuning
approaches: sampling loss, language grouping, and

domain adaption. Overall, mixed results are ob-
served and none of the finetuning strategies stand
out from the others. In addition, the results of the
segmentation experiments indicate that the trans-
lation quality can be boosted by presenting audios
that are longer than the majority of the training
data since more context can be taken into consider-
ation. Our submitted end-to-end speech translation
system achieves on par performance with the best
cascaded system from IWSLT 2021.
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Abstract

The primary goal of this FBK’s systems sub-
mission to the IWSLT 2022 offline and simul-
taneous speech translation tasks is to reduce
model training costs without sacrificing trans-
lation quality. As such, we first question the
need of ASR pre-training, showing that it is not
essential to achieve competitive results. Sec-
ond, we focus on data filtering, showing that a
simple method that looks at the ratio between
source and target characters yields a quality im-
provement of 1 BLEU. Third, we compare dif-
ferent methods to reduce the detrimental effect
of the audio segmentation mismatch between
training data manually segmented at sentence
level and inference data that is automatically
segmented. Towards the same goal of training
cost reduction, we participate in the simulta-
neous task with the same model trained for
offline ST. The effectiveness of our lightweight
training strategy is shown by the high score
obtained on the MuST-C en-de corpus (26.7
BLEU) and is confirmed in high-resource data
conditions by a 1.6 BLEU improvement on the
IWSLT2020 test set over last year’s winning
system.

1 Introduction

The yearly IWSLT offline speech translation (ST)
evaluation campaign aims at comparing the models
produced by companies, universities, and research
institutions on the task of automatically translating
speech in one language into text in another lan-
guage. Given a blind test set, participants’ submis-
sions are ranked according to the obtained Sacre-
BLEU score (Post, 2018).

Over the years, the competition to achieve the
highest score has driven to bigger and bigger mod-
els trained on large datasets: the 2021 winning
model (Bahar et al., 2021b) has twice the number
of encoder layers (12 vs 6), and a deeper (6 vs 4
layers) and larger (1024 vs 512 features) decoder

The authors contributed equally.

compared to the 2019 winner (Potapczyk et al.,
2019). In addition, most of the competitors have
relied on knowledge transfer techniques (Ansari
et al., 2020; Anastasopoulos et al., 2021b), such
as the initialization of the ST model encoder with
the encoder of an ASR system trained on large cor-
pora (Bansal et al., 2019). All these practices have
contributed to a remarkable increase in computa-
tional expenses and energy consumption that are
antithetic with the recent rise of concerns on the
social and environmental consequences of these
costs (Strubell et al., 2019).

Among the harms inherent to the high computa-
tional cost of training ST systems, there is also the
risk of restricting the participation in competitions
like IWSLT to few big players from the industry
sectors that can afford them. As part of a research
institution, with this work we try to answer the
question: can we reduce the training cost of ST sys-
tems without sacrificing final translation quality?
Specifically, can we train a competitive direct ST
model from scratch, without expensive pre-training
(e.g. ASR pre-training or self-supervised learning
on huge dataset – Baevski et al. 2020)?

To answer these questions, we perform a prelim-
inary study on the English-German (en-de) section
of MuST-C (Cattoni et al., 2021), one of the most
widespread ST corpora and then we scale to the
high-resource data condition allowed by the task
organizers. On MuST-C, we show that with the aid
of a Connectionist Temporal Classification (CTC)
auxiliary loss (Graves et al., 2006) and compression
(Gaido et al., 2021a) in the encoder, our Conformer-
based (Gulati et al., 2020) model can outperform
– to the best of our knowledge – the previous best
reported value of 25.3 BLEU by Inaguma et al.
(2021), even avoiding any additional pre-training
or transfer learning. Moreover, with the addition
of a simple data filtering method, we achieve the
new state-of-the-art score of 26.7 BLEU for a di-
rect ST model that does not exploit external (au-
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dio or textual) resources. Scaling to high-resource
data conditions, we notice that the gap between
an ASR pre-trained system and a system trained
from scratch is closed only after a fine-tuning on
in-domain data. Our submission to the offline task
consists of an ensemble of three models that scores
32.2 BLEU on MuST-C v2 and 27.6 on IWSLT
tst2020.

In the same vein of reducing the overall train-
ing computational costs, we participated also in
the simultaneous task using our best offline model
and without performing any additional training do
adapt it to the simultaneous scenario (Papi et al.,
2022). The simultaneous version of our offline-
trained model is realized by applying the wait-k
strategy (Ma et al., 2019) with adaptive word de-
tection from the audio input (Ren et al., 2020) that
determines the number of words in a speech seg-
ment using the greedy prediction of the CTC. Our
SimulST model achieves competitive results on the
MuST-C v2 test set compared to the last year sys-
tems, scoring 25 BLEU at medium latency (< 2s)
and 30 BLEU at high latency (< 4s) while keeping
low (300− 400ms) the computation overhead and
requiring no dedicated training.

2 Competitive ST without Pre-training

Before training systems on huge corpora, we
conduct preliminary experiments on the MuST-C
benchmark to find a promising setting aimed at re-
ducing the high computational costs of ST. First,
we validate on different architectures the finding
of previous works (Gaido et al., 2021a; Papi et al.,
2021b) that ST models trained with an additional
CTC loss do not need an initialization of the en-
coder with that of an ASR model. To this aim, we
add a CTC loss (Gaido et al., 2021a) whose targets
are the lowercase transcripts without punctuation.1

Second, we explore data selection mechanisms to
increase model quality and reduce training time.
We always use the same hyper-parameters used in
our final trainings for all systems (see Section 6)
unless otherwise specified.

2.1 Model Selection
As a first step, we compare different architectures
proposed for ST: ST-adapted Transformer (Wang
et al., 2020b), Conformer (Gulati et al., 2020), and

1We add the CTC loss in the 8th encoder layer since (Gaido
et al., 2021a; Papi et al., 2021a) has demonstrated that it com-
pares favourably with adding the CTC on top of the encoder
outputs or in other layers (Bahar et al., 2019).

Speechformer (Papi et al., 2021b). In addition,
we also test a composite architecture made of a
first stack of 8 Speechformer layers and a second
stack of 4 Conformer layers. Hereinafter, we refer
to this architecture as Speechformer Hybrid. As
a side note, we also experimented with replacing
the ReLU activation functions in the decoder of
our Conformer model with the squared ReLU, in
light of the recent findings on language models (So
et al., 2021) showing accelerated model conver-
gence, decreased training time, and improved per-
formance. Unfortunately, these benefits were not
observed in our experiments, as the introduction
of the squared ReLU caused a small performance
drop (-0.2 BLEU) and did not improve the conver-
gence speed of the model. So, we do not consider
this change in the rest of the paper.

In all the architectures, the encoder starts with
two 1D convolutions. These layers compress the
input sequence by a factor of 4 except for the
Speechformer, where they do not perform any
downsampling. Indeed, the Speechformer relies
on a modified self-attention mechanism (ConvA-
ttention) with reduced memory requirements and
shrinks the length of the input sequence only on top
of 8 ConvAttention layers by means of the CTC-
compression (Gaido et al., 2021a) mechanism be-
fore feeding the sequence to 4 Transformer layers.
However, in a randomly initialized state, the CTC
compression may actually not reduce the input se-
quence (or only slightly), leading to OOM errors
caused by the quadratic memory complexity with
respect to the sequence length of the Transformer
layers. For this reason Papi et al. (2021b) initialize
their encoder layers up to the CTC-compression
module with a pre-trained model. Since we aim at
reducing the computational cost avoiding any pre-
training, we introduce two methods that ensure a
minimal compression factor of the input sequence
after the CTC-compression:

• Max Output Length: if the sequence pro-
duced by the CTC compression is longer than
a threshold (a hyper-parameter that we set to
1/4 of the maximum input sequence length2),
we merge (averaging them) an equal num-
ber of consecutive vectors so that the final
length of the sequence is inferior of the de-
fined threshold. For instance, if the maximum

2This ensures that the resulting sequences are not longer
than the maximum length obtained by the Transformer and
Conformer architectures after the two 1D convolutions.
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input sequence length is 4,000, we set the
threshold to 1,000; in this case, if a sample
results in a sequence of length 2,346 after the
CTC compression, we merge the first 3 vec-
tors, then the vectors from the 4th to the 6th,
and so on. We use 3 because it is the minimum
compression factor that satisfies the length re-
quirement.3

• Fixed compression: for a given number of
epochs nE (a hyperparameter) the CTC com-
pression is disabled and replaced by a fixed
compression that averages 4 consecutive vec-
tors. In this way, we directly control the length
of the sequence after the compression, resem-
bling the fixed compression performed by the
initial 1D convolutional layers of Transformer
and Conformer ST models.

We choose the nE parameter of the fixed com-
pression method among the values 6, 8, 10, and
12 according to the BLEU score4 on the dev set.
The best score was achieved with nE = 10 (24.16
BLEU), which was lower than the score obtained
by the Max Output Length method (24.26 BLEU).
As such, in Table 1 (w/o pretrain column) we re-
port the results of Speechformer and Speechformer
Hybrid with the Max Output Length method.

The results show that the Speechformer-based
models do need pre-training to reach their best
scores while Conformer and Transformer models
achieve comparable translation quality avoiding the
pre-training. Specifically, the Conformer architec-
ture with CTC compression obtains the best score
without pre-training (25.5 BLEU) and has a negligi-
ble gap from the best result with pre-training (25.7
of Speechformer Hybrid). We can hence confirm
the statement that ASR pre-training can be avoided
at barely no translation quality cost, and hereinafter
we use the Conformer with CTC compression with-
out pre-training unless noted otherwise. It is worth
mentioning that the introduction of the CTC com-
pression in the Conformer encoder does not only
increase translation quality; also, it reduces the
RAM requirements and speeds up both the infer-
ence and training phases. Indeed, as the sequence
length is significantly reduced in the last encoder
layers and in the encoder-decoder attention, less
computations are required and the mini-batch size –

3A compression factor 2 would result in a sequence of
length 1,173 – higher than the 1,000 threshold – while 3
produces a sequence of length 782.

4BLEU+case.mixed+smooth.exp+tok.13a+version.1.5.1

Model w pretrain w/o pretrain
Transformer 23.6 23.6
Speechformer 24.5 24.3
Conformer 24.8 24.8

+ CTC compr. 25.6 25.5
Speechformer Hybrid 25.7 24.9

Table 1: SacreBLEU on the tst-COMMON set of MuST-
C v1 en-de.

the number of samples processed in parallel – can
be increased. Overall, this leads to save ∼ 35% of
the training and inference time.

2.2 Data Filtering

Easy methods to improve the quality of ST systems
– and deep neural networks in general – consist in
providing them with more data or better data. The
first approach comes at the cost of longer train-
ing time and higher computational requirements.
This makes the second approach more appealing
and in line with the overall goal and spirit of this
work. We hence focus on the definition of an effi-
cient filtering strategy that improves the quality of
our training data (and consequently of our models)
without additional computational costs.

We start from the observation that ST models
estimate the probability of an output text given
an input audio p(Y |X), and a good ST model as-
signs a low probability to erroneous samples, which
are outliers of the p(Y |X) distribution. Although
training a ST model only to filter the training data
would be extremely computationally expensive, we
decided to adopt this method as an upper bound for
comparison with easier and feasible strategies. In
particular, for each sample in the training set, we
computed the negative log-likelihood5 (NLL) with
a strong ST model trained on all the data available
for the competition (see Section 5) as a proxy of the
probability of the sample. A high NLL means that
a sample is unlikely, while a NLL close to 0 means
that the sample has a very high probability. Based
on this, we can filter all the samples above a thresh-
old to remove the least probable ones. To set the
threshold, we draw an histogram on all the training
sets (see Figure 2 in the Appendix) that leads to
the following considerations: i) each dataset has a
different distribution, making it difficult to define a
threshold valid for all of them, and ii) MuST-C has
the highest NLL, meaning that it is more complex
to fit for the model.

5The negative log-likelihood is defined as−log(p(Y |X)).
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Through the approach described above, we se-
lected the data of MuST-C - the dataset we used in
these preliminary experiments - with a NLL greater
than 4.0. Upon a manual inspection of a sample
of these selected data (5-10% of the total), we no-
ticed that two main categories were present: i) bad
source/target text alignments6 (e.g. two sentences
in the target translation are paired with only one
in the transcript or vice versa), and ii) free (non-
literal) translations. Instead, no cases of bad audio-
transcript alignments were found (this was only a
non-exhaustive manual inspection though), mean-
ing that this problem is likely less widespread and
impactful than the textual alignment errors in the
corpus.

These considerations motivated us to search for a
feasible strategy that filter out the bad source/target
text alignments. We first considered a simple
method that discards samples with too high or low
ratio between the target translation length (in char-
acters) and the duration of the source audio.7 The
corresponding histogram on the training data can
be found in Figure 3 in the Appendix. Looking
at the plots, it emerges that this ratio is strongly
dataset-dependent, likely due to the high variability
in speaking rate for different domains and condi-
tions, thus making it hard to set good thresholds.
For this reason, also supported by the finding of the
manual inspection on the good quality of audio-text
alignments discussed above, we turn to examine the
ratio between the target translation length and the
source transcript length.8 Figure 4 in the Appendix
shows its histogram: in this case, the behavior is
consistent on all datasets, making it easy to deter-
mine good values for the minimum and maximum
ratio to admit (we set them to 0.8 and 1.6).

In Table 2 we report the results of our filtering
method and we compare it with the upper bound
of the NLL-based filtering strategy as well as with
previous works both under the same data condi-
tion and with additional external data. First, we
can notice that our simple method based on the tar-
get/source character ratio leads to a 1.2 BLEU gain,
and has a very small gap (0.2 BLEU) with respect
to the upper bound exploiting a strong ST model

6In the MuST-C corpus, the alignments between transcripts
and translations of the training set are automatically produced,
hence misalignments and textual differences can be present.

7In practice, we compute the number of characters divided
by the number of 10ms audio frames.

8We used normalized transcript without punctuation, so
the length of the target translation is on average 1.2X that of
the source transcript.

Model BLEU
Cascade (Bahar et al., 2021a) 25.9
Tight Integrated Cascade (Bahar et al., 2021a) 26.5

Without external data
SATE (Xu et al., 2021) 25.2
BiKD (Inaguma et al., 2021) 25.3

With external data
JT-ST (Tang et al., 2021) 26.8
Chimera (Han et al., 2021) 26.3

This work
Conformer + CTC compr. 25.5

+ char-ratio filter. 26.7
+ NLL-based filter. 26.9

Table 2: SacreBLEU on the tst-COMMON set of MuST-
C v1 en-de. Chimera uses additional speech and
WMT14 (Bojar et al., 2014), while JT-ST uses only
WMT14 as external resource.

for filtering. Second, our score (26.7 BLEU) is sig-
nificantly higher than those reported by previous
direct ST works in the same data condition and is
on par or even outperforms those of models trained
with the addition of external resources. Finally, we
compare the results of our model with those of the
best cascade models reported in the same data con-
ditions (Bahar et al., 2021a): the tightly-integrated
cascade is close to our model (-0.2 BLEU), but
ours also benefits from the data filtering technique
we just discussed.

To sum up, we managed to define a training
recipe that enables reaching state-of-the-art ST re-
sults on MuST-C en-de (26.7 BLEU) with a sin-
gle training step and involves: i) the Conformer
architecture, ii) an auxiliary CTC loss and CTC-
compression in the 8th encoder layer, and iii) a
simple yet effective filtering strategy based on the
ratio between source and target number of char-
acters. In the following section, we discuss the
application of this procedure in high-resource data
conditions.

3 Audio Segmentation Strategy

ST models are usually trained and evaluated in the
ideal and unrealistic condition of audio utterances
split at sentence level. As such, when fed with
an unsegmented audio stream, they suffer from
the mismatch between the training and inference
data, which often results in significant performance
drops. Accordingly, our last year submission (Papi
et al., 2021a) focused on reducing the impact of this
distributional shift, both by increasing the robust-
ness of the model with a fine-tuning on a random
re-segmentation of the MuST-C training set (Gaido
et al., 2020a), and by means of a hybrid method for
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audio segmentation (Gaido et al., 2021c), which
considers both the audio content and the desired
length of the resulting speech segments. The exper-
iments showed that the two approaches accounted
for complementary gains, both contributing to ob-
tain our best scores.

Recently, Tsiamas et al. (2022) presented a novel
Supervised Hybrid Audio Segmentation (SHAS)
with excellent results in limiting the translation
quality drop. SHAS adopts a probabilistic version
of the Divide-and-Conquer algorithm by Potapczyk
and Przybysz (2020) that progressively splits the
audio at the frame with highest probability of being
a splitting point until all segments are below a spec-
ified length. The probability of being a splitting
point is estimated by a classifier fed with audio
representations generated by wav2vec 2.0 (Baevski
et al., 2020) and trained to approximate the man-
ual segmentation of the existing corpora, i.e. to
emit 1 for frames representing splitting points and
0 otherwise. Since this approach involves a pre-
diction with neural models of considerable size, its
superiority over the VAD-based ones comes with a
significant computational cost and overhead. In ad-
dition, SHAS is not applicable to audio streams, as
it requires the full audio to be available before start
splitting. In the context of this competition, how-
ever, these limitations do not represent a significant
issue.

Tsiamas et al. (2022) compare SHAS with pre-
vious segmentation methods only using models
trained on well-formed sentence-utterance pairs.
In this work, we validate their findings also on
models fine-tuned on randomly segmented data
to check: i) whether this fine-tuning brings bene-
fits also with audio segmented with SHAS, and ii)
whether the gap between SHAS and other segmen-
tation is closed or not by the fine-tuning.

4 Simultaneous

In light of the recent work that questions the ne-
cessity of a dedicated training procedure for si-
multaneous model (Papi et al., 2022), we partici-
pate in the Simultaneous task with the same model
used for the Offline task. Their finding is perfectly
aligned with the spirit of this submission toward
the reduction of training computational costs. We
determine when to start generating the output trans-
lation adopting the wait-k strategy (Ma et al., 2019)
that simply prescribes to wait for k words before
starting to generate the translation, where k is a

hyper-parameter controlled by the user that can be
increased or decreased to directly control the la-
tency of the system. The number of words in a
given input speech is determined with an adaptive
word detection strategy (Ren et al., 2020), because
of its superiority over the fixed strategy (Ma et al.,
2020b) in strong models trained in high-resource
data conditions (Papi et al., 2022). Our adaptive
word detection mechanism exploits the predicted
output of CTC module in the encoder (Ren et al.,
2020; Zeng et al., 2021) to count the number of
words in the source speech.

The number of words to wait – k – is not the
only hyper-parameter that controls the wait-k strat-
egy. Another important factor is how often we
check the number of uttered words that is the length
of the speech segment. A short speech segment
means that the system decides more frequently
whether to wait for more input or to produce a
part of output. This can reduce the latency, but it
increases the number of forward passes through
the encoder and hence the computational cost. In
addition, a longer speech segment implies that the
system takes decision with more context at dis-
posal, possibly improving the quality. For this
reason, we performed preliminary experiments ex-
ploring different speech segment dimensions (ev-
ery 40ms ranging from 120ms to 720ms) and
we found 320ms and 640ms to be superior to
other values. Accordingly, we report the results
of our systems for these two speech segment du-
rations varying the value of k to achieve differ-
ent latency. In particular, we test our model with
k = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14} in
order to lie in the latency intervals prescribed by
the Simultaneous Shared Task.9 The latency in-
tervals are determined by the Average Lagging
(Ma et al., 2020b) – or AL – on MuST-C v2 tst-
COMMON and are: Low Latency with AL ≤
1000ms, Medium Latency with AL ≤ 2000ms,
and High Latency with AL ≤ 4000ms. We use
a standard AL-BLEU graph to report the system
performance, where in the x axis we find the AL
values ranging from 700ms to 4000ms and in the
y axis the corresponding BLEU values. Moreover,
we also report the ALCA, the computational aware
version of the AL metric (Ma et al., 2020b) ac-
counting also for the computational time spent by
the model during inference, in an ALCA-BLEU
graph that will be used to additionally score the

9https://iwslt.org/2022/simultaneous
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performance in the simultaneous task.

5 Data

As training set, we use the ASR and ST datasets
allowed for the offline task,10 which are the same
allowed for the simultaneous one. The ASR data
consist in (speech, transcript) pairs that, in our case,
are in English. The ST data consist in (speech, tran-
script, translation) triplets from a source language
(here English) to a target language (here German).
The ASR data we used are: LibriSpeech (Panay-
otov et al., 2015), TEDLIUM version 3 (Hernandez
et al., 2018), Voxpopuli (Wang et al., 2021), and
Mozilla Common Voice.11 The ST data we used
are: MuST-C version 2 (Cattoni et al., 2021), CoV-
oST version 2 (Wang et al., 2020a), and Europarl-
ST (Iranzo-Sánchez et al., 2020).

The ASR-native corpora were included in our
ST training by applying Sequence Knowledge Dis-
tillation (Kim and Rush, 2016; Gaido et al., 2021b)
– or SeqKD –, a popular data augmentation method
used in the past IWSLT editions (Ansari et al.,
2020; Anastasopoulos et al., 2021a) in which a
teacher MT model is used to translate the source
transcripts into the target language. To avoid ad-
ditional computational costs, we choose as MT
teacher the freely available pre-trained model by
Tran et al. (2021) for WMT2021 that was trained on
the corresponding WMT2021 dataset (Akhbardeh
et al., 2021), allowed by the IWSLT2022 Offline
Task. The SeqKD method was also applied to
MuST-C v2 in order to augment the scarce ST avail-
able data. As such, our training set comprised the
synthetic data built using SeqKD and the native
ST data, both filtered with the method described
in Section 2.2. The two types of data were distin-
guished by means of a tag pre-pended to the target
text (Gaido et al., 2020b; Papi et al., 2021a).

6 Experimental Settings

All the models used for our participation were im-
plemented on Fairseq-ST (Wang et al., 2020b).12

All the architectures (Transformer, Speechformer,
Speechformer Hybrid, and Conformer) consist in
12 encoder layers and 6 decoder layers, 512 fea-
tures for the attention layers and 2,048 hidden units

10https://iwslt.org/2022/offline
11https://commonvoice.mozilla.org/en/

datasets
12Code available at: https://github.com/

hlt-mt/FBK-fairseq.

in the feed-forward layers. We used 0.1 dropout
for the feed-forward layer and attention layer. For
Conformer convolutional layers we also apply 0.1
dropout and we set the kernel size to 31 for the
point- and depth-wise convolutions. We trained
with the Adam optimizer (Kingma and Ba, 2015)
(β1 = 0.9, β2 = 0.98). The learning rate was
set to increase linearly from 0 to 2e − 3 for the
first 25,000 warm-up steps and then to decay with
an inverse square root policy. Differently, it was
kept constant for model fine-tuning, with a value of
1e−3. The vocabularies are built via SentencePiece
models (Sennrich et al., 2016). In our preliminary
experiments only on MuST-C, the number of merge
operations was set to 8,000 (Di Gangi et al., 2020)
for the German translations and 5,000 (Wang et al.,
2020b) for the lowercase punctuation-free English
transcripts. In the experiments on high-resource
data condition, we doubled these values. We nor-
malize the audio features before passing them to
our models with Cepstral Mean and Variance Nor-
malization. Specifically, in offline ST the mean
and variance are estimated at utterance level, while
for simultaneous ST inference the normalization is
based on the global mean and variance estimated
on the MuST-C version 2 training set.

Trainings were performed on 4 NVIDIA A100
GPUs with 40GB RAM. We set the maximum
number of tokens to 40k per mini-batch and 2 as
update frequency for the Conformer with CTC-
compression. The other models were trained with
20k tokens per mini-batch and 4 as update fre-
quency. We trained each model for 100,000 up-
dates, corresponding to about 28 hours for the Con-
former with CTC-compression. For offline gen-
eration, the maximum number of tokens was de-
creased to 25k, since we used a single K80 GPU
with 12GB RAM and we applied the beam search
strategy with num_beams=5. For simultaneous
generation based on SimulEval (Ma et al., 2020a),
we used a K80 GPU and greedy search.

7 Results

In this section, we report our experiments in high-
resource data conditions and we discuss our submis-
sion to the Offline (section 7.1 and Simultaneous
(section 7.2) tasks.

7.1 Offline

Fine-tuning on in-domain data. In addition to
training our models in the high-resource data con-
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Model BLEU
I. Conformer 30.6

II. + in-domain fn 31.6
III. Conformer_pretrain 31.5
IV. + in-domain fn 31.7
V. Ensemble (II, III) 32.0

VI. Ensemble (III, IV) 31.7
VII. Ensemble (II, IV) 32.2

Table 3: BLEU on MuST-C v2 tst-COMMON for Con-
former with pretraining (Conformer_pretrain) and with-
out it (Conformer). We also report the scores after
fine-tuning on in-domain data (+ in-domain fn).

dition, we also investigate whether fine-tuning on
in-domain data brings advantages or not. The re-
sults are reported in Table 3. As we can notice,
the Conformer with pre-training outperforms its
version trained from scratch by 0.9 BLEU. How-
ever, when both the systems are fine-tuned on the
in-domain data (rows II and IV), this difference be-
comes negligible (0.1 BLEU) meaning that the pre-
training phase can be skipped in favor of a single
fine-tuning step. This might also suggest that the
learning rate scheduler and the hyper-parameters
we used – tuned on MuST-C corpus – may be sub-
optimal when a large amount of data is available.
For time reasons, we did not investigate this as-
pect, which we leave to future work. In addition,
we compared several model ensembles: the Con-
former with fine-tuning (II) and the pre-trained
Conformer (III); the pre-trained Conformer (III)
and the pre-trained Conformer with fine-tuning
(IV); the Conformer with fine-tuning (II) and the
pre-trained Conformer with fine-tuning (IV). Our
results show that ensembling the pre-trained Con-
former and its fine-tuned version (VI) does not
bring benefits, while selecting the Conformer with-
out pre-training fine-tuned on in-domain data and
the Conformer with pre-training (V) leads to some
improvements, which are enhanced when the two
fine-tuned models are used (VII). We also tested
ensembles with more than 2 models without obtain-
ing any advantage in terms of translation quality.

Fine-tuning on re-segmented data. As intro-
duced in Section 3, we tested two audio segmen-
tation methods: the Hybrid segmentation (Gaido
et al., 2021c), and the SHAS segmentation (Tsiamas
et al., 2022). Also, we fine-tuned our ST models
on automatically re-segmented data to reduce the
mismatch between train and evaluation conditions.
The results are shown in Table 4. First, we no-
tice that the SHAS segmentation method improves

over the Hybrid one, with gains from 0.7 to 3.4
BLEU. Secondly, we see that the fine-tuning on re-
segmented data – useful with the Hybrid segmenta-
tion – becomes useless if using SHAS. In fact, the
best overall results are obtained using SHAS on a
model that is not fine-tuned on resegmented data
(row 2), which scores 30.4 BLEU on the MuST-C
v2 tst-COMMON and 26.8 BLEU on the IWSLT
2020 test set. As such, we can conclude that fine-
tuning on resegmented data is not needed if the
audio is segmented with SHAS.

Ensembles. Since in the experiments on in-
domain fine-tuning the best overall score was ob-
tained by an ensemble of models, we compared
the best combination (Ensemble VII in Table 3)
with other ensembles obtained by combining mod-
els fine-tuned on re-segmented data and models
without this fine-tuning. As we can see from rows
7-10 of Table 4, the best scores are realized by
adding a model fine-tuned on re-segmented data
(6) to Ensemble VII, although the gap between all
the ensembles is small on both test sets (≤ 0.4
BLEU). This 3-models ensemble (10) obtained
the best overall BLEU of 31.3 on MuST-C v2 tst-
COMMON and 27.6 on IWSLT 2020 test set, out-
performing by 1.6 BLEU the best result reported
last year (Inaguma et al., 2021).

Offline Submissions. Given the results of the
Ensemble (1, 2, 6), we chose its output as our pri-
mary submission for the Offline Shared task. On
the basis of the small performance drop on both
test sets (0.4 BLEU) and to verify the possibility
of avoiding the fine-tuning on re-segmented data,
we choose the Ensemble (1, 2) as contrastive sub-
mission. Lastly, we can notice that the single Con-
former model without pre-training (1) falls behind
the best Ensemble by only 1 BLEU for MuST-C
v2 tst-COMMON and 1.2 BLEU for IWSLT 2020
test set. This suggests that users can be served
with sound and competitive translations even with
a single model obtained with less than 30 hours of
total training time on 4 GPUs. To test this hypothe-
sis, we sent the translations generated by the latter
system as additional contrastive submission. We
report in Table 5 the official results for the tst2022
and tst2021 sets. The scores confirm our findings
that the gap between the best ensemble and the
single model without pre-training is limited to less
than 1 BLEU. Most significantly, this single model
outperforms the best direct system reported last
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Model Hybrid SHAS
tst-COMMON iwslt2020 tst-COMMON iwslt2020

1. Conformer + in-domain fn 27.4 23.8 30.3 26.4
2. Conformer_pretrain + in-domain fn 28.1 24.4 30.4 26.8

with fine-tuning on resegmented data
3. Conformer + resegm. fn 28.3 25.2 29.3 26.1
4. Conformer + in-domain fn + resegm. fn 29.1 25.0 29.9 26.2
5. Conformer_pretrain + resegm. fn 29.0 25.9 29.8 26.7
6. Conformer_pretrain + in-domain fn + resegm. fn 29.0 25.7 29.7 26.8

Ensembles
7. Ensemble (1, 2) 28.6 24.7 30.9 27.2
8. Ensemble (4, 6) 29.7 26.0 30.5 27.2
9. Ensemble (2, 6) 28.9 25.7 30.8 27.4

10. Ensemble (1, 2, 6) 28.9 25.8 31.3 27.6

Table 4: BLEU scores of Hybrid and SHAS audio segmentation methods of the models with and without fine-tuning
on re-segmented data (resegm. fn) on the MuST-C v2 tst-COMMON and the IWSLT2020 test set.

Model tst2022 tst2021
ref2 ref1 both ref2 ref1 both

Best direct IWSLT 2021 (Bahar et al., 2021b) - - - 22.6 18.3 31.0
Best cascade IWSLT 2021 HW-TSC (Anastasopoulos et al., 2021b) - - - 24.6 20.3 34.0

This work
primary Ensemble (1, 2, 6) 23.6 21.0 32.9 25.5 21.3 35.6
contrastive1 Ensemble (1, 2) 23.4 20.6 32.5 25.4 20.9 35.2
contrastive2 Conformer + in-domain fn 22.8 20.1 31.6 24.5 20.2 33.9

Table 5: BLEU scores on the official blind tst2022 and tst2021 sets of our primary and contrastive submissions.

year (Bahar et al., 2021b) by 1.9 BLEU on the
two single references and 2.9 BLEU on both ref-
erences. Our primary submission increases these
gains to 2.9-3.0 BLEU on the single references and
4.6 BLEU on both references, and beats the best
cascade system from last year campaign (HW-TSC
– Anastasopoulos et al. 2021b) by 0.9-1.0 BLEU on
the single references and 1.6 BLEU on both refer-
ences. All in all, we can conclude that this work
has shown that a lightweight training procedure is
possible without dramatically sacrificing the qual-
ity and competitiveness of the system. We believe
that our results are promising for future works in
this direction.

7.2 Simultaneous

For the SimulST task participation we use the best
performing offline model, namely the Conformer
with pre-training and fine-tuning on in-domain data,
to which we apply the wait-k policy with adaptive
word detection. The AL- and ALCA-BLEU graphs
are shown in Figure 1.

As we can see from the AL-BLEU graph, the sys-
tems with speech segment 320ms and 640ms have
similar behaviour in terms of quality. The main dif-
ference between them is the minimum latency from
which they start: the system with speech segment
320ms starts at an AL of about 800ms while the

system with speech segment 640ms starts at about
900ms. On average, if the k value increases, the
AL increases by 300ms for both systems, with a
wider latency interval at the beginning that progres-
sively shrinks at high latency values. In spite of this,
the system with speech segment 320ms achieves
the highest BLEU slightly before the Medium La-
tency (25.1) and High Latency thresholds (30.1),
making it the best candidate for submission. If we
look at the ALCA-BLEU graph, the results partially
change because the system with speech segment
640ms has a lower computational burden, achiev-
ing up to 2 BLEU points improvement at low la-
tency against the other system. Thus, looking at
the computational aware metric, the best candidate
is the system with speech segment 640ms. We can
conclude that 320ms is the best speech segment
value for the AL ranking while 640ms is the best
for the AL computational aware version. Since
the organizers encourage multiple submissions, we
participate with both the speech segment values.

8 Conclusions

We described the FBK participation in the IWSLT
2022 offline and simultaneous tasks (Anastasopou-
los et al., 2022). Our focus was to build a system
with the least number of training steps but capa-
ble of obtaining competitive results with state-of-
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Figure 1: AL- and ALCA-BLEU curves on MuST-C v2
tst-COMMON.

the-art models, which typically undergo complex
and longer training procedures. To this aim, we
i) showed that ASR pre-training of the encoder
can be avoided without a significant impact on the
final system performance, ii) proposed a simple
yet effective data filtering technique to enhance
translation quality while reducing the training time,
and iii) compared different solutions to deal with
automatic audio segmentation at inference time.
Our results on the IWSLT2020 test set indicate
that a single Conformer-based model without pre-
training falls behind our best model ensemble by
only 1.2 BLEU and outperforms the best score
reported last year by 0.4 BLEU. The same trend
occurs on the blind tst2021 and tst2022 sets, with a
0.8-1.1 BLEU gap from our best model ensemble,
which in turn beats by ∼1 BLEU the best reported
result last year. These promising results are also
confirmed in the simultaneous scenario in which,
using the offline-trained model without any adap-
tation for the simultaneous task, we reach good
quality-latency balancing, especially in the more
realistic computational aware evaluation setting.
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Boito, Ondřej Bojar, Roldano Cattoni, Anna Currey,
Georgiana Dinu, Kevin Duh, Maha Elbayad, Mar-
cello Federico, Christian Federmann, Hongyu Gong,
Roman Grundkiewicz, Barry Haddow, Benjamin Hsu,
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A Dataset Statisctics for Data Filtering

In this Section we report the histograms created
when defining our data filtering mechanism (Sec-
tion 2.2).
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Figure 2: Histogram of the negative log-likelihood (NLL) of the samples for all the training set of the competition.
The ST model used to estimate the NLL has been trained on all the data and was scoring 29.6 BLEU on MuST-C.

Figure 3: Histogram of the ratio between the number of target translation character and 10ms audio frames for all
the training set of the competition.

Figure 4: Histogram of the ratio between the number of characters in the target translation and the source punctuation-
free transcript for all the training set of the competition.
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Abstract

Pretrained models in acoustic and textual
modalities can potentially improve speech
translation for both Cascade and End-to-end
approaches. In this evaluation, we aim at em-
pirically looking for the answer by using the
wav2vec, mBART50 and DeltaLM models to
improve text and speech translation models.
The experiments showed that the presence of
these models together with an advanced au-
dio segmentation method results in an improve-
ment over the previous End-to-end system by
up to 7 BLEU points. More importantly, the ex-
periments showed that given enough data and
modeling capacity to overcome the training dif-
ficulty, we can outperform even very competi-
tive Cascade systems. In our experiments, this
gap can be as large as 2.0 BLEU points, the
same gap that the Cascade often led over the
years.

1 Introduction

Speech translation (ST) has been the main theme of
IWSLT for more than a decade and it goes without
saying between the traditional Cascade approach
and the recent End-to-end (E2E) possibility, the for-
mer has always been preferred. Being able to divide
the complicated ST to smaller sub-problems: au-
tomatic recognition, (often) re-segmentation (Cho
et al., 2017) and machine translation, the cascade
approach has the advantage of using more data to
separately optimize the components. The E2E, on
the other hand, relies on a single network archi-
tecture that requires an explicit speech-translation
dataset.

Over the years of participation, we observed that
the performance gap between E2E and cascade is
reduced (Anastasopoulos et al., 2021), and there are
three negative factors that outweigh the advantages
of having a single architecture without the problem
of error propagation (Sperber and Paulik, 2020).

• Data utilization: the end2end model can only
be directly trained on parallel speech transla-
tion data, which is often lacking compared to
speech-transcription or text translation data.
Previously the SLT models would require
a necessary pre-training step with ASR in
order to have comparable results with cas-
cade (Bansal et al., 2018; Pham et al., 2020c).

• Modeling power. The transition from shallow
LSTM-based models (Sperber et al., 2019)
to Transformer-based models (Pham et al.,
2020a) resulted in a big leap in model capacity
and showed the potential of the E2E approach.

• Better audio segmentation. Decoding directly
from long audio files is infeasible due to
the expensive memory requirement and the
presence of other distractions such as breaks,
noise or music. Applying either cascade or
E2E models absolutely requires an audio seg-
mentation step performed by a voice activ-
ity detection system. While the cascade sys-
tems can handle imprecise cuts based on a
re-segmentation process (Cho et al., 2017),
the E2E lacks this ability to recover from this
training-testing condition mismatch.

In our work, we massively improved our end-
to-end SLT systems for English→German with up
to 6 BLEU points by directly addressing the afore-
mentioned weaknesses:

• Pretrained acoustic (Baevski et al., 2020) and
language models (Tang et al., 2020) are incor-
porated in modeling. This allowed for trans-
ferring the knowledge during the pretraining
processes which contain a massive amount of
data. This effect is further enhanced when
combined with the pseudo labels generated by
machine translation.

190



• By using the pretrained models, we fully uti-
lized the large architectures that improved the
results further. More importantly, the pre-
trained acoustic model directly extracts fea-
tures from audio waveforms which is poten-
tially an advantage compared to the manually
extracted features in the previous systems.

• The audio segmentation component is
changed into a full neural-based solution com-
bined with pretraining (Tsiamas et al., 2022).
The new solution is not only more accurate,
but also directly optimized on TED Talks
giving the translation model more precise
and complete segmentations compared to the
generic voice activity detectors.

Moreover, we also applied the same techniques
to improve the Speech Recognition and Machine
Translation components of the Cascade system.
They also benefit from the above factors, albeit
to a limited extent. Unlike previous years when
the Cascade was always the better performing sys-
tem, for the first time we selected the E2E as our
primary submission.

For the current evaluation campaign (Anasta-
sopoulos et al., 2022), we also expanded the SLT
systems for two new directions: English→Chinese
and English→Japanese, with both of the ap-
proaches available. The resulting system is also
used in a simultaneous setting located in the same
evaluation campaign (Polák et al., 2022).

2 Data

Speech Corpora. For training and evaluation
of our ASR models, we used Mozilla Common
Voice v7.0 (Ardila et al., 2019), Europarl (Iranzo-
Sánchez et al., 2020), How2 (Sanabria et al., 2018),
Librispeech (Panayotov et al., 2015), MuST-C v1
(Di Gangi et al., 2019), MuST-C v2 (Cattoni et al.,
2021) and Tedlium v3 (Hernandez et al., 2018)
dataset. The data split is presented in the following
table 1.

3 Cascade System for Offline Speech
Translation

We address the offline speech translation task by
two main approaches, namely cascade and end-to-
end. In the cascaded condition, the ASR module
(Section 3.1) receives audio inputs and generates
raw transcripts, which will then pass through a
Segmentation module (Section 3.2) to formulate

Table 1: Summary of the English data-sets used for
speech recognition

Corpus Utterances Speech data [h]
A: Training Data
Common Voice 1225k 1667
Europarl 33k 85
How2 217k 356
Librispeech 281k 963
MuST-C v1 230k 407
MuST-C v2 251k 482
TEDLIUM 268k 482
B: Test Data
Tedlium 1155 2.6
Librispeech 2620 5.4

well normalized inputs to our Machine Translation
module (Section 3.3). The MT outputs are the final
outputs of the cascade system. On the other hand,
the end-to-end architecture is trained to directly
translate English audio inputs into German text
outputs (Section 3.4).

3.1 Speech Recognition

The speech recognition model is based on the
wav2vec 2.0 architecture (Baevski et al., 2020)
with a CTC decoder on top of the Transformer
layers. The model is trained to output characters
with a vocabulary of 30. Here we used the large
version of Wav2vec 2.0 (24 hidden layers, hidden
size is 1024), which was pre-trained on 53k hours
of English audio data. The fine-tuning process used
approximately 4.5k hours of audio (as illustrated
in Table 1). The CTC decoder is supported by a 5-
gram language model with a beam size of 100. The
text corpus used to create the 5-gram model comes
from the transcription label of the audio data.

3.2 Text Segmentation

The text segmentation in the cascaded pipeline
serves as a normalization on the ASR output, which
usually lacks punctuation marks and casing infor-
mation. On the other hand, the machine transla-
tion system is often trained on well-written, high-
quality bilingual data. Following the idea from
(Nguyen et al., 2020), since punctuation and casing
information always belong to words, we combine
that info into 15 tags label (e.g U. U, T! T$ ...).
In which, punctuation has 5 types are “. , ! ? $”
($ stands for no punctuation), casing information
has 3 types are “T” (uppercase the first character
of word), “U” (uppercase all character of word),
“L” (lowercase all character of word). Our text
segmentation model will become a sequence tag-
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ging model. We fine tune a BERT base-uncased
model (Devlin et al., 2018) to predict tag label for
each word in the input. Model has 12 hidden layers
and hidden size is 768. The Yelp Review Dataset
(Zhang et al., 2015) is used for training this model.

3.3 Machine Translation

For the machine translation module, we first re-use
the English→German machine translation model
from our last year’ submission to IWSLT (Pham
et al., 2020b). More than 40 millions sentence pairs
being extracted from TED, EPPS, NC, Common-
Crawl, ParaCrawl, Rapid and OpenSubtitles cor-
pora were used for training the model. In addition,
26 millions sentence pairs are generated from the
back-translation technique by a German→English
translation system. A large transformer architecture
was trained with Relative Attention. We adapted to
the in-domain by fine-tuning on TED talk data with
stricter regularizations. The same adapted model
was trained on noised data synthesized from the
same TED data. The final model is the ensemble
of the two.

To fully use the available resources this year,
we also fine-tune pretrained DeltaLM (Ma et al.,
2021). We use the “base” configuration with 12 en-
coder and 6 decoder layers. Similar to the approach
above, we conduct a two-step fine-tuning, first on
WMT data and then on TED transcript-translation
parallel data (except for English→Chinese where
we directly fine-tuned on TED due to computation
constraints). We also use this MT system to gener-
ate synthetic data from TEDLIUM transcripts for
training the end-to-end systems.

For English→Japanese, the MT model based on
DeltaLM and trained using 11.3M sentences from
JESC, JParaCrawl, KFTT, TED and WikiMatrix
datasets. Similar to the English→Chinese model,
this model is also further finetuned on TED.

4 End-to-End System

4.1 Corpora

For training, we use all of the data available in
Table 2. Here, the Speech Translation is pre-filtered
using an ASR model to remove the samples that
have a high mismatch between the manual label
and transcription output1.

Because of the multilingual condition, we com-
bine the datasets for Japanese and Chinese from

1Here we used BLEU score as the metric.

MuST-C, CoVoST (Wang et al., 2020) to train mul-
tilingual systems. Moreover, we followed the suc-
cess of generating synthetic labels for audio utter-
ances (Pham et al., 2020b) and translated the tran-
scripts of TEDLIUM into all three languages using
the MT models. This process required us to recon-
struct the punctuations for the transcripts (Sperber
and Paulik, 2020) and the translation in general is
relatively noisy and incomplete (due the to fact that
the segmentations are not necessarily aligned into
grammatically correct sentences).

Table 2: Training data for E2E translation models.

Data Utterances Total time
English→German
MuST-C v1 228K 408h
MuST-C v2 250K 408h
Europarl 32K 60h
Speech Translation 142K 160h
TEDLIUM 268K 415h
CoVoST 272K 424h
English→Japanese
MuST-C v2 328K 420h
CoVoST 232K 400h
TEDLIUM 268K 415h
English→Chinese
MuST-C 350K 480h
CoVoST 232K 400h
TEDLIUM 268K 415h

During training, the validation data is the Devel-
opment set of the MuST-C corpus. The reason is
that the SLT testsets often do not have the aligned
audio and translation, while training end-to-end
models often rely on perplexity for early stopping.

4.2 Modeling
In order to fully utilize the pretrained acoustic and
language models, we constructed the SLT archi-
tecture with the encoder based on the wav2vec
2.0 (Baevski et al., 2020) and the decoder based on
the autoregressive language model pretrained with
mBART50 (Tang et al., 2020).

wav2vec 2.0 is a Transformer encoder model
which receives raw waveforms as input and gen-
erates high level representations. The architec-
ture consists of two main components: first a
convolution-based feature extractor downsamples
long audio waveforms into features that have sim-
ilar lengths with spectrograms. After that, a deep
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Transformer encoder uses self-attention and feed-
forward neural network blocks to transform the
features without further downsampling.

During the self-supervised training process, the
network is trained with a constrastive learning strat-
egy (Baevski et al., 2020), in which the features
(after being downsampled) are randomly masked
and the model learns to predict the quantized latent
representation of the masked time step as well as
encouraging the model to diversify the quantization
codebooks by maximizing their entropies.

During the supervised learning step, we freeze
the feature extraction weights to save memory since
the first layers are among the largest ones and fine-
tune all of the weights in the Transformer encoders.
Moreover, in order to make the model more robust
against the fluctuation in absolute positions when
it comes to audio signals, as well as the training-
testing mismatched condition happening when we
have to use a segmentation model to find audio seg-
ments during testing, we added the relative position
encodings (Dai et al., 2019; Pham et al., 2020a) to
alleviate this problem.

Here we used the same pretrained model with
the speech recognizer, with the large architecture
pretrained with 53k hours of unlabeled data.

mBART50 is an encoder-decoder Transformer-
based language model. During training, instead of
the typical language modeling setting of predict-
ing the next word in the sequence, this model is
trained to reconstruct a sequence from its noisy ver-
sion (Lewis et al., 2019) and later extended to a mul-
tilingual version (Liu et al., 2020; Tang et al., 2020)
in which the corpora from multiple languages are
combined during training. mBART50 is the version
that is pretrained on 50 languages.

Architecture wise, this model follows the Trans-
former encoder and decoder (Vaswani et al., 2017).
During fine-tuning, we can combine the mBART50
decoder with encoder pretrained with the wav2vec
2.0 so that each component contains the knowledge
of one modality. The cross-attention layers con-
necting the decoder with the encoder are the parts
that require extensive fine-tuning in this case, due
to the modality mismatch between pretraining and
finetuning.

Eventually, the model is easily extensible to a
multilingual scenario by training on the combina-
tion of the datasets. The mBART50 vocabulary
contains language tokens for all three languages
and can be used to control the language output (Ha

et al., 2016).

4.3 Speech segmentation

As pointed out in (Tsiamas et al., 2022), the quality
of audio segmentation has a big impact on the per-
formance of the speech translation models, which
are trained on utterances corresponding to full sen-
tences, often manually aligned, and this rarely hap-
pens with an automatic segmentation system.

With the advantage of neural architectures
and pretrained models, we follow the SHAS
method (Tsiamas et al., 2022) to train a
Transformer-based audio segmentation model on
the MuST-C v2 corpus. Based on the high-level au-
dio features generated by wav2vec 2.0, the model
predicts the probability of each frame belonging to
an utterance or not with cross-entropy. Afterwards,
given the probabilities of the frames in an audio
sequence (which are actually averaged over several
rolls for more consistent accuracy), a segmenta-
tion algorithm called probabilistic DAC is used to
aggressively cut the segments at the points with
lowest probabilities, and then trim the segments to
get probabilities higher than a set threshold.

We found this method to be much more effective
than other voice activity detectors such as WebRTC-
VAD (Wiseman, 2016). In the next experimental
part, it will be shown that the audio segmentation
quality is one of the most important factors help-
ing the E2E system. Here we closely followed the
original implementations and parameters to obtain
the neural segmenter.

5 Experimental Results

5.1 Speech Recognition

The quality of our ASR system is measured on two
testsets: TEDLIUM and Librispeech (clean). For
comparison, we also provide the WER from the
models trained without pre-training, including the
Transformers (Pham et al., 2019), Conformers (Gu-
lati et al., 2020) and LSTMs (Nguyen et al., 2019).

Table 3: WER on Libri and TEDLIUM test sets.

Data Libri TEDLIUM
Conformer-based 3.0 4.8
Transformer-based 3.2 4.9
LSTM-based 2.6 3.9
wav2vec 2.0 1.1 4.2

193



It is notable that the latest ASR system with pre-
training is substantially better than the same archi-
tecture (but with less layers) on both Librispeech
and TEDLIUM tests. While the improvement on
TEDLIUM is 12.5%, we observed a significant
63% improvement on Librispeech, which is en-
abled by the large amount of read speech included
in pretraining. The wav2vec 2.0 layer is also con-
siderably larger than both Transformer variants.

Compared with the LSTMs, the wav2vec model
is 57% better in Librispeech, yet the former reaches
lower error rate in TEDLIUM. Since TED Talks
accounts for the majority of the training data, pre-
training on a large amount of read speech might
not fully transfer to a more formal and spontaneous
speech style.

5.2 Machine Translation

In Table 4, we report the performance of the ma-
chine translation systems described in Section 3.3.
We first show results for English-German when:
1) translating directly from the ground-truth tran-
scripts, and 2) translating from the ASR outputs
(Section 5.1).

First, we see incorporating the pretrained
DeltaLM (Ma et al., 2021) improves translation
quality from the ground-truth by 0.9-1.5 BLEU.
The gain carries over to the speech translation per-
formance when cascading with the ASR model, yet
at a smaller scale of 0.5-0.8 BLEU. This suggests
that the MT quality still degrades when coping with
noisy inputs from ASR transcripts.

For Chinese and Japanese, the two newly added
language in this year’s evaluation campaign, we
evaluate on the MuST-C tst-COMMON transcript-
translation data. The BLEU scores are 28.3 and
19.5 respectively2.

Table 4: Performance of the machine translation module
in BLEU↑.

Testset en→de tst2015 tst2019 tst2020

From ground-truth
MT2021 33.9 28.5 32.3
MT2022 34.8 30.0 33.2
From ASR
MT2021 26.1 25.1 27.9
MT2022 26.9 25.9 28.4

2Using tok.zh and tok.ja-mecab-0.996-IPA re-
spectively from sacreBLEU(Post, 2018)

5.3 End-to-end Offline Speech Translation

Given two new factors coming into play for the
End-to-end models, namely pretrained models and
audio segmentation, the models are tested on the
static test which is the tst-COMMON set from the
MuST-C corpus (Di Gangi et al., 2019) with the
pre-segmented utterances and labels. This testset is
available for all three languages. The whole system
is tested on the IWSLT testsets without utterance
boundaries and labels are only provided in para-
graphs (each talk is contained in one paragraph).
In this condition, only English→German tests are
available.

The results on this test for all three languages
are presented in Table 5. On English-German, over-
all we managed to improve the purely supervised
model with Transformers (Pham et al., 2020a) by
2.6 BLEU points. Using the pretrained weights
from wav2vec and mBART is very effective for
an additional 1.6 BLEU points, while we found
that the relative attention also contributed for a 0.7
BLEU points, and training the model in the multi-
lingual setting is also slightly better.

Table 5: BLEU scores on tst-COMMON from MuST-C

Model BLEU
English-German

E2E 2021 30.6
wav2vec + mBART 32.2
wav2vec + rel + mBART 32.9
wav2vec + rel + mBART + multi 33.2

English-Chinese
wav2vec + rel + mBART + multi 24.5

English-Japanese
wav2vec + rel + mBART + multi 16.9

Table 6: ST: Translation performance in BLEU↑ on
IWSLT testsets (re-segmentation required). Progressive
results from this year and last year end-to-end (E2E)
and cascade (CD) are provided.

Testset → tst2015 tst2019 tst2020

E2E2021 22.13 20.43 23.20
CD2021 24.95 21.07 25.4
E2E2021 + SHAS 26.66 24.55 25.58
+W2V-MBART 26.64 26.31 28.66
+REL 27.27 26.58 29.11
+MULTI 27.65 26.84 29.2
+ENSEMBLE 27.87 27.61 30.05
CD2022 26.84 25.91 28.35
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The final results on previous IWSLT testsets are
presented in Table 6. First of all, the new seg-
mentation method SHAS managed to improve the
translation results of our previous year’s submis-
sion by up to 4.4 BLEU points (as can be see on
tst2015 and tst2019). By using a stronger model
with wav2vec and mBART pretrained modules, the
results are vastly improved by 2.2 and 3.1 BLEU
points on tst2019 and tst2020. The performance is
incrementally improved even further, by combin-
ing different techniques including relative attention,
multilingual training and ensemble. Eventually, we
obtain a result which is 7.8 BLEU points better
than the last year’s end-to-end submission.

The cascade system is also improved this year,
by using the pretrained ASR, MT and better seg-
mentation. On tst2020, we managed to improve
the BLEU score by 3 points. However this en-
hancement pales against the E2E, and this is our
first participation in which the E2E convincingly
outperformed the Cascade system.

6 Conclusion

If the end-to-end models remained as a promising
approach in the previous evaluation campaigns, it
eventually blooms as the superior solution when
the conditions are met to overcome its problems,
namely training difficulty, segmentation issues and
inefficient data usage. While the performance of
the E2E system is now better, we can still believe
that its far from being practical given the size of
the model and the required presence of an audio
segmenter. Moreover, the Cascade system is still
necessary since it can provide a distillation tool for
the E2E, via pseudolabels for better data utilization.
The development of both approaches remains to
be interesting awaiting the future achievement in
multilingual and multimodal unsupervised and self-
supervised training.
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ton Murray, Maria Nădejde, Satoshi Nakamura, Mat-
teo Negri, Jan Niehues, Xing Niu, Juan Pino, Eliz-
abeth Salesky, Jiatong Shi, Sebastian Stüker, Kat-
suhito Sudoh, Marco Turchi, Yogesh Virkar, Alex
Waibel, Changhan Wang, and Shinji Watanabe. 2022.
FINDINGS OF THE IWSLT 2022 EVALUATION
CAMPAIGN. In Proceedings of the 19th Interna-
tional Conference on Spoken Language Translation
(IWSLT 2022), Dublin, Ireland. Association for Com-
putational Linguistics.

Antonios Anastasopoulos, Ondřej Bojar, Jacob Bremer-
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Abstract

This paper describes USTC-NELSLIP’s sub-
missions to the IWSLT 2022 Offline Speech
Translation task, including speech translation
of talks from English to German, English to
Chinese and English to Japanese. We de-
scribe both cascaded architectures and end-to-
end models which can directly translate source
speech into target text. In the cascaded con-
dition, we investigate the effectiveness of dif-
ferent model architectures with robust training
and achieve 2.72 BLEU improvements over
last year’s optimal system on MuST-C English-
German test set. In the end-to-end condition,
we build models based on Transformer and
Conformer architectures, achieving 2.26 BLEU
improvements over last year’s optimal end-to-
end system. The end-to-end system has ob-
tained promising results, but it is still lagging
behind our cascaded models.

1 Introduction

This paper describes the submission to IWSLT
2022 Offline Speech Translation task by National
Engineering Laboratory for Speech and Language
Information Processing (NELSLIP), University of
Science and Technology of China, China.

For years, Spoken Language Translation (SLT)
has been addressed by cascading an Automatic
Speech Recognition (ASR) and a Machine Trans-
lation (MT) system. The ASR system processes
source speech into source text and the MT sys-
tem translates ASR output into text in target lan-
guage independently. Recent trends rely on using
a single neural network to directly translate the
speech in source language into the text in target
language without intermediate symbolic represen-
tations. The end-to-end paradigm shows an enor-
mous potential to overcome some of the cascaded
systems’ problems, such as higher architectural
complexity and error propagation (Duong et al.,

2016; Berard et al., 2016; Weiss et al., 2017). Last
year’s results of IWSLT 2021 have confirmed that
the performance of end-to-end models is approach-
ing the results of cascaded solutions. The best
end-to-end submission (under the same segmenta-
tion and training data conditions) is 2 BLEU points
(22.6 vs 24.6) below the top-ranked system (Anas-
tasopoulos et al., 2021).

In this work, we build machine translation sys-
tems with techniques like back translation (Sen-
nrich et al., 2016a), domain adaptation and model
ensemble, which have been proved to be effec-
tive practices in IWSLT and WMT (Akhbardeh
et al., 2021). Besides, we further improve cas-
caded speech translation system performance with
methods of self-training (Kim and Rush, 2016; Ren
et al., 2020; Liu et al., 2019), speech synthesis
(Shen et al., 2018), Supervised Hybrid Audio Seg-
mentation (SHAS) (Tsiamas et al., 2022), etc.

In end-to-end condition, we initialize the en-
coder with the corresponding component of ASR
models and the decoder with that of MT models
respectively (Le et al., 2021). Methods used in cas-
caded systems and as much semi-supervised data
as possible are utilized to improve end-to-end mod-
els’ performance. Furthermore, we try to obtain a
better performance with ensemble of cascaded and
end-to-end models, which may accelerate the appli-
cation of end-to-end models in industrial scenarios.

The remaining of the paper proceeds as follows.
Section 2 describes speech recognition, speech-
to-text translation (S2T for short) and text-to-text
translation (T2T for short) data used in our exper-
iments. Section 3 and Section 4 present our cas-
caded and end-to-end systems respectively, where
the details about model architectures and tech-
niques for training and inference will be described.
The experimental settings and final results are
shown in Section 5.
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2 Datasets and Preprocessing

2.1 Speech Recognition Data
The speech recognition datasets used in our ex-
periments are described in Table 1, in which Lib-
rispeech, MuST-C(v1, v2), TED Lium3, Europarl,
VoxPopuli and CoVoST are available and used. Af-
ter extract 40 dimensional log-mel filter bank fea-
tures computed with a 25ms window size and a
10ms window shift, we train a baseline ASR model
and filter training samples with WER> 40%. Then
we augment the speech data with speed perturba-
tion, and over-sample TED/MuST-C corpus with
the ratio used last year (Liu et al., 2021), which
finally generate almost 8k hours of speech recogni-
tion corpora.

Corpus Duration(h) Sample Scale

Librispeech 960 1
Europarl 161 1
MuST-C(v1) 399 3
MuST-C(v2) 449 3
TED-LIUM3 452 3
CoVoST2 1985 1
VoxPopuli 1270 1

Table 1: Statistics of ASR Corpora.

We further extend two data augmentation meth-
ods: First, Adjacent voices are concatenated to gen-
erate longer training speeches; Second, we train
a Glow-TTS (Casanova et al., 2021) model with
MuST-C datasets and generate 24k hours of audio
feature using sentences from EN→DE text trans-
lation corpora. The final training data for ASR is
described in Table 2.

Data Duration(h)

Raw data 8276
+ concat 16000

+ oversampling 32000
+ TTS 56000

Table 2: Overall training data for ASR.

2.2 Text Translation Corpora
We participate in translation of English to German,
Chinese and Japanese. All available bilingual data
and as much monolingual data as possible are used
for training our systems. We apply language iden-
tification to retain sentences predicted as desired
language, remove sentences longer than 250 tokens

and with a source/target length ratio exceeding 3,
filter sentences with lower scores based on baseline
machine translation models. We use LTP4.01(Che
et al., 2020) for Chinese tokenization, MeCab mor-
phological analyzer2 for Japanese tokenization and
moses for English tokenization. Then subwords
are generated via Byte Pair Encoding (BPE) (Sen-
nrich et al., 2016b) with 30k merge operations for
each language direction. Table 3 lists statistics of
parallel and monolingual data used for training our
systems. The details are as follows.

EN→DE The bilingual data includes Com-
monCrawl, CoVoST2, Europarl, MuST-C(v1,
v2), Librivox, News Commentary, Opensubtitles,
Parawcrawl(v3, v5.1), Rapid, Wikimatrix-v1 and
Wikititles-v2. A total of 151 million sentence pairs
are available, 120 million pairs of which are re-
served for training. The monolingual English and
German data are mainly from News Commentary
and News crawl.

EN→ZH Almost 50 million sentence pairs col-
lected from CCMT Corpus, News Commentary,
ParaCrawl, Wiki Titles, UN Parallel Corpus, Wiki-
Matrix, Wikititles, MuST-C and CoVoST2 are used
for training EN→ZH text MT. 50 million mono-
lingual Chinese sentences are randomly extracted
from News crawl and Common Crawl for Back
Translation.

EN→JA We use 16 million sentence pairs from
MuST-C, CoVoST2, TED Talk, JESC-v2, News
Commentary, Paracrawl, Wikimatrix and Wikiti-
tles. 20 million Japanese monolingual sentences
from News Commentary, News crawl and Common
Crawl are randomly extracted for Back Translation.

Parallel Monolingual

EN-DE 120M 180M
EN-ZH 50M 50M
EN-JA 15.75M 20M

Table 3: Overall training data for text MT.

2.3 Speech Translation Corpora
The speech translation datasets used in our experi-
ments are described in Table 4. MuST-C and CoV-
oST2 are available for speech translation (speech,
transcription and translation included) in all three

1https://github.com/HIT-SCIR/ltp
2https://github.com/uenewsar/mecab
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language directions, while Europarl is specifically
available in EN→DE speech translation track.

We further extend two data augmentation meth-
ods: First, transcriptions of all speech recognition
datasets are sent to a text translation model to gener-
ate text y′ in target language, which is similar with
sentence knowledge distillation. The generated y′

with its corresponding speech are directly added to
speech translation dataset (described as KD Corpus
in Table 4). Second, we use the trained Glow-TTS
model to generate audio feature from randomly
selected sentence pairs from EN→DE, EN→ZH
and EN→JA text translation corpora. The gener-
ated filter bank features and their corresponding
target language text are used to expand our speech
translation dataset (described as TTS Corpus in
Table 4).

Corpus Duration(h) Sample
Scale

EN-DE

Europarl 161 2
MuST-C 449 2
CoVoST2 1094 2

KD 16000 2
TTS 24000 1

EN-ZH

MuST-C 593 2
CoVoST2 1092 2

KD 16000 2
TTS 27000 1

EN-JA

MuST-C 282 2
CoVoST2 988 2

KD 16000 2
TTS 13000 1

Table 4: Statistics of Speech Translation Corpora

3 Cascaded Speech Translation

3.1 Automatic Speech Recognition

Voice Activity Detection We use Supervised Hy-
brid Audio Segmentation (SHAS) (Tsiamas et al.,
2022) to split long audios into shorter segments.
SHAS is originally propsed to learn the optimal
segmentation for speech translation. Experiments
on MuST-C and mTEDx show that the translation
of the segments produced by SHAS approaches the
quality of the manual segmentation on 5 languages
pairs. Hence, we use SHAS for both Voice Activ-
ity Detection in ASR and segmentation in Speech
Translation, which means that we have no more

segmentation operations and ASR outputs are di-
rectly sent to text machine translation component.

Besides, we propose a semantic VAD method as
follows: 1) train a text segmentation model based
on transformer; 2) re-segment ASR results into new
sentences with complete semantic information; 3)
use Force Alignment to align speech time stamp
and ASR results; 4) re-segment voices into new
fragments. We hope to seek a more friendly seg-
mentation for machine translation.

Model Architecture We think representations
sent to ASR encoder component are important,
so we use three model architectures in ASR:
VGG-Transformer (Mohamed et al., 2019), VGG-
Conformer (Gulati et al., 2020) and GateCNN-
Transformer (Dauphin et al., 2017) implemented
on Fairseq, described as follows:

• VGG-Conformer: 2 layers of VGG and 12
layers of Conformer in encoder, 6 layers of
Transformer in decoder. The embedding size
is 512, the hidden size of FFN is 2048, and
the attention head is 8.

• VGG-Transformer: 2 layers of VGG and 16
layers of Transformer in encoder, 6 layers of
Transformer in decoder. The embedding size
is 512, the hidden size of FFN is 4096, and
the attention head is 8.

• GateCNN-Conformer: 6 layers of GateCNN
and 12 layers of Conformer in encoder, 6 lay-
ers of Transformer in decoder. The embedding
size is 512, the hidden size of FFN is 2048,
and the attention head is 8.

The Specaugment technique (Park et al., 2019)
is used to improve robustness, and Connectionist
Temporal Classification (CTC) is added to make
models converge better. Other training details are
as follows: 1) We apply BPE to the transcripts with
30000 merge operations; 2) Arabic numerals are
converted into corresponding English words; 3)
Punctuation marks and uppercase are remained for
fitting text machine translation; 4) We use Adam
optimizer and adopt the default learning schedule
in fairseq; 5) Model is trained on 32 Tesla V100
40G GPUs within 2 days; 6) We use ensemble
decoding of several models with beamsize of 15 to
produce final transcriptions; 7) Other parameters
are default in Fairseq.
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3.2 Neural Machine Translation

The machine translation models are based on Trans-
former (Vaswani et al., 2017) implemented on the
Fairseq toolkit (Ott et al., 2019). Each single model
is carried out on 16 NVIDIA V100 GPUs with de-
fault settings. Important techniques used in our
experiments are: Back Translation, Sentence-level
Knowledge Distillation, Domain Adaptation and
Ensemble.

Back Translation Back-Translation (Sennrich
et al., 2016a) is an effective way to improve
the translation performance by translating target-
side monolingual data to generate synthetic sen-
tence pairs, which has been widely used in re-
search and industrial scenarios. We train NMT
models with bilingual data, and translate Ger-
man/Chinese/Japanese sentences to English ones.

Knowledge Distillation Sentence-level Knowl-
edge Distillation (Kim and Rush, 2016)(also
known as self-training) is another useful tech-
nique to improve performance. We augment train-
ing data by translating English sentences to Ger-
man/Chinese/Japanese using a trained NMT model.

Domain Adapatation As high-quality and
domain-specific translation is crucial, fine-tuning
the concatenation system on in-domain data shows
the best performance (Saunders, 2021). To improve
in-domain translation while do not decrease the
quality of out-domain translation, we fine-tune the
NMT model on a mix of in-domain data (MuST-C,
TED-LIUM3, etc.) and random selected out-of-
domain data until convergence. The speech recog-
nition training data are also used as augmented
in-domain self-training data by translating the la-
belled English sentences.

We also use Denoise-based approach (Wang
et al., 2018) to measure and select data for domain
MT and apply them to denoising NMT training.
Denoising is concerned with a different type of
data quality and tries to reduce the negative impact
of data noise on MT training, in particular, neural
MT (NMT) training.

Ensemble For each language direction, we train
4 variants based on Transformer big settings and
the final model is the ensemble of the 4 models:

• E12D6: 12 layers for the encoder and 6 layers
for the decoder. The embedding size is 1024,
FFN size is 8192 and attention head is 16. All

available corpora including bilingual, BT and
FT data are used.

• E15D6: 15 layers for the encoder, 10% train-
ing data are randomly dropped and a different
seed is set.

• E18D6: 18 layers for the encoder and 10-30%
training data with lower machine translation
scores are dropped.

• Macaron: A model with macaron architecture
(Lu et al., 2019) based on data of E18D6. 36
layers for the encoder and FFN size is 2048.

3.3 Robust MT Training
To address the error propagation problem in cas-
caded ST, we propose a ASR output adaptation
training method for improving MT model robust-
ness against ASR errors. English transcriptions
of all speech translation datasets are sent to a
trained ASR model to generate text x

′
in source

side, paired with the target side labels. We use
3 approaches to improve MT model’s robustness
detailed as follows: 1) We use the synthetic data
to fine-tune MT model; 2) While fine-tuning, we
add KL loss to prevent over-fitting; 3) we distill
the model both by clean input and ASR output as
showed in Figure 1.

Figure 1: Overview of Robust MT Training.

4 End-to-End Speech Translation

As regards model architecture, we investigate 4
variants in end-to-end speech translation.

• VGG-C: The encoder is VGG-Conformer, ini-
tialized by ASR VGG-Conformer architecture.
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The decoder is 6 layers of Transformer with
embedding size of 1024, attention head of 16
and FFN size of 8192.

• VGG-C-init: The encoder is VGG-Conformer,
initialized by ASR VGG-Conformer architec-
ture. The decoder is 6 layers of Transformer,
initialized by NMT E15D6 variant.

• VGG-T: The encoder is VGG-Transformer,
initialized by ASR VGG-Transformer archi-
tecture. The decoder is 6 layers of Trans-
former with embedding size of 1024, attention
head of 16 and FFN size of 8192.

• VGG-T-init: The encoder is VGG-
Transformer, initialized by ASR VGG-
Transformer architecture. The decoder is 6
layers of Transformer, initialized by NMT
E15D6 variant.

5 Experiments

All our experiments are conducted using Fairseq
toolkit (Ott et al., 2019). We use word error rate
(WER) to evaluate the ASR models and report case-
sensitive SacreBLEU scores for machine transla-
tion. Results of MuST-C tst-COMMON (tst-COM),
IWSLT tst2018/tst2019/tst2020 are listed together,
which can be compared as baselines for other re-
searchers and participants in the future. We also
present results of IWSLT 2022 testsets in the Ap-
pendix.

5.1 Automatic Speech Recognition

The overall experimental results about ASR is de-
scribed in Table 6. We use SHAS as a segmenta-
tion tool in default for all testsets. We compare the
results of different model architectures with and
without TTS augmented training data, showed in
line 1-6. In our experiments, TTS augmented data
has consistent improvements in all three architec-
tures, and an absolute gain of 0.42% accuracy is
observed in GateCNN-Conformer, which makes
GateCNN-Conformer with TTS augmented data
performs best as a single model.

In line 7, we ensemble all 6 single models to
gain a best result, where the WER is at an average
of 5.32, and 0.69 lower than the best single model.
For comparison with other works, we list the result
of tst-COM with official segments in line 8, which
performs better than concatenating the segments
and using SHAS. In line 9, we present results with

semantic SHAS (described in Sec. 3.1) based on
the ensemble models, which shows that semantic
SHAS is slightly worse and lagging behind SHAS
by 0.13 in accuracy. In our final submissions, line
7 serves as the ASR part of our cascaded primary
system, and line 9 serves as part of a contrastive
system.

5.2 Speech Translation
For text machine translation, we use the Adam op-
timizer with β1 = 0.9 and β2 = 0.98. To speed
up the training process, we conduct training with
half precision floating point (FP16). We set max
learning rate to 7e-4 and warmup-steps to 8000. To
improve model robustness, we set bpe dropout to
0.05, and mask 15% words in source and target in-
puts in accord with BERT. When fine tuning on in-
domain datasets, we add KL loss with weight=1.0
to avoid over-fitting.

For end-to-end ST, the segmentation tool used
is SHAS (to our knowledge, using semantic SHAS
will not be considered as end-to-end). All available
training data including TTS augmented data and
knowledge distillation data described in Sec. 2.3
are used. We also fine-tune models on in-domain
corpus for further improvements.

For tst-COM, we report results of both official
segmentation and SHAS segmentation. Sacrebleu
scores are computed by using automatic resegmen-
tation of the hypothesis based on the reference
translation by mwerSegmenter.

Effectiveness of Robust MT Training The ex-
periment is conducted based on EN→DE cascaded
speech translation track. We generate 1.38M sen-
tences from 1500h speech translation datasets. Ex-
perimental results are described in Table 5. By
comparing line 3 and line 6, our method can fur-
ther gain 0.55 and 0.75 BLEU in tst-COM and
tst2018 regardless of the impact of domain adapta-
tion. Robust MT Training is adopted for training
all our following systems.

EN→DE Experimental results are described in
Table 7. In the first group of text MT results, line
2-5 show the effectiveness of model size, data clean
and fine-tuning on in-domain datasets. We ensem-
ble 4 different variants described in Sec. 3.2 and
constitute results in line 6, which makes our text
MT outperforming Volctrans’s ensemble results
(Zhao et al., 2021) by 1.85 BLEU in tst-COM.

In the second group of cascaded ST results, we
present final results produced with ensemble ASR
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# tst-COM tst2018

1 text MT 36.21 32.14
2 ASR→text MT 33.34 26.20
3 +finetune 34.11 28.41

4 Robust Training 34.21 27.62
5 +KL Loss 34.61 28.69
6 +KD Loss 34.66 29.16

Table 5: Experimental results of Robust MT Training.

in Table 6 and ensemble text MT in line 6 by SHAS
and semantic SHAS respectively. By comparing
line 8 and line 9, SHAS performs better in tst-COM
and tst2018, while semantic SHAS performs bet-
ter in tst2019 and tst2020. Results of tst-COM
for speech translation contained in parenthesis are
based on official segmentation, which means our
cascaded system outperforms Volctrans’s cascaded
results (Zhao et al., 2021) by 2.72 BLEU in tst-
COM. We observe more improvements in cascaded
ST than text MT due to our better ASR system.

Regards end-to-end ST, we compare the results
of different model architectures with and without
TTS augmented training data, showed in line 11-
16. From line 11-14, TTS augmented data has im-
provements by 0.43 BLEU in VGG-Conformer-init,
while decrease the BLEU scores (0.09) in VGG-
Conformer. Using NMT decoder for initialization
brings consistent improvements with or without
TTS data. In line 17, we ensemble all 6 single
models with outperforming best single model by
an average of 0.97 BLEU, but it is still lagging be-
hind cascaded systems by 1.36 BLEU in tst-COM.
Our end-to-end system outperforms KIT’s end-to-
end results (Nguyen et al., 2021) by 2.26 BLEU in
tst-COM.

To investigate the effectiveness of ensemble of
cascaded and end-to-end systems, we present the
results in line 18 and 19 with SHAS and semantic
SHAS respectively. We observe consistent and
slight improvements in all testsets except tst-COM
using SHAS. We submit systems of #8, #9, #17,
#18, #19, with #8 as primary system in cascaded
condition and #17 as primary system in end-to-end
condition.

EN→ZH Experimental results are described in
Table 8. Regards text MT, line 1-3 show the effec-
tiveness of model size and data clean. We further
improve performance with fine-tuning models on
MuST-C and TED Talk corpus in line 4. Line 5

shows results of ensemble MT from 4 fine-tuned
variants described in Sec. 3.2. In the second group
of cascaded ST results, we present final results
produced with ensemble ASR in Table 6 and en-
semble text MT by SHAS and semantic SHAS
respectively. Results of tst-COM for speech trans-
lation contained in parenthesis are based on of-
ficial segmentation. Regards end-to-end ST, we
train 4 different models based on conclusions from
EN→DE end-to-end experiments. In line 12, we
ensemble 4 single models and get 28.92 BLEU in
tst-COM within official segmentation. Our final
end-to-end ST result on tst-COM is still lagging
behind cascaded system by 0.89 BLEU.

Same with EN→DE translation track, we present
the ensemble results of cascaded systems and end-
to-end systems in line 13 and 14 with SHAS and
semantic SHAS respectively, which brings slight
improvements comparing with cascaded system.
We submit systems of #6, #7, #12, #13, #14, with
#6 as primary system in cascaded condition and
#12 as primary system in end-to-end condition.

EN→JA The overall experimental results is de-
scribed in Table 9. Regards text MT, line 1-3 show
the effectiveness of model size and data clean. We
further improve performance with fine-tuning mod-
els on MuST-C and TED Talk corpus in line 4.
Line 5 shows results of ensemble models from 4
fine-tuned variants described in Sec. 3.2. Line 6-7
present cascaded ST results with ASR outputs from
ensemble models, which only decrease 0.25 BLEU
on dev and 0.48 BLEU on tst-COM compared with
text MT. The reason might be partly attributed to
the fact that text MT BLEU is relatively lower and
ASR errors have a smaller portion of all factors
affecting the performance. While MuST-C training
data and tst-COM have no punctuations in Japanese
side, We think punctuations help people understand.
We train a punctuation model based on transformer
encoder, and add punctuations for translations. The
performance decreases because of the mismatch be-
tween references and translations in punctuations.

Regards end-to-end ST, we train 4 different mod-
els based on conclusions from EN→DE end-to-end
experiments. In line 12, we ensemble 4 models and
get 18.61 BLEU in tst-COM with official segmen-
tation. Our final end-to-end ST result on tst-COM
is still lagging behind cascaded system by 2.89
BLEU. We submit systems of #6, #7, #8, #9, #12,
with #6 as primary system in cascaded condition
and #12 as primary system in end-to-end condition.
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# System tst-COM tst2018 tst2019 tst2020 avg

1 VGG-Conformer (w/ TTS) 3.66 8.56 5.28 7.23 6.18
2 VGG-Conformer (w/o TTS) 3.70 8.55 5.34 7.54 6.28
3 VGG-Transformer (w/ TTS) 3.31 8.39 5.58 7.43 6.18
4 VGG-Transformer (w/o TTS) 3.34 8.50 5.85 7.76 6.36
5 GateCNN-Conformer (w/ TTS) 4.06 7.87 5.14 6.98 6.01
6 GateCNN-Conformer (w/o TTS) 4.35 8.12 5.74 7.52 6.43

7 ensemble (1, 2, 3, 4, 5, 6, SHAS) 3.36 7.30 4.59 6.03 5.32

8 7 (w/o SHAS) 3.49 - - - -
9 7 (w/ semantic SHAS) 3.54 7.26 4.89 6.10 5.45

Table 6: Overall experimental results of ASR. We present WER performance of tst-COM, tst2018, tst2019 and
tst2020, and hope it can be compared as baselines in other works. For tst-COM, we concatenate the audios and
segment with SHAS except for line 8.

# Systems tst-COM tst2018 tst2019 tst2020

Text MT
1 Volctrans(ensemble) (Zhao et al., 2021) (36.7) - - -
2 base 32.65 29.02 26.90 -
3 clean+big 36.21 32.03 29.64 -
4 text MT 36.84 32.65 30.02 -
5 4+finetune 38.20 34.56 31.86 35.54
6 ensemble MT 38.55 34.89 31.82 36.08

Cascaded ASR→MT
7 Volctrans(ensemble) (Zhao et al., 2021) (33.3) - - -
8 ensemble ASR→6+SHAS 34.73(36.02) 30.02 29.25 32.15
9 +semantic SHAS 34.36*(36.02) 29.59 29.40 32.44

End-to-End ST
10 KIT (ensemble) (Nguyen et al., 2021) (32.4) - - -
11 VGG-C (w/o TTS) 31.81(33.37) 28.47 26.48 28.82
12 VGG-C-init (w/o TTS) 31.79(33.48) 28.44 26.70 29.17
13 VGG-C (w/ TTS) 31.58(32.78) 29.00 26.47 28.69
14 VGG-C-init (w/ TTS) 32.39(33.74) 28.98 27.03 29.59
15 VGG-T (w/ TTS) 31.37(32.72) 28.54 26.17 28.42
16 VGG-T-init (w/ TTS) 31.21(32.81) 28.68 26.23 28.67
17 Ensemble (11-16) 33.23(34.66) 29.93 28.20 30.57

Ensemble of cascaded and e2e systems
18 Ensemble(8, 17) 33.58(36.05) 30.93 29.57 32.15
19 Ensemble(8, 17)* +semantic SHAS 34.47*(36.13) 30.19 29.41 32.50

Table 7: Overall experimental results of EN→DE translation track. Results of tst-COM for speech translation
contained in parenthesis are based on official segmentation which are comparable with previous works. Results with
* are based on semantic SHAS, and others are based on SHAS. Weights of models in line 18 and 19 are different.
We submitted 5 systems in EN→DE track with system ID in bold.
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# Systems tst-COM

Text MT
1 base 23.26
2 clean+big 26.92
3 text MT 27.49
4 3+finetune 30.19
5 ensemble MT 31.03

Cascaded ASR→MT
6 ensemble ASR→5+SHAS 29.68(29.81)
7 +semantic SHAS 29.23(29.81)

End-to-End ST
8 VGG-C (w/ TTS) 28.34(28.60)
9 VGG-C-init (w/ TTS) 28.51(28.71)
10 VGG-T (w/ TTS) 27.91(28.41)
11 VGG-T-init (w/ TTS) 27.85(28.23)
12 Ensemble (8,9,10,11) 28.78(28.92)

Ensemble of cascaded and e2e systems
13 Ensemble(6, 12) 29.80(29.79)
14 +semantic SHAS 29.41(29.79)

Table 8: Overall experimental results of EN→ZH trans-
lation track. Results in parentheses are with official
segmentation.

# Systems tst-COM

Text MT
1 base 15.44
2 clean+big 17.43
3 text MT 18.72
4 3+finetune 21.78
5 ensemble MT 22.02

Cascaded ASR→MT
6 ensemble ASR→5+SHAS 21.25(21.50)
7 +semantic SHAS 21.11(21.50)
8 6+punctuation model 19.29(18.81)
9 7+punctuation model 19.84(18.81)

End-to-End ST
8 VGG-C (w/o TTS) 17.72(17.71)
9 VGG-C-init (w/o TTS) 17.66(17.76)
10 VGG-C-init (w/ TTS) 17.97(18.20)
11 VGG-T-init (w/ TTS) 17.60(17.66)
12 Ensemble (8,9,10,11) 18.62(18.61)

Table 9: Overall experimental results of EN→JA trans-
lation track. Results in parentheses are with official
segmentation.

6 Conclusion

This paper summarizes the results of IWSLT 2022
Offline Speech Translation task produced by the
USTC-NELSLIP team. We investigate various
model architectures and data augmentation ap-
proaches to build strong speech translation systems,
both in cascaded condition and end-to-end con-
dition. In our experiments, we demonstrate the
effectiveness of Back Translation, Knowledge Dis-
tillation, Domain Adaptation, Ensemble, elegant
segmentation. Our end-to-end model surpasses the
last year’s best system by 2.26 BLEU, but it is still
lagging behind our cascaded model by an average
of 1.73 BLEU scores on MuST-C test sets. As a
note for future work, we would like to investigate
the effectiveness of speech data augmentation and
multi-modal representations in end-to-end speech
translation.
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A Appendix

We present results of official test sets and progress
test sets. For En→DE translation track, end-to-end
model is lagging behind cascaded model by 1.4
BLEU on tst2022 and 1.8 BLEU on tst2021. Our
best result surpasses the last year’s best system by
4.4 BLEU, which means performant systems built
with classical approaches are strongly competitive.
In English to Japanese track, results with punctu-
ations added performs better in ref2 and worse in
ref1, mostly because of reference annotations.

# ref2 ref1 both

8 26.7 23.9 37.6
9 26.3 23.7 37.1

17 25.3 22.9 35.7

18 26.6 23.8 37.4
19 26.2 23.7 37.0

Table 10: Offical BLEU results of IWSLT tst2022 in
EN→DE speech translation track.

# ref2 ref1 both

HW-TSC 24.6 20.3 34.0

8 28.9 24.1 40.3
9 29.0 23.8 40.1

17 27.2 23.0 38.4

18 29.0 23.9 40.3
19 28.8 23.7 39.8

Table 11: Offical BLEU results of IWSLT tst2021 in
EN→DE speech translation track.

# ref2 ref1 both

6 35.8 35.7 44.1
7 35.5 35.3 43.7

12 33.8 34.1 41.9

13 36.1 36.0 44.5
14 35.7 35.5 44.0

Table 12: Offical BLEU results of IWSLT tst2021 in
EN→ZH speech translation track.

# ref2 ref1 both

6 21.6 20.1 33.4
7 21.2 19.8 32.8

8 24.9 18.3 35.2
9 23.8 18.4 34.3

12 20.5 17.4 30.5

Table 13: Offical BLEU results of IWSLT tst2021 in
EN→JA speech translation track.

207



Proceedings of the 19th International Conference on Spoken Language Translation (IWSLT 2022), pages 208 - 215
May 26-27, 2022 c©2022 Association for Computational Linguistics

The AISP-SJTU Simultaneous Translation System for IWSLT 2022

Qinpei Zhu1 Renshou Wu1 Guangfeng Liu1 Xinyu Zhu1 Xingyu Chen2

Yang Zhou1 Qingliang Miao1 Rui Wang2 Kai Yu1,2

1AI Speech Co., Ltd., Suzhou, China
2Shanghai Jiao Tong University, Shanghai, China

Abstract
This paper describes AISP-SJTU’s submis-
sions for the IWSLT 2022 Simultaneous Trans-
lation task. We participate in the text-to-
text and speech-to-text simultaneous transla-
tion from English to Mandarin Chinese. The
training of the CAAT is improved by training
across multiple values of right context win-
dow size, which achieves good online perfor-
mance without setting a prior right context
window size for training. For speech-to-text
task, the best model we submitted achieves
25.87, 26.21, 26.45 BLEU in low, medium and
high regimes on tst-COMMON, correspond-
ing to 27.94, 28.31, 28.43 BLEU in text-to-text
task.

1 Introduction

This paper describes the systems submitted by AI
Speech Co., Ltd. (AISP) and Shanghai Jiaotong
University (SJTU) for IWSLT 2022 Simultaneous
Translation task. Two speech translation systems
including cascade and end-to-end (E2E) for the Si-
multaneous Speech Translation track, and a simul-
taneous neural machine translation (MT) system
for the text-to-text Simultaneous Translation track.
The systems are focused on English to Mandarin
Chinese language pair.

For simultaneous speech translation, recent work
tends to fall into two categories, cascaded systems
and E2E systems. And the cascaded system of-
ten outperforms the fully E2E approach. Only one
work (Ansari et al., 2020; Anastasopoulos et al.,
2021) shows that the E2E model can achieve better
results than the cascaded model. In their work they
introduce pre-training (Stoian et al., 2020; Dong
et al., 2021; Wang et al., 2020b) and data augmen-
tation techniques (Pino et al., 2020; Xu et al., 2021)
to E2E models. Therefore, in this paper, we hope
to optimize the speech translation model from two
aspects. First, we aim to build a robust cascade
model and learn best practices from WMT evalua-
tion activities (Wu et al., 2020; Meng et al., 2020;

Zeng et al., 2021), such as back translation (Sen-
nrich et al., 2015; Edunov et al., 2018; Lample
et al., 2017). Second, we explore various self-
supervised learning methods and introduce as much
semi-supervised data as possible towards finding
the best practice of training cascaded speech-to-
text (S2T) models. In our settings, ASR data, MT
data, and monolingual text data are all considered
in a progressively training framework. We only
trained one E2E model, and its BLEU is 22.49 with
1272 AL. Due to the huge difference in the scale
of training data from the cascaded model, E2E per-
formance is far lower than that of the latter. The
cascaded S2T final performance on the MuST-C
V2 test set is 25.87, 26.21, 26.45 BLEU with low,
medium and high regimes.

In addition, we also participate in the simultane-
ous text-to-text (T2T) task. Our system is based on
an efficient wait-k model (Elbayad et al., 2020) and
CAAT model (Liu et al., 2021b). We investigate
large-scale knowledge distillation (Kim and Rush,
2016; Freitag et al., 2017) and back translation
methods. Specially, we develop a multi-path train-
ing strategy, which enables a unified model serving
different wait-k paths. All MT models are based
on transformer (Vaswani et al., 2017). The organiz-
ers use the output of a streaming ASR system as
input to the text-to-text system, and the results will
be shown in the overview paper (Anastasopoulos
et al., 2022).

The rest of this paper is organized as follows.
Section 2 describes the details of the data prepro-
cessing and augmentation. Section 3 describes the
models used in our system and introduces details of
the model structure and techniques used in training
and inference. We present experimental results in
Section 4 and related works in Section 5. Finally,
the conclusion is given in Section 6.
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Language Corpus Sentences
EN→ZH WMT2019 20.1M
EN→ZH WMT2020 20.7M
EN→ZH WMT2021 42.3M
EN→ZH OpenSubtitles2018 9.969M
EN→ZH MuST-C 0.359M

Table 1: Statistics of text parallel datasets.

2 Data Preprocessing and Augmentation

2.1 Data Preprocessing

En-Zh Text Corpora We use English-Chinese
(EN-ZH) parallel sentences from WMT2019,
WMT2020, WMT2021, OpenSubtitles2018 and
MuST-C for training. The statistics of the par-
allel data is shown in Table 1. Additionally, we
select 15% of the Chinese monolingual corpora
from News Crawl, News Commentary and Com-
mon Crawl for data augmentation. For EN-ZH
language pairs, the filtering rules are as follows:

* Filter out sentences that contain long words
over 40 characters or over 120 words.

* The word ratio between the source word and
the target word must not exceed 1:3 or 3:1.

* Filter out the sentences that have invalid Uni-
code characters or HTML tags.

* Filter out the duplicated sentence pairs.

Finally, we filter the real and pseudo parallel cor-
pora through a semantic matching model which is
trained using limited data. The statistics of the text
training data is shown in Table 2.

As for text preprocessing, we apply Moses tok-
enizer and SentencePiece with 32,000 merge oper-
ations on each side.

En-Zh Speech Corpora The speech datasets
used in our systems are shown in Table 3, where
MuST-C is speech-translation specific (speech,
transcription and translation included), and Eu-
roparl, CoVoST2, LibriSpeech, TED-LIUM3 and
VoxPopuli are speech-recognition specific (only
speech and transcription). Kaldi (Ravanelli et al.,
2019) is used to extract 80 dimensional log-mel
filter bank features, which are computed with a
25ms window size and a 10 ms window shift, and
specAugment (Park et al., 2019) are performed dur-
ing training phase.

EN→ZH
Bilingual Data 67.4M

Source Mono Data 200.5M
Target Mono Data 405.2M

Table 2: Statistics of the text training data.

Corpus Frames Aug Snt
MuST-C 211M 599M 0.35M
Europarl 30M 80M 0.035M
CoVoST2 711M 202M 1.42M

LibriSpeech 131M 372M 0.1M
TED-LIUM3 163M 463M 0.26M

VoxPopuli 191M 543M 0.18M

Table 3: Statistics of raw and augmented speech cor-
pora. Frames is the audio frames number of the raw
data, and Aug is for the audio augmented data. Snt
refers to the number of sentences corresponding to the
raw audio data.

2.2 Text-to-Text Augmentation

For text-to-text machine translation, augmented
data from monolingual corpora in source and target
language are generated by knowledge distillation
(Kim and Rush, 2016; Freitag et al., 2017) and
back translation (Edunov et al., 2018) respectively.
Moreover, we use automatic speech recognition
(ASR) output utterances to improve MT’s robust-
ness.

Back-Translation Back-translation (Sen-
nrich et al., 2015; Lample et al., 2017) is an ef-
fective way to improve the translation quality by
leveraging a large amount of monolingual data and
it has been widely used in WMT campaigns. In our
setting, we add a “<BT>” tag to the source side of
back-translated data to prevent overfitting on the
synthetic data, which is also known as tagged back-
translation (Caswell et al., 2019; Marie et al., 2020;
Tong et al., 2021).

Knowledge Distillation Sequence-level
knowledge distillation (Wang et al., 2021; Sun
et al., 2020) is another useful technique to improve
translation performance. We enlarge the training
data by translating English sentences to Chinese
using a good teacher model. Specifically, we
trained an EN→ZH offline model based on the
deep Transformer as a teacher model. And the
beam-search strategy of beam-size 5 is used when
translating the English source text into the Chinese
target text.

ASR Output Adaptation Traditionally, the
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output of ASR systems is lowercased with no punc-
tuation marks, while the MT systems receive nat-
ural texts. In our system, we attempt to make our
MT systems robust to these irregular texts. A sim-
ple method is to apply the same rules on the source
side of the MT training set. However, empirical
study shows this method causes translation perfor-
mance degradation. Inspired by the tagged back-
translation method (Caswell et al., 2019), we en-
hance the regular MT models with transcripts from
both ASR systems and ASR datasets. An extra
tag “<ASR>” indicates the irregular input. Note
that the basic idea to bridge the gap between the
ASR output and the MT input involves additional
sub-systems, like case and punctuation restoration.
In our cascaded system, we prefer to use fewer sub-
systems, and we will conduct detailed comparison
in our future work.

2.3 Speech-to-Text Augmentation

All datasets except MuST-C only contain speech
and transcription data. For these datasets, an of-
fline translation model (trained with constrained
data) is used to generate Chinese pseudo sentences,
which serves as augmented data for training E2E
model. In addition, we augment each audio dataset
by about 300% using the speed, volume and echo
perturbation method as well, and for the CoVoST2
corpus, we augment by 30%. The details are shown
in Table 3. Specifically, we first make two copies of
all original audio except for CoVoST2. And then,
the original audio of all datasets is mixed with all
the augmented audio. Finally, we get these train-
ing data that are about 1:1 of the original and the
augmented audio. Therefore, these training data
naturally include the Chinese pseudo data men-
tioned above. Both ASR and E2E are trained on
this training data.

3 Models

3.1 Dynamic-CAAT

Our simultaneous translation systems are
based on Cross Attention Augmented Trans-
ducer (CAAT) (Liu et al., 2021b), which jointly
optimizes the policy and translation model by
considering all possible READ-WRITE simultane-
ous translation action paths. CAAT uses a novel
latency loss whose expectation can be optimized
by a forward-backward algorithm. Training with
this latency loss ensures the controllable latency
of CAAT simultaneous translation model. For

speech-to-text task, CAAT process the streaming
encoder for speech data by block processing
with the right context and infinite left context.
For text-2-text task, CAAT use conventional
unidirectional transformer encoder for text data,
which masking the self-attention to only consider
previous time-steps.

We improve the training of the CAAT by multi-
ple values of right context window size. Training
along multiple right context window size achieves
good online performance without setting a prior
right context window size in model training. Com-
pared to unidirectional encoder, models trained
in this manner can use more source information.
The encoder updates the encoder states when new
source tokens are available, so that both the encod-
ing of past source tokens and new source tokens are
updated. We also show that it is possible to train a
single model that is effective across a large range
of latency levels.

3.2 Pre-trained LM

For ASR, great advances can be made through pre-
training a language model (LM), such as BERT
(Devlin et al., 2018), by using sufficient target-
domain text (Gao et al., 2021). Inspired by these
work, we re-train two language models based on
BERT: an English LM and a Chinese LM, respec-
tively for ASR and E2E. Unlike traditional BERT,
these two LMs are unidirectional and can be re-
garded as a special predictor architecture of CAAT.

3.3 Text-to-Text Simultaneous Translation

Our text-to-text Simultaneous Systems are based
on Dynamic-CAAT. We use the Dynamic-CAAT
implemented based on Transformer, by dividing
Transformer’s decoder into predictor and joiner
module. The predictor and joiner share the same
number of transformer blocks as the conventional
transformer decoder, while there are no cross-
attention blocks in the predictor module and no
self-attention blocks in the joiner module.

3.4 Speech-to-Text Simultaneous Translation

3.4.1 Cascaded Systems
The cascaded system includes two modules, si-
multaneous ASR and simultaneous text-to-text MT.
Simultaneous MT system is built with Dynamic-
CAAT proposed in Sec. 3.1. However, ASR sys-
tem directly uses the original CAAT framework for
training.
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We adjust the range of AL through three hyper-
parameters: K, B and P . Where K means the
number of ASR output tokens is at least K more
than the number of MT output tokens. B is the
beam width of MT. P means that the probability
of the token generated by the MT model must be
greater than P .

The pre-trained LM for ASR is retrained by only
using English text corpora descirbed in Sec. 2.1.

3.4.2 E2E Systems
E2E model is built on the original CAAT model.
First, we train the E2E model with mixed real and
pseudo paired speech-translation data and the scale
of the pseudo data is about 1:1 to the real data.
Second, pre-training ASR encoder and pre-training
LM predictor are used to improve performance
under restricted resources. Finally, we train E2E
model using multitask learning (Wang et al., 2020a;
Ma et al., 2020b; Tang et al., 2021), but didn’t
achieve the expected effect in this task.

Compared with the tens of millions of data in
the MT model, the training data for E2E system is
insufficient. So we just train E2E model with low
regime, and the E2E model is only used to verify
the effectiveness of the training methods.

4 Experiments

In our experiments, pre-norm Transformer-
base(Xiong et al., 2020) is used as the offline base-
line model to compare with the text-to-text models.
The baseline model has 12 encoder layers and 6
decoder layers and it is trained only using bilin-
gual data. We compare the baseline model with
three text-to-text models: wait-k(Elbayad et al.,
2020), efficient wait-k and Dynamic-CAAT. For
speech-to-text task, we compare the results of ASR
cascaded Dynamic-CAAT and efficient wait-k re-
spectively. The details of models are summarized
in Table 4.

Systems are evaluated with respect to quality
and latency. Quality is evaluated with the standard
BLEU metric (Papineni et al., 2002). Latency is
evaluated with metric average lagging (AL), which
is extended to the task of simultaneous speech trans-
lation from simultaneous machine translation (Ma
et al., 2020d). We conduct all our experiments us-
ing Simuleval toolkit (Ma et al., 2020a) and report
results for the submitted speech translation tasks.
Latest 6 checkpoints of a single training process
are averaged in our experiments. We also adopted

FP16 mix-precision training to accelerate the train-
ing process with almost no loss in BLEU. All mod-
els are trained on 8 RTX A10 GPUs. All translation
systems are followed by a post-processing module
for Chinese punctuation.

Figure 1: Effectiveness of Dynamic-CAAT

4.1 Effectiveness of Dynamic-CAAT
To demonstrate the effectiveness of Dynamic-
CAAT, we compare it with CAAT with different
right context window size. Offline results are used
for reference, and the offline model has a latency of
AL = |x|. Models are trained with a batch size of
32,000 token. Figure 1 presents the performance
of models trained for a single right context win-
dow size w, with wtrain ∈ {3, 24}. Each model
is evaluated across different right context window
size w, weval ∈ {4, 5, ..., 11}. From Figure 1 we
observe that performance of model with w = 24 is
worse than that of model with right window size
w = 3, especially weval ∈ {4, 5, 6}). Meanwhile,
we found that training on a small right context win-
dow size w = 3 can generalize well to other w. We
note that jointly training on Dynamic right context
window size w outperforms training on a single
path.

4.2 Effectiveness of Pre-trained LM
We compare the results of the ASR and E2E sys-
tems with their respective LM methods. The
implementation of our models are based on the
CAAT code 1. For both ASR and E2E tasks, we
use specAugment (Park et al., 2019) with F =
15,mF = 2, T = 70, p = 0.2,mT = 2 , and
use Adam optimizer (Kingma and Ba, 2014) with
β1 = 0.9, β2 = 0.98. We set max tokens as 20000

1https://github.com/danliu2/caat
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Model Encoder Layers Decoder Layers/
Predictor Layers Joiner Layers Hidden Size FFN

Offline 12 6 - 512 2048
wait-k 6 6 - 512 1024

efficient wait-k 6 6 - 1024 4096
Dynamic-CAAT 12 6 6 512 2048

ASR 12 6 6 512 2048
E2E 12 6 6 512 2048

Table 4: The details of several model architectures we used.

Models tst-COMMON
(WER / AL)

dev
(WER / AL)

ASR-base 13.81 / 927 14.98 / 883
+LM 11.32 / 901 13.32 / 869

Models tst-COMMON
(BLEU / AL)

dev
(BLEU / AL)

E2E-base 19.56 / 1304 17.62 / 1381
+LM 22.49 / 1272 19.71 / 1347

Table 5: Effectiveness of pre-trained LM.

Figure 2: Latency-quality trade-offs of text-to-text si-
multaneous translation.

and update frequency as 8 during training. And
during inference, the beam width is set to 5. Ta-
ble 5 shows ASR and E2E experiment results. We
observe that the ASR and E2E both outperform the
baseline systems trained without pre-trained LM.

4.3 Text-to-Text Simultaneous Translation

In text-to-text simultaneous translation task, exper-
iments are conducted on tst-COMMON test set.
The latency is measured with the subword-level la-
tency metric. We compare Dynamic-CAAT models
with wait-k and efficient wait-k2. The results of

2https://github.com/elbayadm/attn2d

Figure 3: Latency-quality trade-offs of speech-to-text
simultaneous translation.

text-to-text EN→ZH are shown in Figure 2. We
can see that performance of Dynamic-CAAT is al-
ways better than that of wait-k and efficient wait-k,
especially in low latency regime, and performance
of Dynamic-CAAT is nearly equivalent to offline
result.

And during inference, the “<ASR>” tag is added
to the front of the ASR output and it can increase
0.2 bleu. For the text-to-text task, we set the beam
width to 1.

4.4 Cascaded Speech translation

Under the cascaded setting, we paired two well-
trained ASR and Dynamic-CAAT systems. The
WER of ASR system’s performance is 11.32
with 901 AL, and the cascaded system’s results
vary with the Dynamic-CAAT hyperparameters
K,B,P . The range of K is 3 to 20. P is set
to 0.35, and B is set to 1, however, when K is
greater than 14, B is set to 6. For comparison, we
use another text-to-text machine translation model,
efficient wait-k. Performance of cascaded systems
is shown in Figure 3. On the test set tst-COMMON
from MuST-C v2, the cascaded system of Dynamic-
CAAT achieves 25.87, 26.21, 26.45 BLEU with
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1987, 2972, 3974 AL respectively. We also find
that the BLEU value of Dynamic-CAAT is on av-
erage 1.0 higher than that of efficient wait-k in the
same AL range.

5 Related Work

5.1 Data Augmentation
In terms of data scale, the amount of training data
for speech translation is significantly smaller than
that for text-to-text machine translation, and lack of
data decreases performance of speech translation.
As described in Section 2, based on the text-to-text
MT model, sequence-level knowledge distillation
and self-training are used to solve the problem of
low performance of the speech translation model.
This approach has also proven to be the most effi-
cient way to utilize large amounts of ASR training
data (Pino et al., 2020; Gaido et al., 2020). In
addition, generating speech synthetic data is also
effective for low-resource speech recognition tasks
(Bansal et al., 2018; Ren et al., 2020).

5.2 Simultaneous Translation
Recent work on simultaneous translation (includ-
ing S2T and T2T) can be roughly divided into two
categories. The first category is represented by the
wait-k method, which uses a fixed strategy for the
READ/WRITE actions of simultaneous translation,
and these models are easy to implement. The sec-
ond category assumes that adaptive policies are
superior to fixed policies, because adaptive policies
can flexibly balance the tradeoff between transla-
tion quality and latency based on current context
information. Research in this category includes
supervise learning (Zheng et al., 2019), simulta-
neous translation decoding with adaptive policy
(Zheng et al., 2020), and so on. In addition, re-
searchers have also proposed a monotonic attention
mechanism optimized for translation and policy
for flexible policy, e.g., Monotonic Infinite Look-
back (MILk) attention (Arivazhagan et al., 2019)
and Monotonic Multihead Attention (MMA) (Ma
et al., 2020c).

6 Conclusion

This paper summarizes the results of the shared
tasks in the IWSLT 2022 produced by the AISP-
SJTU team. In this paper, Dynamic-CAAT we used
outperforms efficient wait-k, and its result is close
to offline model in the case of AL > 9. From the
experiments we also can see that the pre-trained

language model plays a most important role in both
ASR and E2E translation. Because of the huge dif-
ference in the amount of data, the performance of
the E2E system is much lower than that of cascaded
system. In the future, we hope to explore more ef-
fective data augmentation experiments applied to
E2E translation. We hope that our practice can
facilitate research work and industrial applications.
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Abstract

This system paper describes the Xiaomi Trans-
lation System for the IWSLT 2022 Simul-
taneous Speech Translation (noted as SST)
shared task. We participate in the English-
to-Mandarin Chinese Text-to-Text (noted as
T2T) track. Our system is built based on the
Transformer model with novel techniques bor-
rowed from our recent research work. For
the data filtering, language-model-based and
rule-based methods are conducted to filter the
data to obtain high-quality bilingual parallel
corpora. We also strengthen our system with
some dominating techniques related to data
augmentation, such as knowledge distillation,
tagged back-translation, and iterative back-
translation. We also incorporate novel training
techniques such as R-drop, deep model, and
large batch training which have been shown to
be beneficial to the naive Transformer model.
In the SST scenario, several variations of
wait-k strategies are explored. Furthermore,
in terms of robustness, both data-based and
model-based ways are used to reduce the sen-
sitivity of our system to Automatic Speech
Recognition (ASR) outputs. We finally de-
sign some inference algorithms and use the
adaptive-ensemble method based on multiple
model variants to further improve the perfor-
mance of the system. Compared with strong
baselines, fusing all techniques can improve
our system by 2~3 BLEU scores under differ-
ent latency regimes.

1 Introduction

In the IWSLT 2022 Evaluation Campaign, our team
at Xiaomi AI Lab participates in one Simultane-
ous Speech Translation task (Anastasopoulos et al.,
2022), which is the Text-to-Text track in English
to Mandarin Chinese translation direction. We first
introduce the techniques used in our final submitted

∗Equal contribution.
† The work was done during the author’s internship at

Xiaomi.

system from four aspects: data, model, inference,
and robustness.

Data-related techniques are introduced from
two perspectives: data augmentation and domain-
related data selection. For data augmentation,
we employ technologies such as back-translation
(BT) (Sennrich et al., 2016a), knowledge distil-
lation (KD) (Kim and Rush, 2016), and iterative
back-translation (Hoang et al., 2018) etc. to gener-
ate large-scale synthetic bilingual datasets, which
have been proved to be very effective in the field
of machine translation. We also use the technology
of Tagged Back-Translation (TaggedBT) (Caswell
et al., 2019), that is, prepending a reserved token
<BT> to the beginning of the synthetic source sen-
tence in the training set, so that the model could
distinguish the originality of the source sentence.
Meanwhile, the effects of different combinations
of multiple training sets on the model performance
are explored. For domain-related data selection,
differences in the domains of the training and test
sets can have a large negative impact on the re-
sults on the test sets. To make the model obtain
domain-related knowledge as much as possible, we
apply the LM-based data selection technique (Axel-
rod et al., 2011) to select high-quality and domain-
related data from bilingual corpora.

In terms of model, since the submitted systems
will be ranked by the translation quality with three
latency regimes (low, medium, and high), partici-
pants are encouraged to submit multiple systems
for each regime to provide more data points for
latency-quality tradeoff analyses. Besides, we em-
pirically believe that different models have differ-
ent translation performance and inference latency
on T2T tasks, and they can complement each other,
so we build various advanced SST models (i.e.
BASEDEEP and BIGDEEP), which are all based
on deep Transformer model (Vaswani et al., 2017),
but have been empirically proven to outperform
the Transformer-Big model on the SST model. For
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the T2T track, the output of a streaming ASR sys-
tem (usually prefix of the entire source sentence)
will be fed into the SST system as input instead
of the gold transcript. So we adopt the wait-k
training strategy (Ma et al., 2019; Elbayad et al.,
2020) to meet the scenario of simulating simulta-
neous translation. In addition, we also employ the
R-Drop (Liang et al., 2021) and adaptive-ensemble
techniques (Zheng et al., 2020) which have also
been proven beneficial for translation models.

For inference, we empirically analyze the prob-
lems of our system in translation under low latency
(e.g. when k is equal to 3) and propose a con-
strained decoding strategy to wait for some spe-
cific words or phrases to appear before translation,
which can alleviate some translation issues of the
wait-k model in low-latency situations as much
as possible.

The input fed into the SST model is the output
of the ASR system, and according to the statistics
of previous researchers, the two error types ho-
mophones and words with a similar pronunciation
account for a large proportion in the output of the
ASR system. Therefore, in order to weaken the
model’s sensitivity to ASR output errors, we intro-
duce methods to enhance the model’s robustness to
both error types: homophones or words with a simi-
lar pronunciation. Additionally, a char-to-subwords
error correction model is further proposed to cor-
rect ASR errors before feeding into the translation
model.

The remainder of this paper is organized as fol-
lows. We perform statistics on the data used and
introduce pre-processing in Section 2. Section 3
and 4 elaborate our systems, the techniques em-
ployed, and evaluation, followed by the main ex-
perimental results and ablation studies reported in
Section 5. Finally, we conclude this paper in Sec-
tion 6.

2 Data

We introduce the data used in our system from the
following three aspects: statistics, pre-processing
and filtering.

Statistics. We use the allowed training sets,
which include MuST-C v2.0 1, CoVoST 2, TED

1https://ict.fbk.eu/must-c/
2https://github.com/facebookresearch/

covost

Bilingual data Size Filtered

Oral

MuST-C v2.0 360K

7.8M
CoVoST 870K

TED corpus 250K
OpenSubtitles2018 11.2M

News WMT2021 61.1M 45.3M
Total - 75.32M 53.1M

Table 1: The statistical results of all available bilingual
training sets.

corpus 3, OpenSubtitles2018 4, and the bilingual
corpus provided by WMT2021 5. We find that
the four datasets MuST-C v2.0, CoVoST, TED cor-
pus, and OpenSubtitles2018 are all datasets that are
biased towards the oral domain, so we combined
these four datasets as the training set in Oral do-
main. We also empirically treat WMT21 as the
training set in the News domain. The statistical
results of the original datasets are shown in Ta-
ble 1. Among them, all the available bilingual cor-
pora provided by WMT2021 includes: News Com-
mentary v16 (0.32M) 6, Wiki Titles v3 (0.92M),
UN Parallel Corpus V1.0 (15.9M), CCMT Corpus
(8.9M), WikiMatrix (2.6M), Back-translated news
(19.8M), and ParaCrawl v7.1 (14.2M). We use the
tst-COMMON test set (including 2, 841 sentences)
as the development set to validate our models.

Pre-processing. Sacremoses 7 is conducted
to normalize and tokenize English sentences. We
use the traditional and simplified conversion tool to
convert traditional Chinese text to simplified, use
the jieba 8 tool to segment Chinese sentences,
and remove redundant spaces in the text.

Rule-based Filtering. The training set is filtered
according to the following rules (the content in
parentheses after each item indicates the number
of sentence pairs remaining after the current step
of filtering is performed):

• We remove duplicate sentence pairs and
empty data in the training set (65.3M);

• We first use fast_align 9 to filter out sen-
3https://wit3.fbk.eu/2017-01-c
4https://opus.nlpl.eu/

OpenSubtitles2018.php
5https://www.statmt.org/wmt21/
6Numbers in parentheses indicate the number of parallel

sentence pairs
7https://github.com/alvations/

sacremoses
8https://github.com/fxsjy/jieba
9https://github.com/clab/fast_align
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tence pairs with scores less than −7 and then
use Language Identification (LangID) tool 10

to remove those sentence pairs that do not
contain English or Chinese (55.9M);

• Sentence pairs in which more than 58% of the
tokens in the source sentences appear in the
target sentences are discarded (53.8M);

• Sentence pairs with a length ratio of source
to target or a length ratio of target to source
greater than 3.0, or sentence pairs containing
sentences with a length of more than 100 to-
kens are discarded (53.1M).

The size statistics of the training set on domains
Oral and News are shown in Table 1. The filtered
training set on the two domains contains 53.1M
sentence pairs, marked as s1 (as shown in Table 3).

Language-model-based Filtering. Drawing on
the method of Axelrod et al. (2011), we train two 5-
gram language models (denoted as lmin and lmout)
on English sentences in the MuST-C v2.0 (oral do-
main) and s1 (news domain) training sets respec-
tively. For each English sentence in s1, we use
lmin and lmout to calculate pplin and pplout re-
spectively. Sentence pairs in s1 are sorted in ascend-
ing order according to the value of pplin − pplout,
and the first 30M are selected as the parallel corpus
related to the oral domain. Finally, based on the
pre-trained language model, s1 is filtered into a
bilingual parallel corpus of size 30M related to the
oral domain (Fppl shown in Table 3).

3 Configurations

3.1 Model Settings
For the implementation of Transformer, we use the
code provided by fairseq11 (Ott et al., 2019). The
token-level batch size is set as about 250k on 8
GPUs for all the experiments. The learning rate
is set as 1e-3 for all models, which is controlled
by Adam optimizer (Kingma and Ba, 2014). To
acquire strong baselines, dropout (Srivastava et al.,
2014) is used and set as 0.05 for all the models.
We use byte-pair encodings (BPE) (Sennrich et al.,
2016b) with 32k for all models. All submitted
models are trained by using s4 on 8 V100 GPUs
or 8 A100 GPUs. For training each model, we run
100k steps and save the model every 2.5k steps
with the early stop mechanism, which means that
if there are 10 consecutive checkpoints with no

10https://github.com/saffsd/langid.py
11https://github.com/pytorch/fairseq

improvement in BLEU on the development set,
then the training is terminated. The sizes of English
vocabulary and Chinese vocabulary are 33, 512 and
43, 048 respectively.

3.2 Evaluation
Following official automatic evaluation criteria, we
use BLEU score (Papineni et al., 2002) to evalu-
ate our system for translation quality. For trans-
lation latency, standard metrics average lagging
(AL) (Ma et al., 2020) is applied for simultane-
ous machine translation. In order to simulate the
speech-to-text translation latency for a text-to-text
task, we also use the officially provided noisy test
set tst-COMMON to simulate non-computation-
aware AL (NCA-AL), which are decoded with
the streaming ASR model and contain the source
timestamps 12. SimulEval 13 open-source tool is
employed to calculate BLEU and AL.

base_eadb big_exdy
Encoder layers a x
Decoder layers b y

Embedding Dim 512 2048

FFN Dim 1024 4096

Number of Heads 8 16

Table 2: The configurations of our deep Transformer
models. Note that the base_eadb model has an a-layer
encoder and a b-layer decoder, the encoder and decoder
of the big_exdy model have x and y layers respectively.
“Dim” means the dimension size.

4 Techniques

In this section, we elaborate the models we use and
the employed techniques.

4.1 Deep Architecture
Our submitted system uses two deep Transformer
models, named base_eadb and big_exdy. We use
the deep-norm technique proposed by Wang et al.
(2022) to train the deep models. The base_eadb
models we adopt contain an a-layer encoder and a b-
layer decoder with Transformer-base setting.
For big_exdy, we train deep Transformer models
with an x-layer encoder and a y-layer decoder by
leveraging Transformer-big setting. The de-
tailed model configuration is shown in Table 2. Our

12https://github.com/facebookresearch/
SimulEval/blob/main/docs/timestamps.md

13https://github.com/facebookresearch/
SimulEval
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Name Oral (7.8M) News (45.3M) Fppl (30M) Foral (6.5M) Size
s1 P P - - 53.1M
s2 P+TaggedBT+KD P+TaggedBT+KD - - 150M
s3 - - 1KD 2TaggedBTv1+3KDv1 48M
s4 - - 1KD 2P+2TaggedBTv2+3KDv2 58M

Table 3: Four training sets obtained according to different combinations of datasets. The detailed description of
Oral and News can be seen from Table 1. “P” means parallel data. “TaggedBT” represents tagged back-translation.
The numbers in front of “TaggedBT” or “KD” denote the number of models used to conduct back-translation and
knowledge distillation respectively. “v1” and “v2” respectively indicate that the first and second iteration of data
augmentation on the data in the corresponding columns. For rows s3 and s4 of the Fppl column, the 1KD data is
translated by using the en2zh_base_e25d6_s1 model.

final submitted system contains only 2 deep mod-
els: en2zh_base_e40d6 14 and en2zh_big_e12d6,
with 210M and 370M parameters, respectively.

4.2 R-Drop

All models are trained by using the R-Drop training
algorithm with the weight α set to be 5. More de-
tailed description of the R-Drop training algorithm
can be found in paper Liang et al. (2021).

4.3 Wait-k Strategies

Based on the naive wait-k algorithm proposed
by Ma et al. (2019), we build our systems and make
inference by using two variants of the wait-k
algorithm, the details are as follows.

Training. The first is effective wait-k pro-
posed by Elbayad et al. (2020), which means a
fixed k value is selected during training (named as
wait(k)), and the models are trained to generate
the target sentence concurrently with the source
sentence, but always k words behind. The second
is multi-path wait-k policies introduced by El-
bayad et al. (2020), which dynamically and ran-
domly select a value within the k-value interval
(such as [k, k+t]) for each batch during train-
ing (named as wait(k)-(k+t)).

Inference. At inference, we use two strate-
gies: single-k and adaptive-ensemble. For
single-k, corresponding to efficient wait-k,
a fixed value of k is set during decoding. When
the number of source tokens read minus the num-
ber of target tokens output is greater than or equal
to k, the decoding is performed to output a to-
ken. In addition, we conduct the waitmore strat-
egy. Specifically, when the read words are prepo-

14en2zh_base_e40d6 means the English-to-Chinese transla-
tion model including a 40-layer encoder and a 6-layer decoder
with Transformer-base setting.

sitions, punctuation, and other meaningless words,
we make k + 1, that is, wait for one more source
token. When the source has been read, we switch
to the regular model to do the rest of the decoding.

Another strategy is adaptive-ensemble. Specif-
ically, for multiple wait-k models, we test their
performance on each k value in the interval [1, 19],
and then determine the top three models corre-
sponding to each k value according to the model
confidence (log-probability). During the decoding
process, the k value starts from 1, and the upper
bound is 19. At the current value of k, the top
three models corresponding to the k value are used
for ensemble decoding, and the top-1 probability
value in the probability distribution is used as the
confidence. If it is higher than the preset threshold,
the decoding result is output, otherwise, the value
of k is incremented by 1. The settings are the same
as Zheng et al. (2020).

4.4 Data Augmentation

Back-translation (BT) (Sennrich et al., 2016a) and
knowledge distillation (KD) are very effective data
augmentation methods for the naive NMT model 15.
Here we empirically use the TaggedBT technique
proposed by Caswell et al. (2019), which has been
validated and concluded to be superior to BT. In
particular, we add a reserved tag <BT> at the be-
ginning of the source sentence in the training data
synthesized by BT, and the tag is treated in the
same way as all other tokens. Given the success
of Nguyen et al. (2020) and Wang et al. (2020),
we also adopt the ensemble method based on data
diversification. The details of our approach are as
follows.

Based on s1, we first train three English-to-
Chinese models and two Chinese-to-English mod-

15Compared with the wait-k model, we refer to the origi-
nal NMT model as the naive NMT model.
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els. We translate the Fppl training set by using
above 5 models, and construct two BT data (noted
as 2TaggedBT) and three KD data (noted as 3KD),
then merge Fppl, 2TaggedBT and 3KD before
deduplication to build corpus s2. For the Oral
training set, we use the existing model to translate
English into Chinese and sort in descending order
according to sentence-level BLEU, then save 6.5M
parallel corpus (denoted as Foral). Similarly, we
perform the first iteration on the Foral data, obtain-
ing two BT data (2TaggedBTv1) and three KD data
(3KDv1). We finally merge 1KD, 2TaggedBTv1,
and 3KDv1 before deduplication to build corpus s3.
Finally, we perform the second iteration (Hoang
et al., 2018) on the Foral data to obtain two BT
data (2TaggedBTv2) and three KD data (3KDv2).
1KD, two copies of Foral data, 2TaggedBTv2, and
3KDv2 are merged before deduplication to gener-
ate the training set s4.

Our final submission system contains the fol-
lowing deep models: en2zh_base_e40d6_s4 16 and
en2zh_big_e12d6_s4, both of which are trained on
data s4.

4.5 Robustness to ASR Noise

We propose two methods to improve the robustness
of the system to ASR output noise, and the two
methods are orthogonal.

Synthetic Noise Generation. The training set
Foral is further filtered to 5.6M based on the
sentence-level BLEU score between candidate and
reference. We randomly generate synthetic noise
on the English sentences in the filtered Foral to
form synthetic bilingual data, then merge it with
the authentic bilingual data to obtain final bilingual
data s5 (including 11M sentence pairs).

The specific process of generating noise is as
follows: for a word w, the Double Metaphone17

and CMU pronouncing dictionary18 are first used
to obtain the consonants of w, and then words with
the same consonants will be clustered together to
form cluster Cw, note that w 6∈ Cw. Finally, with a
probability of 5%, we either insert a word after w,
delete w, or replace w with the corresponding ho-
mophone, which is the word in Cw with the small-

16en2zh_base_e40d6_s4 means the English-to-Chinese
translation model which contains 40-layer encoder and 6-
layer decoder and adopts Transformer-base setting, the
model is trained on s4.

17Double Metaphone is a phonetic algorithm for indexing
words by their English pronunciation.

18https://github.com/cmusphinx/cmudict

est edit distance from w. en2zh_base_e40d6_s4
and en2zh_big_e12d6_s4 are finetuned on s5.

Error Correction Model. For the specific sce-
nario of streaming ASR, we construct examples
based on English sentences in Foral to train an er-
ror correction model: 1) insert, delete, replace or
reorder the characters in the words randomly, and
generate two noisy datasets on the entire sentence
pairs and one noisy dataset on the prefix pairs 19;
2) use the method proposed by Lee et al. (2018) to
generate the pronunciation sequence of each sen-
tence (with spaces reserved), and train a model to
generate subword sequences from the pronuncia-
tion sequence (BLEU score is 96), then we ran-
domly insert or delete spaces on the pronunciation
sequence to simulate the noise of speech segmen-
tation, and use the trained model to decode the
noisy pronunciation sequence, finally reserve the
decoding result different from the original sentence
(4M) as noise data; 3) up-sample 3 copies of the
authentic bilingual data in the entire sentence part,
then up-sample 2 copies of the authentic bilingual
data in the prefix part, and finally merge all bilin-
gual data (including 48M sentence pairs) and train
a char-to-subwords Transformer model for error
correction.

Models BLEU
en2zh_big_e6d6_s1 28.05

en2zh_big_e6d6_s3 28.94

en2zh_big_e6d6_s4 28.97

Table 4: The effect of training sets constructed with
different data augmentation strategies on model perfor-
mance.

5 Experimental Results

5.1 Main Results

To verify the impact of each dataset on model per-
formance, we train three en2zh_big_e6d6 models
on s1, s3 and s4. Note that we also train a deep
model en2zh_big_e36d6 on s2, and the result is
28.90, which is comparable to the en2zh_big_e6d6
model on s4. Therefore, due to the large amount
of s2, we only use en2zh_big_e36d6_s2 for sub-
sequent data filtering and construction. The ex-
perimental results are listed in Table 4. As can
be seen that the domain-related data augmentation

19We randomly truncate the prefix of the sentence pair to
make the model aware of the scenario of streaming ASR.
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(Foral) boosts the baseline by 0.89 BLEU score,
but the iterative data augmentation does not seem to
bring more gains. In addition, we also explore iter-
ative data augmentation on en2zh_base_e40d6_s4
model, and the improvement is also not particularly
obvious (28.94->29.07), so our final submitted sys-
tems do not use iterative data augmentation. We
argue that the effectiveness of iterative data aug-
mentation is strongly related to both the training
sets and the model architectures.

According to the official, the latency thresholds
are determined by the NCA-AL, which represents
the delay to the perfect real time system. We finally
submit two systems, a single-model system for CA
scenarios and another adaptive-ensemble system
for NCA scenarios. More experimental results can
be found in (Anastasopoulos et al., 2022).

Models BLEU
en2zh_big_e6d6_s1 27.96

en2zh_big_e6d6_s1 + R-Drop 28.37

en2zh_big_e20d6_s1 + R-Drop 28.55

en2zh_big_e25d6_s1 + R-Drop 28.77

Table 5: The impact of R-Drop and deep models on
translation quality on the clean tst-COMMON test set.

5.2 Validation of R-Drop and Deep Model
For this ablation study, we train several models
on data s1 and use the clean development set to
verify the effectiveness of the R-Drop technique
and deep models. The experimental results are
shown in Table 5. It can be seen that the R-Drop
technology improves our strong baseline by 0.41
points, and the deep model further improves 0.4
BLEU scores. We employ both techniques in all
subsequent experiments.

5.3 Choice of k value
We empirically choose the optimal k-value or k-
value interval based on the quality-latency ratio
(QLR) on the development set.

Firstly, we train multiple en2zh_big_e6d6 mod-
els on the training set s1 (including 53.1 sen-
tence pairs) using different k-values under effec-
tive wait-k policy and different k-value intervals
under multi-path wait-k policy 20, then explore
the impact of different k-values and different k-
value intervals on QLR of decoding development

20Effective and multi-path wait-k policies correspond to
wait(k) and wait(k)-(k+t) as defined in the Training
paragraph in Section 4.3, respectively.

Figure 1: Comparison of QLR curves of different
wait-k strategies on the development set. “beam4”
denotes the naive decoding strategy with beam size 4.

set. For each policy, we test the BLEU scores un-
der different average laggings on the development
set, and draw the QLR curve, then compare the
pros. and cons. of different strategies, as shown
in Figure 1. As can be seen from Figure 1, when
the value of k is too small or too large, the over-
all effect is relatively poor (for example, k=9 and
k=21 correspond to the green and blue dashed lines
in the figure, both of which are located at the bot-
tom right). While wait17, wait9-15 and wait11-19
perform relatively well. Multi-path wait-k has
almost the same effect as the effective wait-k
policy, but has better robustness than the effective
wait-k. Based on the above verification, our final
submitted system includes the following 1 naive
model and 6 wait-k models:

• en2zh_big_e12d6_s4
• en2zh_base_e40d6_s4_wait17
• en2zh_base_e40d6_s4_wait9-15
• en2zh_base_e40d6_s4_wait11-19
• en2zh_big_e12d6_s4_wait17
• en2zh_big_e12d6_s4_wait9-17
• en2zh_big_e12d6_s4_wait11-19

Models BLEU
Baseline 19.02

+ Synthetic Noise Generation 19.23

+ Error Correction Model 20.28

Table 6: Performance comparison of different methods
to improve the model’s robustness to ASR noise.

5.4 Robustness to ASR Noise

We explore the performance of our two methods on
the noisy tst-COMMON test set provided by the
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Figure 2: The benefits of the error correction model
under the two inference strategies of single-k and
adaptive-ensemble.

official, and the results are shown in Table 6. It
can be seen that the data-driven method has an im-
provement of 0.21 points compared to the baseline
model. The error correction model is leveraged
to correct the input before feeding the input into
the translation model, which can further bring an
improvement of 1.05 BLEU scores. We also ver-
ify the effect of the error correction model on the
single model and ensemble model under different
average laggings, the results are shown in Figure 2.
It can be seen that the error correction model can
significantly and consistently improve translation
quality at both high and low latency, whether on
single-k or adaptive-ensemble strategies.

5.5 Effect of Adaptive-ensemble

We use the inference strategy of single-k and
adaptive-ensemble (introduced in the Inference
paragraph in Section 4.3) to decode the develop-
ment set, respectively, and then compare these two
methods with the baseline model, and the results
are shown in Figure 3. It can be seen that the QLR
of the single-k strategy is significantly improved
compared to the baseline model, and the adaptive-
ensemble strategy brings further improvement.

6 Conclusion

We elaborate on the Xiaomi Text-to-Text Simulta-
neous Speech Translation System for the IWSLT
2022 in this paper. We first investigate the current
mainstream techniques such as deep model and R-
drop to construct a relatively strong baseline model,
then explore various data augmentation techniques
such as TaggedBT, KD, and iterative BT to further
improve the translation quality of the deep model.

Then, we adopt the efficient wait-k strategy

Figure 3: Comparison of QLR curves of baseline
model, single-k decoding and adaptive-ensemble de-
coding on the development set.

and the multi-path wait-k strategy to improve the
translation quality of the system on the streaming
output text which simulates the ASR output, and
design some rule-based inference algorithms to
remedy the obvious translation errors under low
latency.

In order to alleviate the negative impact of the
noise contained in the streaming ASR output on our
system, we propose two error correction methods
to improve the robustness of the model, so that the
system has a significant improvement on the noisy
inputs.

In the future, we will explore the effect of ways
to mitigate exposure bias (Zhang et al., 2019) and
pre-trained models, such as BERT (Devlin et al.,
2019) and T5 (Raffel et al., 2020), on the text-to-
text simultaneous speech translation task.
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Abstract

This paper provides an overview of NVIDIA
NeMo’s speech translation systems for the
IWSLT 2022 Offline Speech Translation Task.
Our cascade system consists of 1) Conformer
RNN-T automatic speech recognition model, 2)
punctuation-capitalization model based on pre-
trained T5 encoder, 3) ensemble of Transformer
neural machine translation models fine-tuned
on TED talks. Our end-to-end model has less
parameters and consists of Conformer encoder
and Transformer decoder. It relies on the cas-
cade system by re-using its pre-trained ASR
encoder and training on synthetic translations
generated with the ensemble of NMT models.
Our En→De cascade and end-to-end systems
achieve 29.7 and 26.2 BLEU on the 2020 test
set correspondingly, both outperforming the
previous year’s best of 26 BLEU.

1 Introduction

We participate in the IWSLT 2022 Offline Speech
Translation Task (Anastasopoulos et al., 2022) for
English→German and English→Chinese. Due to
the limited amount of direct speech translation (ST)
data, we mostly focused on building a strong cas-
cade pipeline structured as follows:

• ASR model with Conformer (Gulati et al.,
2020b) encoder and RNN-T (Graves, 2012)
decoder trained with SpecAugment (Park
et al., 2019) which transforms input audio into
lower-cased text without punctuation.

• Punctuation-capitalization (PC) model with
T5 (Raffel et al., 2019) encoder and classifica-
tion head which transforms normalized ASR
output into standard English text, more suit-
able for NMT model.

• Ensemble of 4 NMT Transformers (Vaswani
et al., 2017) trained with back-translation and

*Correspondence to: ohrinchuk@nvidia.com

right-to-left distillation and fine-tuned on TED
talks which translates English text into target
language.

We also trained end-to-end models capitalizing
on the pre-trained ASR encoder and synthetic trans-
lations obtained with the ensemble of NMT mod-
els. Our best end-to-end model consisting of Con-
former encoder and Transformer decoder lags be-
hind the best cascade by 2.7 BLEU on average,
however, it might be preferred for some scenarios
of limited resources or latency requirements.

Our systems are open-sourced as part of
NVIDIA NeMo1 framework (Kuchaiev et al.,
2019).

2 Data

In this section, we describe the datasets used for
training (Table 1). For evaluation, we used the
development sets of Must-C v2, as well as the test
sets from past IWSLT competitions.

ASR For training our ASR model, we used Lib-
riSpeech (Panayotov et al., 2015), Mozilla Com-
mon Voice v6.1 (Ardila et al., 2019), TED-LIUM
v3 (Hernandez et al., 2018), VoxPopuli v2 (Wang
et al., 2021a), all available speech-to-English data
from Must-C v2 (Cattoni et al., 2021) En-De/Zh/Ja
datasets, ST-TED (Jan et al., 2018), and clean por-
tion of Europarl-ST (Iranzo-Sánchez et al., 2020).

PC For training our punctuation-capitalization
(PC) model, we combined 268M sentences from
Europarl (Koehn, 2005), RAPID (Rozis and
Skadin, š, 2017), TED (Cettolo et al., 2012), news-
crawl, news-commentary English corpora used in
WMT 2021 (Akhbardeh et al., 2021) and Wikipedia
dump from WMT 2020. After that, we split the
data into segments of up to 128 words ignoring
sentence boundaries and removed all punctuation
and capitalization.

1https://github.com/NVIDIA/NeMo
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Table 1: Statistics of different datasets used for training.
Synthetic datasets are marked with typewriter font.

Task Dataset Size Time

ASR

LibriSpeech 281K 960
CommonVoice v6.1 564K 901
TED-LIUM v3 268K 454
VoxPopuli v2 182K 523
MuST-C v2 ASR 410K 728

MT De
WMT’21 bitext 60M −
WMT’21 BT 250M −
WMT’21 R2L 60M −

MT Zh
WMT’21 bitext 42M −
OpenSubtitles 11M −
ST En→Zh 640K 1K

ST

MuST-C v2 251K 450
CoVoST v2 290K 430
ST-TED 172K 273
Europarl-ST 33K 77
ASR synthetic 1.3M 2.3K

MT For training our NMT models, we used
all available bitext from WMT 2021 (Akhbardeh
et al., 2021), as well as its right-to-left distillation
and back-translated monolingual data (for En→De
only), following Subramanian et al. (2021). After
training, we fine-tuned our models on bitexts from
Must-C v2 dataset.

ST For training our end-to-end ST models, we
used Must-C v2, CoVoST v2 (Wang et al., 2020),
ST-TED, and clean portion of Europarl-ST. In ad-
dition, we translated English transcripts from ASR
datasets with unnormalized transcripts (all datasets,
except for LibriSpeech and TED-LIUM v3) to ob-
tain more speech-to-German data.

3 System

In this section, we describe the essential compo-
nents of our cascade and end-to-end submissions.

Segmentation We relied on voice activity detec-
tion (VAD) to transform long TED talks from the
evaluation datasets into smaller segments. Specif-
ically, we used WebRTC2 toolkit with frame du-
ration, padding duration, and aggressive mode
set to 30ms, 150ms, and 3, respectively. Follow-
ing Inaguma et al. (2021), we then merged multi-

2https://github.com/wiseman/py-webrtcvad

ple short segments into longer chunks until there
were no two segments shorter than a threshold
Mdur = 12ms with the time interval between them
below a threshold Mint = 50ms. We also experi-
mented with other hyperparameters in the vicinity
of these values but the resulting average BLEU
score on IWSLT test datasets from previous years
was lower.

ASR We transcoded all audio data to mono-
channel 16kHz wav format and normalized all the
transcripts by removing capitalization and all punc-
tuation marks except for apostrophe. We also dis-
carded samples shorter than 0.2s and longer than
24s. As a result, our training dataset contained
1.9M audio segments with the total duration of
3800 hours.

We then trained a large version of conformer-
transducer (Gulati et al., 2020a) with roughly
120M parameters, which uses RNN-T loss and de-
coder (Graves, 2012). The prediction network con-
sists of a single layer of LSTM (Hochreiter and
Schmidhuber, 1997) and the joint network is an
MLP. All the hidden sizes in the decoder were set
to 640.

PC Our punctuation-capitalization (PC) model
consists of Transformer encoder initialized with
pre-trained T5 (Raffel et al., 2019) and two classifi-
cation heads — one for predicting punctuation and
another for predicting capitalization. Capitalization
head has two labels which correspond to whether
the corresponding token needs to be upper-cased.
Punctuation head has four labels for period, comma,
question mark, and no punctuation which corre-
spond to whether the corresponding token needs to
be followed by a particular punctuation mark.

To do inference on the text of arbitrary length,
we split it into segments of equal segment
length and compute a sliding window (with a
step step) product of token probabilities. To re-
duce prediction errors near the segment boundaries,
we discard probabilities of margin tokens near
the segment boundaries except for the left bound-
ary of the first segment and the right boundary of
the last segment. Table 2 illustrates how the de-
scribed procedure works on a given fragment from
Wikipedia.

NMT Our En→De text-to-text NMT models
were based on NVIDIA NeMo’s submission to the
last year WMT’21 competition. We discarded all
examples where a sentence in either language is
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Table 2: Capitalization head inference on a text frag-
ment from Wikipedia with the following parameters:
segment length = 4, step = 1, margin = 1.
Discarded probabilities near the segment boundaries are
highlighted in red.

bantam sold it to miramax books

bantam sold it to
U 0.9 0.1 0.1 0.2
O 0.1 0.9 0.9 0.8

sold it to miramax
U 0.5 0.2 0.1 0.8
O 0.5 0.8 0.9 0.2

it to miramax books
U 0.1 0.1 0.8 0.6
O 0.9 0.9 0.2 0.4

bantam sold it to miramax books
U 0.9 0.1 .02 .01 0.8 0.6
O 0.1 0.9 .72 .81 0.2 0.4

U O O O U U

Bantam sold it to Miramax Books

longer than 250 tokens and where the length ra-
tio between source and target exceeds 1.3. We
also applied langid and bicleaner filtering
following Subramanian et al. (2021). After such
aggressive filtering, we ended up with 60M par-
allel sentences and 250M monolingual sentences
for back-translation. We then trained four 24× 6
NMT Transformers using different combinations
of bitext, its right-to-left forward translation, and
back-translated monolingual data.

Our En→Zh NMT model differs from En→De
in that we used jieba tokenization and OpenCC
traditional to simplified Chinese normalization, in-
stead of Moses based tokenization and normaliza-
tion. We used SentencePiece (Kudo and Richard-
son, 2018) tokenizer with shared vocabulary trained
on a combination of English, Chinese and Japanese.
We also did not do ensembling.

After training with news-only data, we addi-
tionally fine-tuned all our models on MuST-C v2
dataset which resulted in nearly 4 BLEU score
boost on IWSLT test sets for En→De. The en-
semble of four such models was used to gener-
ate synthetic translations for end-to-end ST model
training.

To better adapt our cascade NMT models to pos-
sible punctuation-capitalization model artifacts, we
altered the source side of fine-tuning dataset by

normalizing it and running through the PC model.

End-to-end Our end-to-end model is Conformer
encoder followed by Transformer decoder trained
on pairs of English audio and German translation.
After discarding all segments longer than 24s, we
ended up with 740K segments with the total dura-
tion of 1180 hours. Adding synthetic translations
of ASR datasets with unnormalized transcripts re-
sulted in 2.06M segments with the total duration
of 3450 hours.

4 Experiments

4.1 Setup

ASR We trained our Conformer-transducer ASR
models for 300 epochs with the same architecture
introduced in (Gulati et al., 2020a) for large model
with AdamW (Loshchilov and Hutter, 2017) opti-
mizer and Inverse Square Root Annealing (Vaswani
et al., 2017) with 10K warmup steps and a maxi-
mum learning rate of 2 × 10−3. Weight decay of
0.001 on all parameters was used for regulariza-
tion. The effective batch size was set to 2K, and
we could fit larger batch sizes via batch splitting
for the RNN-T loss.

Time-Adaptive SpecAugment (Park et al., 2020)
with 2 freq masks (F = 27) and 10 time masks
(T = 5%) is used as the augmentation scheme.
We also used dropout of 0.1 for both the attention
scores and intermediate activations. All predictions
were made with greedy decoding and no external
language model.

For the tokenizer, we trained and used an uni-
gram SenetencePiece (Kudo and Richardson, 2018)
with the vocabulary size of 1024. After training,
we averaged the best 10 checkpoints based on the
validation WER which led to a small boost in both
the ASR (Table 3) and the resulting BLEU scores
of the complete cascade (Table 4).

Table 3: Word error rate (WER) of the ASR model
evaluated on different test datasets. Values in brackets
correspond to evaluation on modified references with
all numbers converted into their spoken form.

Librispeech MuST-C v2
test-other tst-COMMON

Conf RNN-T 4.81 4.35 (2.51)
+ ckpt avg 4.65 4.21 (2.37)
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Table 4: En→De BLEU scores calculated on IWSLT test sets from different years by using automatic re-
segmentation of the hypothesis based on the reference translation by mwerSegmenter implemented in
SLTev (Ansari et al., 2021). Avg ∆ computes the improvement over the cascade baseline averaged over 7 test sets.

2010 2013 2014 2015 2018 2019 2020 Avg∆

Cascade systems
Conf RNN-T + punct-capit + NMT 20.0 25.2 21.3 22.5 23.8 22.7 25.1 0

+ ASR checkpoint averaging 21.2 26.0 21.4 23.5 24.5 23.3 25.6 +0.7
+ NMT in-domain fine-tuning 24.5 31.3 26.1 27.6 27.6 26.4 28.8 +4.5
+ NMT repunctuated source 26.0 31.5 26.6 28.2 27.5 27.0 29.7 +5.1
+ NMT x4 ensembling 26.6 32.2 26.8 28.3 28.1 27.3 29.7 +5.5

End-to-end systems
Conformer enc + Transformer dec 17.6 23.5 19.5 17.8 19.4 16.0 16.9 −4.3

+ ASR encoder init 19.8 25.5 21.6 22.4 22.4 20.4 21.7 −1.0
+ ASR synthetic data 24.5 30.0 25.2 25.3 24.9 24.1 26.2 +2.8

Text-to-text
WMT’21 NMT model 33.3 35.6 31.7 33.5 31.0 28.6 32.4 +9.4

+ in-domain fine-tuning 35.7 41.2 36.2 38.1 34.7 31.7 35.0 +13.1

PC We trained our PC model for up to 400K
updates using Adam optimizer (Kingma and
Ba, 2014) and Inverse Square Root Anneal-
ing (Vaswani et al., 2017) with 12K warm-up steps
and a maximum learning rate of 6×10−5. Dropout
of 0.1 was used for regularization.

Despite significant imbalance between no punc-
tuation / capitalization and other classes, we trained
with cross-entropy loss which showed to perform
well in prior work (Courtland et al., 2020). We then
computed F1 scores for both classification heads
on IWSLT tst2019 dataset. Our high mean punctu-
ation F1 score of 84.6 and capitalization F1 score
of 92.6 suggest that the model does not suffer from
the class imbalance inherent in the training data.

NMT We trained our NMT models (Transformer,
24 × 6 layers, dmodel = 1024, dinner = 4096,
nheads = 16) with Adam optimizer (Kingma
and Ba, 2014) and Inverse Square Root Anneal-
ing (Vaswani et al., 2017) with 30K warmup steps
and a maximum learning rate of 4 × 10−4. The
models were trained for a maximum for 450K steps
with a dropout of 0.1 on intermediate activations
and label smoothing with α = 0.1.

After training, we finetuned all our base NMT
models on MuST-C v2 for 3–4 epochs with an
initial learning rate of 2× 10−5, linear annealing
and no warmup.

End-to-end Our end-to-end models (17-layer
Conformer encoder, 6-layer Transformer decoder,
both with dmodel = 512, dinner = 2048, nheads = 8)
were trained for 50 epochs if starting from ran-
dom initialization and for 30 epochs if using the
pre-trained ASR encoder. Our vocabulary consists
of 16384 YouTokenToMe3 byte-pair-encodings
trained on German transcripts of ST corpus.

4.2 Results

English-German Table 4 shows the performance
of our baseline En→De system and its modifica-
tions on 7 different IWSLT test sets over the years.
While all proposed modifications lead to clear im-
provements in BLEU scores, in-domain fine-tuning
of NMT model contributes the most, adding almost
4 BLEU to both cascade and text-to-text.

End-to-end model trained on ST data lags behind
the baseline cascade. Utilizing the pre-trained ASR
encoder and additional synthetic translation data
results in a significant boost of 7 BLEU score, how-
ever, the gap between end-to-end and best cascade
is still 2.7 BLEU.

The difference of 7.6 BLEU between our best
cascade and text-to-text translation of the ground
truth transcripts suggests that there is still plenty of
room for improvement on both ASR and PC parts
of the cascade.

3https://github.com/VKCOM/YouTokenToMe
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English-Chinese We evaluated our En→Zh sub-
mission on the development set of the MuST-C
v2 dataset released by the competition organizers.
Our cascade which differs by the NMT block only
from the En→De cascade achieved 25.3 BLEU
which improved to 26.7 BLEU after fine-tuning on
re-punctuated in-domain data.

4.3 Discarded alternatives
When designing our submission, we explored a
number of alternatives. They did not lead to clear
improvement in preliminary experiments and, thus,
were not included into the final submission.

ASR For our speech recognition part, we experi-
mented with:

• other models, specifically, CitriNet (Majum-
dar et al., 2021) and Conformer-CTC;

• training on a subset of data (approximately
2.5K hours) with unnormalized transcripts to
remove the necessity of using PC model;

• increasing model size by the factor of 1.5 for
each parameter tensor.

Interestingly, using fully convolutional CitriNet
model allowed us to transcribe the complete TED
talks without need for audio segmentation. Unfor-
tunately, the WER of this model was significantly
higher than WER of more powerful Conformer-
RNNT which resulted in worse overall perfor-
mance.

PC For our punctuation-capitalization restoration
part, we experimented with:

• training the described above PC model from
scratch;

• initializing our encoder with BERT large (De-
vlin et al., 2019) and MBART50 (Liu et al.,
2020) weights;

• replacing classification head with autoregres-
sive seq-to-seq model following Cho et al.
(2017).

NMT We experimented with more elaborate de-
coding mechanisms such as shallow fusion with
external language model and noisy channel re-
ranking (Yee et al., 2019) but got similar results
at the cost of significant computation overhead.
Note that both De language model and backward
De→En model were not fine-tuned on in-domain
data unlike the forward En→De model.

5 Conclusion

We present NVIDIA NeMo group’s offline speech
translation systems for En→De and En→Zh
IWSLT 2022 Tasks.

Our primary cascade system consists of
Conformer RNN-T ASR model, followed by
Transformer-based PC and NMT models. To im-
prove over the baseline, we utilize checkpoint av-
eraging, in-domain fine-tuning, adaptation to PC
artifacts, and ensembling. The resulting submis-
sion outperforms the last year’s best (Wang et al.,
2021b) by 3.7 BLEU on IWSLT 2020 test dataset.
However, it is worth noting that this year more data
was available for training.

Our contrastive end-to-end model consists of
Conformer encoder and Transformer decoder and
translates speech directly into the text in target lan-
guage. The performance of such model trained on
available ST data was almost 10 BLEU worse com-
paring to cascade. We managed to shrink this gap
to 2.7 BLEU by capitalizing on strong ASR and
NMT components of our cascade via pre-training
and synthetic data generation. Due of its size and
simplicity this model may be preferred for some
scenarios, such as simultaneous speech translation.
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Abstract
This paper describes NiuTrans’s submission to
the IWSLT22 English-to-Chinese (En-Zh) of-
fline speech translation task. The end-to-end
and bilingual system is built by constrained
English and Chinese data and translates the
English speech to Chinese text without inter-
mediate transcription. Our speech translation
models are composed of different pre-trained
acoustic models and machine translation mod-
els by two kinds of adapters. We compared
the effect of the standard speech feature (e.g.
log Mel-filterbank) and the pre-training speech
feature and try to make them interact. The
final submission is an ensemble of three po-
tential speech translation models. Our single
best and ensemble model achieves 18.66 BLEU
and 19.35 BLEU separately on MuST-C En-Zh
tst-COMMON set.

1 Introduction

Speech translation is the task that transfers the
speech input to the target language text. Comparing
the cascade of automatic speech recognition (ASR)
and machine translation (MT) systems, recently the
end-to-end speech translation (E2E ST, for short
ST) model arises more attention for its low latency
and avoiding error propagation (Pino et al., 2020;
Wang et al., 2020; Xu et al., 2021a; Indurthi et al.,
2021). On the IWSLT21 offline speech translation
task, the ST has shown its potential ability com-
pared with cascade systems by using ASR and MT
labeled data to pre-train modules of the ST model
(Bahar et al., 2021). We explore that using different
speech features and model architecture for the ST
model can further lessen the gap with the cascade
system. We design a model which fuses the two
speech features to enrich speech information.

In our submission, we pre-train the machine
translations model and choose the deep Trans-
former (Wang et al., 2019), ODE Transformer (Li

et al., 2021a) and MBART (Liu et al., 2020) as MT
backbone architectures. For the acoustic model, we
use a progressive down-sampling method (PDS)
and Wav2vec 2.0 (W2V) (Baevski et al., 2020).
To integrate the pre-trained acoustic and textual
model, we use the SATE method (Xu et al., 2021a)
which adds an adapter between the acoustic and
textual model. To utilize the model pre-trained by
unlabeled data, such as W2V, and MBART, we pur-
pose the multi-stage pre-training method toward
ST (MSP) and add the MSP-Adapter to boost the
ST performance. Manuscripts for the MSP and
PDS are in preparation. We fuse the output feature
of the PDS encoder and W2V with the multi-head
attention of the decoder. The input of the former
is a standard speech feature while the latter is a
waveform. We evaluate the relation between the
effect of the ensemble model and the diversity of
model architecture.

Our best MT model reaches 19.76 BLEU and
our ST model reaches 18.66 BLEU on the MuST-
C En-ZH tst-COMMON set. While the ensem-
ble model achieves 19.35 which shows the perfor-
mance of ST can be further improved. The model
that fuses two strong encoders does not outperform
the model with a single encoder. We show the di-
versity of models is important during the ensemble
stage. We find the bottleneck of our ST model is the
de-noising and translating ability of MT modules.

2 Data

2.1 Data pre-processing

MT Due to the WMT21 task aiming at the news
domain, we only choose the high-quality ones from
WMT21 corpora. We fellow the Zhang et al. (2020)
to clean parallel texts. The OpenSubtitle is the in-
domain corpus but many translations do not match
their source texts. We use the fast-align (Dyer et al.,
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Task Corpus Sentence Hour

MT

CWMT 5.08M -
News commentary 0.29M -
UN 5.68M -
OpenSubtitle 4.14M -
Total 15.19M -

ASR

Europarl-ST 0.03M 77
Common Voice 0.28M 415
VoxPopuil 0.18M 496
LibriSpeech 0.28M 960
TED LIUM 0.26M 448
MuST-C V1 0.07M 137
ST TED 0.16M 234
MuST-C En-Zh 0.36M 571
Total 1.61M 3338

ST MuST-C En-Zh 0.35M 571

Table 1: Detail of labeled data

2013) to score all the sentence. We average the
score by the length of the corresponding sentence
and filter sentences below the score of -6.0. Since
the news translation is always much longer than the
spoken translation, we filter sentences with more
than 100 words.

ASR Following the previous work (Xu et al.,
2021b), we unify all the audio to the 16000 per
second sample rate and single channel. The Com-
mon voice corpus consists of many noises, so we
choose the cleaner part according to the CoVoST
corpus. For the MuST-C V1 corpus, we remove
repetitive items comparing the MuST-C En-Zh tran-
scriptions. We use the Librispeech set to build the
ASR system and then score the Common Voice,
TED LIUM, and ST TED three corpora. The sen-
tence that the WER is higher than 75% will be
removed. We filter frames with lengths less than
5 or larger than 3000. We remove the utterances
with the size of characters exceeding 400.

ST Since ST data is scarce, we only filter the
data according to the frame lengths and the stan-
dard is the same as ASR. We segment the final test
speech by the WebRTC VAD tool1. We control the
size of the speech slices to make sure the length
distribution is similar to the training set.

1https://github.com/wiseman/py-webrtcvad

Task Corpus Sentence Hour

MT TED 0.51M -

ST

Europarl-ST 0.03M 77
Common Voice 0.27M 415
VoxPopuil 0.17M 496
TED LIUM 0.26M 442
MuST-C V1 0.06M 137
ST TED 0.15M 233
MuST-C En-Zh 0.35M 571
Perturbation
MuST-C En-Zh

0.71M 1142

Total 2.03M 3513

Table 2: Detail of pseudo data

2.2 Data Augmentation

MT The MT is sensitive to the domain (Chu and
Wang, 2018), so we only back-translate the mono-
lingual data in the TED talk corpus as the pseudo
parallel data.

ASR We only use the SpecAugment (Park et al.,
2019) to mask the speech feature.

ST We use an MT model to translate transcrip-
tions to build the pseudo tuple data. And we trans-
form the MuST-C audio by speed rates of 0.9 and
1.1 to perturb the speech.

The Table 1 and Table 2 show the sizes of train-
ing data. We segment the English and Chinese
text by Moses (Koehn et al., 2007) and NiuTrans
(Xiao et al., 2012) separately. We use sentence-
piece (Kudo and Richardson, 2018) to cut them to
sub-word and the model is the same as MBART.

3 Model

We explore the performances of different ASR,
MT, and adapter architectures. We experiment
with three MT models, two ASR models and two
adapters that integrate the MT and ASR to the ST
model.

3.1 MT Model

The deep Transformer has been successfully used
in translation task (Li et al., 2019). It deepens the
encoder layer to obtain a stronger ability to model
the source language. The ODE Transformer (Li
et al., 2021a) also reached the state-of-art perfor-
mance based on the vanilla deep model due to the
efficient use of parameters. Since the output of
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Figure 1: Overview of different ST models

the acoustic model consists of much noise, the De-
noising self-encoding (DAE) model (e.g. MBART)
can handle well about this situation. Further, the
MBART pre-trained by lots of multilingual unla-
beled data is helpful for the cross-lingual learning
task. So we choose the above three models as our
translation backbone models. Considering the out-
put of the acoustic model does not contain the punc-
tuation, we remove the punctuation in the source
text before training the MT system. This operation
is a little harmful to the MT model but does help
the end-to-end system.

3.2 ASR Model

We use a progressive down-sampling method PDS
for acoustic encoding based on Conformer which
could improve the ASR performance. We also use
the MSP method to fine-tune the W2V on the ASR
task and can better bridge the gap between ASR
and MT model. The input of the PDS model is the
log Mel-filterbank feature while the W2V is based
on waveform. Besides, acoustic models implement
the relative position encoding (Dai et al., 2019).

3.3 ST Model

We combine the pre-trained modules with several
adapters then fine-tune them with ST data. Be-
sides the widely used Adapter consisting of a sin-
gle hidden-layer feed-forward network (Bapna and
Firat, 2019), we also use the SATE (Xu et al.,
2021a) and MSP adapter. As Figure 1 shows, there

are mainly six kinds of combined architecture we
trained. Figure 1 (a) shows the W2V and MBART
are stacked with the Adapter. The Figure 1 (b)
and (c) show the W2V and MSP-adapter combined
different MT decoders. The ST models composed
with SATE adapter are shown in Figure 1 (d) and (f).
As Figure 1 (e) shows, we fuse the output of two
encoders which the input is filter-bank and wave-
form to make the different features interact. We
use the cross multi-head attention of the decoder to
extract two features and then average them.

4 Fine-tuning and Ensemble

To adjust the composed model to the ST task and a
certain domain, we use the whole ST data to fine-
tune the model. After coverage, we continue to
train the model with only the MuST-C data set for
domain adaptation.

We ensemble ST models by averaging distribu-
tions of model output. We search different combi-
nations and numbers of models on the MuST-C set
to investigate the influence of structural differences
on the results of the ensemble model.

Since the final segmentation on the test set is
inconsistent with the training set, we re-segment
the training set by the same hyper-parameters as
the test set. To get the reference of the audio, we
implement the ensemble model to decode all the
training audios and use the WER to re-cut the gold
training paragraph into sentences. We utilize the
new re-segment set to fine-tune the models.
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Model #Param Dev tst-COMMON

Baseline 54M 14.34 16.92
+parallel data 77M 16.48 18.74
+pseudo data 77M 16.81 18.74
+deep encoder 165M 16.91 19.76

ODE 104M 16.44 18.77
MBART 421M 16.04 18.12
Deep model 165M 16.23 18.96

Table 3: MT model measured by BLEU [%] metric

Model #Param Dev tst-COMMON

PDS 127M 6.89 5.33
W2V 602M 4.89 5.31

Table 4: ASR model measured by WER [%] metric

5 Experiments

5.1 Experiment Settings

For the deep Transformer, we increased the en-
coder layers to 30 and keep the decoder 6 layers,
the hidden size and FFN size is the same as the
Transformer-base configuration. The ODE Trans-
former consisted of 18 encoder layers and 6 de-
coder layers. The pre-trained MBART consisted of
a 12 layers encoder and a 12 layers decoder. All
the models were trained with the pre-normalization
operation. The size of the shared vocabulary was
44,144.

We used the pre-trained W2V model which does
not fine-tune on the ASR task. We added the MSP-
Adapter after the W2V and fine-tuned the model
following the Baevski et al. (2020) fine-tuning con-
figuration. During training on the ST set, we froze
many parameters followed by Li et al. (2021b) to
avoid catastrophic forgetting. The learning rate is
set 3e-5 and we set drop and label smoothing at 0.2
to avoid over-fitting.

We implemented the early stop if the model does
not promote for 8 times. We averaged the weights
of the last 5 checkpoints for each training task. The
beam size of inference was 8. All the MT and ST
scores were calculated by multi-BLEU 2. The ASR
system was evaluated by word error rate (WER).

5.2 Results

MT Table 3 shows the MT results on the MuST-
C dev and tst-COMMON set. Adding out-domain

2https://github.com/moses-smt/mosesdecoder

Model #Param Dev tst-COMMON

Single MT 165M 16.91 19.76
Transformer 30M 11.37 13.27
MSP 607M 14.96 17.19

+Pseudo data 607M 14.62 17.47
+Fine-tuning 607M 15.65 18.54
+Resegmentation 607M 15.26 18.41
+Ensemble - 16.42 19.35

Table 5: ST model measured by BLEU [%] metric

Model tst-COMMON Ref2 Ref1 Both

MSP 26.7 - - -
Ensemble 29.1 32.3 33.2 40.5

Table 6: BLEU scores of ST models on MuST-C tst-
COMMON and submitted tst2022 set. The scores are
measured by the SLT.KIT toolkit.

massive parallel data can significantly improve the
performance. Though we add very few in-domain
pseudo data, there is a +0.32 improvement on the
dev set. The deep model gains +1.02 BLEU which
significantly increases the ability of the MT model.
To be consistent with the output of the acoustic
model, we lowercase the English text and remove
the punctuation. The MT results show a little degra-
dation of performance while it is helpful for the
end-to-end system. The MBART does not show
its advantage compared with other methods. We
conjecture that the exclusive model is better to deal
with the Chinese translation task when there are
dozen millions of clean parallel texts.

ASR There are two main architectures used for
the ASR task. The PDS receives the log Mel-
filterbank feature which is pre-processed while the
input of W2V is the original sampling point of the
waveform. Table 4 shows that W2V has much more
parameters and achieves much better performance
on the dev set. But the two models are comparable
on the tst-COMMON set. This shows the W2V
model is easy to over-fit.

ST Table 5 shows the MSP method which inte-
grates pre-trained W2V and MBART modules to
gain significant improvement compared with the
vanilla Transformer model. We find directly adding
pseudo data does not have an obvious effect. But
after fine-tuning the MuST-C set, the improvement
is significant. This shows the ST model is still
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Figure 2: Comparison of the performance of the differ-
ent models on MuST-C dev and tst-COMMON set

sensitive to the domain.
We compare the six combined architectures in

Figure 2. Directly stacking two pre-trained models
get the worst performance, this causes by the gap
between the ASR and MT model. The ODE model
has a stronger translation ability than the MBART,
but the MSP-ODE does not outperform MSP on the
ST task. We think it is due to the de-noising ability
of the MBART since much noise such as silence ex-
ists in speech features. The MSP and the SATE get
comparable performance on the tst-COMMON set
and MSP-SATE which combined two methods gets
the highest on the dev set. This proves the effect of
MSP and SATE methods. We use the MSP-PDS-
SATE to fuse two kinds of speech features and this
model has about 900 million parameters. But the
performance is not good enough. It needs to further
explore how to make the pre-trained and original
features interact.

To compare with other work conveniently, we
provide some tst-COMMON results measured by
official scripts 3 and each hypothesis is reseg-
mented based on the reference by mwerSegmenter.
The final results which are supplied by Anasta-
sopoulos et al. (2022) in Table 6.

Ensemble The Table 5 shows the effect of en-
semble model is also remarkable. We compared
the performance of different combinations in Table
7. The fine-tuned model is likely over-fitting and
we find the ensemble of the un-fine-tuned model
is useful. We ensemble two models with much dif-
ferent architecture and the resulting gain is +0.56
improvement. We further add another different
model but only gain slight improvement. We re-
place the MSP model with a worse model while the
performance does not degenerate. This proves the

3https://github.com/isl-mt/SLT.KIT/blob/master/scripts/
evaluate/Eval.sh

Combination tst-COMMON

MSP 18.66
MSP+MSP-UFT 18.99
MSP+SATE 19.22
MSP+SATE+MSP-SATE 19.35
MSP-UFT+SATE+MSP-SATE 19.34

Table 7: Ensemble model results measured by BLEU
[%] metric. The MSP-UFT indicates the MSP model is
un-fine-tuned.

ensemble model prefers the combination of mod-
els with a great difference and when the number
of models increases, the performance of a single
model does not matter.

6 Conclusions

This paper describes our submission to the
IWSLT22 English to Chinese offline speech transla-
tion task. Our system is end-to-end and constrained.
We pre-trained three types of machine translation
models and two automatic speech recognition mod-
els. We integrate the acoustic and translation model
on speech translation tasks by two types of adapters
MSP and SATE. We fine-tune models to adapt do-
main and search for the best ensemble model for
our submission. Our final system achieves 19.35
BLEU on MuST-C En-Zh tst-COMMON set.
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Abstract

This paper describes the HW-TSC’s designa-
tion of the Offline Speech Translation System
submitted for IWSLT 2022 Evaluation. We ex-
plored both cascade and end-to-end system on
three language tracks (en-de, en-zh and en-ja),
and we chose the cascade one as our primary
submission. For the automatic speech recog-
nition (ASR) model of cascade system, there
are three ASR models including Conformer,
S2T-Transformer and U2 trained on the mix-
ture of five datasets. During inference, tran-
scripts are generated with the help of domain
controlled generation strategy. Context-aware
reranking and ensemble based robustness en-
hancement strategy are proposed to produce
better ASR outputs. For machine translation
part, we pretrained three translation models on
WMT21 dataset and fine-tuned them on in-
domain corpora. Our cascade system shows
more competitive performance than the known
offline systems in the industry and academia.

1 Introduction

In recent years, end-to-end system and cas-
cade system are fundamental pipelines for speech
translation tasks. Traditional cascade system is
comprised of continuing parts, automatic speech
recognition (ASR) is responsible for generat-
ing transcripts from audios and machine trans-
lation model aims at translating ASR outputs
from source language into target language. Ob-
viously, the ASR part and MT part of this sys-
tem are independent to some extent. Therefore,
this paradigm enables people to utilise state-of-
the-art ASR models and MT models and conduct
experiments by different permutations and com-
binations. And those experiments can help us
find the best combination of choice of ASR and
MT model. ASR model like Conformer (Gu-
lati et al., 2020) and S2T-Transformer (Synnaeve
et al., 2019) are commonly used. MT models like

Transformer (Vaswani et al., 2017) can be consid-
ered as a standard configuration.

On the contrary, there is also a disadvantage
when applying cascade systems. The main aspect
is that some important information such as the in-
tonation and emphasis of speakers could not be ex-
plicitly expressed in the transcripts. This "missing
information" might be the key to distinguish the
gender of speaker, or the sarcasm and symbolism
behind the texts. It means, there is a risk of los-
ing important information under the condition of
cascade system.

Correspondingly, end-to-end system preserves
the competitive edge to learn the "missing in-
formation", because it is directly trained on the
speech-to-text dataset without any transit process.
Due to this property, end-to-end system has been
paid attention in research and there is encouraging
progress. For instance, Conformer (Gulati et al.,
2020) can also be used in this task. However,
there are some disadvantages for the end-to-end
system. Firstly, due to the lack of large scale high
quality bilingual speech translation datasets, train-
ing a productive end-to-end ST model can be non-
trivial. Next, the mapping from speech space to
the target language space is far more difficult than
the mapping to the source language space, leading
to greater demand on the scale of the training set.

This paper presents our work in IWSLT 2022
(Anastasopoulos et al., 2022) offline speech trans-
lation track. The main contribution of this paper
can be summarized as follows:

1) We tested various combinations of ASR mod-
els, and finally found ensemble of Conformer and
S2T-Transformer and filter by U2 can improve the
ASR fluency and sentence expression.

2) Context-aware LM reranking can effectively
improve the possibility to choose the best candi-
date in beam search.
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Dataset Number of Utterance Duration(hrs)

LibriSpeech 281,241 960.85
MuST-C 340,421 590.67
IWSLT 170,229 254.41
CoVoST 1362,422 1802.52
TEDLIUM3 268,214 453.42

Table 1: Data statistics of our ASR corpora

Language WMT Bilingual In-domain Text

En-De 79M 459K
En-Zh 96M 590K
En-Ja 42M 552K

Table 2: Data statistics of our MT corpora

2 Method

2.1 Data Preparation and Preprocessing

There are five different datasets used in the
training of our ASR models and ST models,
such as MuST-C V2 (Cattoni et al., 2021), Lib-
riSpeech(Panayotov et al., 2015), TED-LIUM 3
(Hernandez et al., 2018), CoVoST (Wang et al.,
2020), IWSLT, as described in the left sub-plot
of Figure 1. For the training dataset we ex-
tracted 80-dimensional filter bank features from
the raw waveform firstly. Then, the dataset was
cleaned in a fine-grained process. The train-
ing set was filtered on the criteria of absolute
frame size (within 50 to 3000), number of tokens
(within 1 to 150) and speed of the speech (within
µ(τ) ± 4 × σ(τ)), where τ = # frames

# tokens . The de-
tailed attributes such as the number of utterance
and the duration of training datasets are shown
in table 1. For test set, each TED talk was seg-
mented into several utterances (no more than 20
seconds) with the officially provided segmentation
tool (LIUM_SpkDiarization.jar).

We use the exactly same corpus to train our MT
models following the configuration of (Wei et al.,
2021), with the scale of the dataset showing in
Tabel 2.

2.2 Automatic Speech Recognition

There are three types of basic ASR models Con-
former (Gulati et al., 2020), S2T-Transformer
(Synnaeve et al., 2019) and U2 (Zhang et al., 2020)
used to recognize the speech and get transcripts.
The first two models are standard autoregressive
ASR models built upon the Transformer architec-

ture (Vaswani et al., 2017). The last one is a uni-
fied model that can perform both streaming and
non-streaming ASR, supported by the dynamic
chunking training strategy (Zhang et al., 2020).
During the training and decoding process, there
are three important strategies we used to generate
ASR results of these models as follows.

Domain controlled training and decoding By
observing the corpus in the training set, we find
that the style of text and the domain of the speech
can be different between each dataset. Although
the model is able to learn such difference implic-
itly, there are still some confusing patterns like
case sensitivity and existence of punctuation that
can not be easily learned. Therefore, we add
the domain tag as the prefix token, acting as a
known condition to guide the model to generate
texts in required domain and style. It means,
the model can learn the pattern given more prior
knowledge. For example, the tag "<MC>" pro-
vides an instruction to the model to generate texts
in the MuST-C style, or we can also use <LS>
to make the model to generate LibriSpeech alike
transcripts. The strategy also had a positive ef-
fect in our offline task submission of IWSLT 2021
(Wang et al., 2021). For Conformer and S2T-
Transformer, since they are autoregressive gener-
ative models, we simply use the domain tag as
the prefix token. However, this is not feasible for
U2 with the CTC decoder. Therefore, we pro-
pose to first encode the domain tag with the input-
embedding of the attention-based decoder of U2,
then, adding the encoded tag to the down-sampled
features element-wise, being together fed into at-
tention layers of the encoder.

Context-aware LM reranking In order to
take benefits from both Conformer and S2T-
Transformer which has different model architec-
ture, we ensemble them by averaging the predicted
probabilities while generation. However, the en-
semble doesn’t solve a key problem comes from
the independence assumption on each utterance.
In other words, we translate each utterance in a
TED talk speech independently without consider-
ing context information, which often cause incon-
sistent prediction on named entities such as person
names. To this end, we adopt a language model
(LM) to rerank beam candidates conditioned on a
fixed length window of generated contexts.

Specifically, a Transformer-LM was trained on
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Algorithm 1 Context-aware LM reranking
Require: ASR, LM, context length, beam size,

utterance list: ϕ,Q,N, k, U
Initialize: Context Buffer C ← {}
Initialize: utterance index i← 0
while i ̸= |U | − 1 do
Ŷ , Pϕ ← ϕ(ui, k): propose candidates
if i < N then
PQ ← Q(Ŷ , C)

else
PQ ← Q(Ŷ , C[−N :])

end if
ŷ∗ ← argmaxŷ

∑
m∈{Q,ϕ}wmPm

C ← C ∪ {ŷ∗}
i← i+ 1

end while
return C

the WMT21 monolingual English dataset, provid-
ing the perplexity score of each ASR beam candi-
date from the ensemble models by taking N pre-
vious generated sentence into account, (N = 3
obtains the best result). This method is com-
monly used to optimize document-level transla-
tion (Yu et al., 2020). A detailed explanation
is presented in Algo 1 and the right sub-plot of
Figure 1, which actually works like performing
context-aware greedy search in the sentence-level.
Besides the PPL (converted to the log probability)
estimated by the LM, we also take the log proba-
bility of each beam candidate output by ASR mod-
els into account, combining them with a weighted
sum (best combination searched in the experi-
ment: wLM = 0.6, wASR = 0.4).

Ensemble based robustness enhancement strat-
egy Compared with ASR results generated from
different ASR models, an interesting pattern can
be found that U2 prefers to predict blank lines
when facing with some hard samples. Hard sam-
ples, such as laughter and applause always con-
fused S2T-Transformer and Conformer and they
are more likely to output incorrectly. For instance,
S2T-Transformer always outputs "thank you very
much indeed" and Conformer generates "There’s
many a slip, twixt cup and the lip." when the in-
put is the audio which contained only the applause
of audiences. This phenomenon can be explained
by the reason that U2 is more robust to interfer-
ence than S2T-Transformer and Conformer. Con-
sequently, the strategy that U2 could be utilised to

filter the noise of ASR results from Conformer and
S2T-Transformer. In other words, we extracted the
blank lines of prediction of U2 as the standard to
correct the results of other two models. The pro-
cess provides our system with more robustness to
non-speech or background noise.

2.3 Machine Translation

In an cascade system, the input of machine trans-
lation (MT) model is the ASR results. In order to
obtain the translated results, we use the WMT21
news corpora to train three individual MT models
for each language (En-De, En-Zh, En-Ja). Then
these MT models are fine-tuned on the combina-
tion of MuST-C and IWSLT dataset. After ap-
plying the MT models on the ensembling ASR re-
sults above, the final results, also called hypothesis
were obtained in our experiment.

2.4 Multilingual E2E-ST

In the ene-to-end system, the ASR model and
machine translation model trained on bilingual
corpora are not the continents of the system.
The E2E model can be directly trained on the
bilingual/multilingual speech corpora. However,
only MuST-C and COVOST provides the trans-
lation of some language pairs, which might not
be enough. Therefor, we propose to use the MT
model to generate translations in specific language
for all ASR training corpora, and then combined
them together including the ASR (English) text,
tagged with domain and language abbreviations
like "<MC_en>", "<LS_zh>", etc. This is com-
monly considered as sequence level knowledge
distillation (KD) (Kim and Rush, 2016). Next,
a multilingual speech translation (ST) model is
trained on the corpora, which can be used in both
ASR and translation in an end-to-end paradigm by
giving required language and domain tag.

3 Experiments

3.1 Settings

Model Configurations Sentencepiece (Kudo
and Richardson, 2018) is utilised for tokenization
on ASR texts with a learned vocabulary restricted
to 20000 sub-tokens. ASR models are configured
as: nencoder_layers = 16, ndecoder_layers = 6, nheads =
16, dhidden = 1024, dFFN = 4096 for Conformer,
nencoder_layers = 12, ndecoder_layers = 6, nheads = 16,
dhidden = 1024, dFFN = 4096 for S2T-Transformer
and nencoder_layers = 12, ndecoder_layers = 6, nheads =
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Figure 1: This figure presents the example of the training of our ASR models (left) as well as the inference of our
cascade system (right). In the example of inference, input features and domain tags are feed into ASR models,
being decoded by the ensemble of Conformer and S2T-Transformer and cleaned by U2. Then, beam candidates
(k=3 here) are scored together with contexts (6 to 8) by the language model. Finally, the optimal candidate is
selected according to modulated scores and becomes the new context.

ASR Model CoVoST MuST-C TEDLIUM3 LibriSpeech
Conformer 11.27 6.31 5.33 4.39
S2T-Transformer 13.46 9.01 6.30 5.67
U2 14.68 9.71 11.93 5.79

Table 3: Comparison of wer scores of Conformer, S2T-Transformer and U2 trained on test sets of each individual
dataset.

16, dhidden = 1024, dFFN = 4096 for U2. The NMT
model has the standard Transformer-big configu-
ration but with dFFN set to 8192 (Ng et al., 2019).
The language model is a standard Transformer
language model with the configuration of: nlayers
= 12, nheads = 16, dhidden = 1024, dFFN = 4096.
All models are implemented with fairseq (Ott
et al., 2019).

During the training of ASR models, we set the
batch size to the maximum of 20,000 frames per
card. Inverse sqrt is used for lr scheduling with
warm-up steps set to 10,000 and peak lr set as 5e-
4. Adam is used as the optimizer. All ASR mod-
els are trained on 8 V100 GPUs for 50 epochs.
Parameters for last 5 epochs are averaged. Au-
dio features are normalized with utterance-level
CMVN for Conformer and S2T-Transformer, and
with global CMVN for U2. All audio inputs are
augmented with spectral augmentation (Park et al.,
2019).

We followed the work of Wei et al. (2021) on
the pretraining of all NMT models. All of them
are fine-tuned on in-domain corpus for 10 steps.

We use the toolkit from the SLT.KIT1 for eval-
1https://github.com/jniehues-kit/SLT.KIT

uation on all development set, which produces
metrics including BLEU (Papineni et al., 2002),
TER (Snover et al., 2006), BEER (Stanojevic
and Sima’an, 2014) and CharacTER (Wang et al.,
2016).

3.2 Results
Comparison of ASR models on each individ-
ual dataset We tested three ASR models (Com-
former, U2 and S2T-Transformer) on four individ-
ual test sets, CoVoST, MuST-C, TEDLIUM and
LibriSpeech. In Table 3, Conformer shows the
best results in each column, which are 11.27, 6.31,
5.33 and 4.39 WERs in each dataset. It is obvious
that Conformer has the significant advantage com-
pared to other two models. However, after manu-
ally evaluating some samples, we find that Con-
former is easier to over-fit the training corpora.
Therefore, we decide to ensemble it with the S2T-
Transformer during inference.

Comparison of our approach on past years’ test
sets In Table 4, we tested the performance of
our cascade system on datasets of all past years,
by providing 6 metrics evaluated by the SLT.KIT
toolkit. By comparing these results with our last
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SET BLEU BLEU (last year) TER BEER CharacTER BLEU(ci) TER(ci)

dev2010 27.19 (+1.19) 26.00 60.61 53.10 48.27 28.73 58.21
tst2010 27.51 (+1.14) 26.37 60.66 52.57 48.90 29.13 58.14
tst2013 29.38 (-0.51) 29.89 60.94 53.70 47.07 30.7 58.83
tst2014 28 (-0.03) 28.03 61.19 52.90 47.95 28.93 59.51
tst2015 24.06 (+0.86) 23.20 77.89 50.20 50.86 24.94 76.77
tst2018 23.12 (+0.99) 22.13 73.65 51.33 51.50 23.92 71.23
tst2019 25.92 - 62.11 52.22 48.96 27.13 60.08

tst2021 (En-De) 27.5/21.2/39.9
tst2022 (En-De) 24.2/20.8/33.5
tst2022 (En-Zh) 34.6/33.4/42.1
tst2022 (En-Ja) 23.3/14.3/31.0

Table 4: Overall results comparison on dev and test sets from 2010 to this year with the full use of our strategies
(The results of 2010-2019 are all in En-De). For the column of BLEU, we also presents the improvements com-
pared to our last year’s BLEU score. The lower part of the table presents our submission results in this year, values
from left to right are BLEU-ref1, BLEU-ref2 and BLEU both, respectively.

years’ report (Wang et al., 2021), we find that
our strategy used in this year provides significant
improvements on most of datasets, demonstrating
their efficiency.

In order to illustrate the difference between
ASR results of Conformer, S2T-Transformer and
U2, we choose some representative cases in Tab
5. Case 1 presents three sentences generated from
three ASR models given an audio segment which
only contains background music and applause.
Obviously Conformer and S2T-Transformer both
outputs wrong sentences, because nothing should
be generated in the decoding process. Contrar-
ily, U2 outputs the blank line which indicates
the robustness of the model itself. Case 2 pro-
vides the transcripts that Conformer and S2T-
Transformer outputs the correct results. However,
U2 made some mistakes on uppercase and punctu-
ation marks even though the contents are generally
correct, which shows that U2 is not sensible with
case or punctuation; This actually caused by the
multi-modality problem (Gu et al., 2018), which
is faced by all non-autoregressive generation mod-
els. Since the prediction of each token are in-
dependently modeled in U2 (conditional indepen-
dence assumption used by the CTC decoder), the
prediction of tokens with one-to-many mappings
(usually referred to as capitalism or existence of
punctuation) can be difficult to learn without visi-
ble contexts (compared to autoregressive models).
Case 3 presents that the results of Conformer and
S2T-Transformer contains different errors. The
Conformer misunderstood the "an ex-boyfriend"

for "a next boyfriend", and S2T Transformer made
a mistake on "cuss words". By fixing the different
mistakes, we successfully obtain the correct sen-
tence in the ensemble results.

3.3 Ablation

Effectiveness of context-aware reranking
We investigated and demonstrated whether the
context-aware ASR reranking strategy works
well and the results are indicated in Table 6.
As we can see, we experimented the weight
combination like wLM = {0.0, 0.5, 0.6, 1.0},
wASR = {1.0, 0.5, 0.4, 0.0}, and several context
length including N = {3, 4, 5}.

The higher the wLM is, the more contribution
does the LM provides to the scoring. The abla-
tion study shows that context length at 3 is the best
choice for reranking, since the results with con-
text length at 4 or 5 both indicates lower BLEU
scores. We suspect that longer contexts often mis-
leads the scoring processing due to the unstable
estimation of PPL on beam candidates of current
utterance, resulting in non-convincing reranked re-
sults. Meanwhile, we find that the best combina-
tion of the weight on LM and ASR is 0.6 and 0.4,
indicating that scoring only with LM cannot al-
ways produce promising estimation on the quality
of the sentence.

Performance of Translation models We used
the ASR results generated from Conformer on
MuST-C tst-COMMON dataset to measure the
performance of two text MT models and an end-
to-end ST model, i.e. the MT model pretrained
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ASR model Sentences

Case 1
Conformer There’s many a slip, twixt cup and the lip.

S2T-Transformer Thank you very much indeed.
U2 -

Ensemble -

Case 2
Conformer And I predict that in 10 years, we will lose our bees.

S2T-Transformer And I predict that in 10 years, we will lose our bees.
U2 and i predict that in ten years we will lose our bees

Ensemble And I predict that in 10 years, we will lose our bees.

Case 3
Conformer ... the language that a next boyfriend taught you,

where you learned all the cuss words ...

S2T-Transformer ... the language that an ex-boyfriend taught you,
where you learned all the cusp words ...

U2 ... the language that an ex-boy taught you or you
learned all the cus words ...

Ensemble ... the language that an ex-boyfriend taught you,
where you learned all the cuss words ...

Table 5: The table presents three cases to compare the difference when generating ASR results. Those words or
sentences marked by underline represents the mistakes. Case 1 shows that U2 predict more robust result than Con-
former and S2T-Transformer if the input audio is filled with applause; Case 2 shows the transcripts that Conformer
and S2T outputs the correct results but U2 is not sensible with uppercase and punctuation marks; Case 3 presents
that the results of Conformer and S2T-Transformer both contains error, but ensemble strategy successfully obtain
the correct sentence.

Hyper-Parameters N=3 N=4 N=5

wLM = 0.0, wASR = 1.0 25.12
wLM = 0.5, wASR = 0.5 25.66 25.65 25.70
wLM = 0.6, wASR = 0.4 25.92 25.76 25.73
wLM = 1.0, wASR = 0.0 25.58 25.48 25.52

Table 6: This table shows the BLEU score evaluated
on IWSLT tst2019 En-De dataset with different combi-
nation of LM reranking weight (w) and context length
(N ).

on WMT news corpora, the in-domain fine-tuned
MT model and our multilingual ST model. The
in-domain FT MT was trained on the combination
of MuST-C and IWSLT text corpora, providing the
best BLEU scores compared with other two mod-
els. The result demonstrates that the in-domain
fine-tuning is effective to generate the reasonable
translation hypothesis. On the other hand, End-
to-End multilingual ST proves to be a competitive
model since the results are relatively close to those
of the baseline pretrained MT model. More impor-
tantly, the E2E ST was only trained once on the
combination of all language pairs, without further
fine-tuning on any of them.

Model En-De En-Zh En-Ja

Pretrained MT 33.1 24.1 14.8
In-domain FT MT 33.3 24.6 15.1
Multilingual E2E ST 30.8 22.3 13.0

Table 7: This table presents the BLEU score evalu-
ated on MuST-C tst-COMMON dataset with our pre-
trained and in-domain fine-tuned MT model, note that
the source texts comes from the same Conformer ASR
model instead of the oracle text. The last row is perfor-
mance of our end-to-end multilingual ST model evalu-
ated with the speech input.

4 Conclusion

This paper presents our offline speech translation
systems in the IWSLT 2022 evaluation. We ex-
plored different strategies in the pipeline of build-
ing the cascade and end-to-end system. In the
data preprocessing, we adopt efficient cleansing
approaches to build the training set collected from
different data sources. Domain controlled genera-
tion was used in the training and decoding of ASR
models to fit the requirement of the evaluation test
set. We also investigated the positive effect of
context-aware LM reranking aiming at improving
the quality and consistency of ASR outputs. Fi-

244



nally, we demonstrated that the cascade system
consisted of reranking ASR system and MT model
has the best performance than end-to-end system.
In our future works, we would like to investigate
more strategies on improving the consistency of
ASR outputs beyond reranking, as well as better
training and data augmentation strategies for end-
to-end models.
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Abstract

This paper presents our work in the partici-
pation of IWSLT 2022 simultaneous speech
translation evaluation. For the track of text-
to-text (T2T), we participate in three language
pairs and build wait-k based simultaneous MT
(SimulMT) model for the task. The model was
pretrained on WMT21 news corpora, and was
further improved with in-domain fine-tuning
and self-training. For the speech-to-text (S2T)
track, we designed both cascade and end-to-end
form in three language pairs. The cascade sys-
tem is composed of a chunking-based stream-
ing ASR model and the SimulMT model used
in the T2T track. The end-to-end system is
a simultaneous speech translation (SimulST)
model based on wait-k strategy, which is di-
rectly trained on a synthetic corpus produced
by translating all texts of ASR corpora into spe-
cific target language with an offline MT model.
It also contains a heuristic sentence breaking
strategy, preventing it from finishing the transla-
tion before the the end of the speech. We evalu-
ate our systems on the MUST-C tst-COMMON
dataset and show that the end-to-end system is
competitive to the cascade one. Meanwhile, we
also demonstrate that the SimulMT model can
be efficiently optimized by these approaches,
resulting in the improvements of 1-2 BLEU
points.

1 Introduction

Simultaneous speech/text translation
(SimulST/SimulMT) applications are widely
demanded in international communication
scenarios such as conferences or live streaming.

From the perspective of system architecture, re-
cent works on SimulST can be classified into cas-
cade and end-to-end forms. Cascade systems are
often composed of a streaming Automatic Speech
Recognition (ASR) module and a steaming text-
to-text machine translation module (MT). It might
also contains other correction modules. The inte-
gration of these modules can be challenging, but

the training of each can be beneficial from suf-
ficient data resources. End-to-end approach is
also a choice for SimulST, where translations can
be directly generated from a unified model with
the speech inputs, but bilingual speech translation
datasets are still scarce resources.

From the perspective of simultaneous strategy,
there is a fixed strategy which is represented by
wait-k (Ma et al., 2019) and a flexible strategy such
as monotonic attention (Arivazhagan et al., 2019).
The fixed strategy is easier to implement but with
inferior performance and the flexible one is more
robust to the speed of speech but can be non-trivial
in the implementation and training. Re-translation
is also a strategy proposed recently for SimulMT
system, which benefits from pre-trained MT mod-
els but often encounters with flicker (Arivazhagan
et al., 2020; Sen et al., 2021).

The IWSLT 2022 SimulST shared task (Anas-
tasopoulos et al., 2022) aims to provide a plat-
form for participants to evaluate their approaches
on both quality and latency. In this year, there
are two sub-tracks, i.e. speech-to-text (S2T) and
text-to-text (T2T), and three language directions in-
cluding En-Zh, En-De and En-Ja in the evaluation.
All submitted systems will be evaluated with the
SimulEval (Ma et al., 2020a) tool, where BLEU
(Papineni et al., 2002) and Average Lagging (AL)
(Ma et al., 2020a) are used as metrics for ranking.
Meanwhile, systems will be classified into three
latency regimes (low, medium, high) with their AL,
which are determined differently by the language
pairs. The SimulEval formulates the simultane-
ous translation as a process where an agent should
take "READ" or "WRITE" actions to control the
progress of translation. A "READ" action allows
the agent to get the latest source segments from
the server. A "WRITE" action enables the agent to
make prediction and send generated tokens back
to server for scoring. Participants are required to
implement their approaches under this framework.
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Dataset Number of Utterance Duration (hrs)

Librispeech 281,241 960.85
MuST-C 340,421 590.67
IWSLT 170,229 254.41
CoVoST 1362,422 1802.52
TEDLIUM3 268,214 453.42

Table 1: Data statistics of our ASR corpora

Language WMT Bilingual In-domain Text

En-De 79M 459K
En-Zh 96M 590K
En-Ja 42M 552K

Table 2: Data statistics of our MT corpora

In this paper, we present our work on the partici-
pation of all language directions for both S2T and
T2T sub-tasks. For the T2T task, we start by model-
ing with the original wait-k model and optimizing it
with in-domain fine-tuning and self-training (Gaido
et al., 2020), resulting in large improvements on
their performance. We experiment both cascade
and end-to-end systems for the S2T task and find
that the end-to-end one is quite competitive espe-
cially on the latency metric.

2 Method

2.1 Data Preparation & Pre-Processing
ASR Corpora We adopt exactly same data
pre-processing pipeline to our offline task sub-
mission. Briefly, we combine 5 ASR (Lib-
riSpeech(Panayotov et al., 2015), MuST-C V2 (Cat-
toni et al., 2021), CoVoST (Wang et al., 2020),
TED-LIUM 3 (Hernandez et al., 2018) and IWSLT
official dataset) corpora and perform strict cleans-
ing based on absolute frame length (within 50 to
3000), number of tokens (within 1 to 150) and the
speed of speech (within µ(τ) ± 4 × σ(τ), where
τ = # frames

# tokens ) for all training utterances. There are
basically 1% of noisy samples being filtered out.

MT corpora We follow the pipeline in (Wei et al.,
2021) to pre-process the WMT 21 news corpora as
well as the in-domain corpora (mixture of MUST-
C and IWSLT). Statistics of our MT corpora are
shown in Table 2.

2.2 ASR model
We adopt the U2 (Zhang et al., 2020) as the ASR
module in our cascade system. U2, a frame-

work that can be applied on standard Transformer
(Vaswani et al., 2017) or Conformer (Gulati et al.,
2020) architectures, is able to perform both stream-
ing and non-streaming ASR. The major difference
between U2 and other offline autoregressive ASR
models is that it supports streaming with the help
of the dynamic chunk training and decodes with
a CTC decoder on the top of the encoder. The
dynamic chunk training is achieved by dynami-
cally applying a causal mask with different chunk
size at the self-attention layer in the encoder. It
is similar to the self-attention of an autoregressive
decoder, but allowing the hidden representation to
condition on some look-ahead contexts within the
chunk. During inference, since the encoder hidden
states is monotonically encoded chunk by chunk,
the argmax decoding of CTC makes sure that to-
kens decoded in previous chunks are fixed, which
successfully achieves streaming. Besides the CTC
decoder, U2 also preserves the standard autoregres-
sive (AR) Transformer decoder, and can be jointly
trained with the CTC decoder to improve the sta-
bility of training. Originally, the AR decoder can
be used to re-score CTC generated texts if prefix
beam search is used to propose multiple candidates.
However, we don’t use the re-scoring in our system.

Since the decoding of arbitrary size of the chunk
is learned with the dynamic chunk training, the la-
tency of U2 can be freely determined by the chunk
size used in the inference. The chunk size is also
directly correlated to the performance, as it defines
the volume of look-ahead contexts used in the cur-
rent chunk.

2.3 Text to Text Model

Our T2T models are used in the T2T track and
also as the translation module in the cascade sys-
tem. It is a standard Transformer model with the
wait-k strategy (Ma et al., 2019) for simultaneous
decoding. For each language pair, we pre-train the
wait-k T2T model on the WMT 2021 news corpora
following similar settings as (Wei et al., 2021) to
acquire the modelM1. Then, we fine-tune it on the
mixture of MuST-C and IWSLT corpora denoted
as Cind, and obtain the domain adapted modelM2.
Although the domain transferring contributes some
improvements, we find that it is not able to solve
a key problem. Since the simultaneous decoding
is only conditioned on partially observed context,
there is a big gap between the training of offline
MT models and SimulMT models, in which the
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re-ordered translations from unseen context can be
significantly difficult for SimulMT models to learn.

To mitigate this problem, we propose to use self-
training (Liu et al., 2021; Kim and Rush, 2016).
Firstly, we translate the in-domain corpora Cind
withM2 and obtain Cind

′, then, we fine-tuneM2

on the mixture of Cind and Cind
′ and obtain M3.

In this way, the self-distilled translations are more
monotonic and easier to learn.

2.4 Cascade Speech to Text Model

Algorithm 1 Decoding of Cascade System
Require: ASR, T2T, chunk size,k: ϕ,M, Nc, k

Initialize: Speech buffer S ← {}
Initialize: ASR buffer A← {}
Initialize: MT buffer H ← {}
Initialize: Frame position p← 0
Initialize: MT Finish writing chunk e← true
while w is not </s> do

if |S| − p < Nc and e and not finish reading
then

READ next input s
S ← S ∪ {s}

else
A← ϕ(S): decode all texts with ASR
p← |S|: move frame position
if |A| − |H| ≥ k then

decode with MT: w ←M(A)
H ← H ∪ {w}
e← (|A| − |H| < k)
WRITE w

end if
end if

end while

Our cascade system is the integration of U2 and
wait-k T2T model. When evaluating with SimulE-
val, U2 makes decisions mainly based on whether
the input stream can fill a chunk, if not, it directly
calls READ, otherwise, it transcribes audio inputs
into English texts, and passes the entire sequence to
the T2T model. The T2T model takes the output of
U2 as inputs, and determines whether to read more
based on the length difference between source and
target sequence compared to k. Note that since U2
may decode several tokens in the latest chunk at
once, we need to distinguish the read action of T2T
model and ASR model. More specifically, when
tokens decoded in the latest chunk from U2 ex-
ceeds the length difference of k for the T2T model,
we need to let the T2T model decode for several

steps instead of using the read action outputs by
T2T model to read more audio frames, this will
significantly increase the latency. Therefore, we
introduce a flag e, representing whether the T2T
model finishes its decoding process for all newly
input tokens from current chunk. Algorithm 1 and
Figure 1 describes the detailed process.

2.5 End-to-end Speech to Text Model

Besides the cascade system, we also explored the
end-to-end (E2E) system. A key disadvantage to
train an E2E system comes from the lack of large
scale speech translation corpora. Therefore, we
use the pre-trained MT model (trained on WMT21
News corpora) to create the knowledge distilled
data (Kim and Rush, 2016) by translating all ASR
corpora into required language, which significantly
increases the scale of the training set.

There are two reasons that we use an offline MT
model instead of our T2T model to generate the
KD data. 1) the T2T model has lower performance
compared to the offline model which may further
limit the performance upper bound of the student
model. 2) Decoding with T2T model is quite slower
than the offline MT model.

For the E2E S2T model, we use the Conv-
Transformer (Inaguma et al., 2020) with wait-k
strategy of different k for each language. More
specifically, we adopt similar configurations in
(Ma et al., 2020b), where a pre-decision module is
used to handle the large length gap between speech
frames and target sentence, so that the wait-k al-
gorithm can work properly with enough source
information. Here we use the fixed pre-decision
policy by pooling frames into a summarized feature
vector for the wait-k decision every fixed number
of frames (7 frames for all three models in our
experiments).

During the evaluation with SimulEval, we found
that E2E S2T model can easily predict the "</s>"
when there is a silence interval in the speech. Al-
though fed with more source inputs or applied with
EOS penalty, the model is still incapable of trans-
lating samples into multiple sentences.

We suspect that the model is only trained on
properly segmented utterances containing scarce
samples with more than one sentence, but evalu-
ated on samples with multiple sentences. This often
causes the agent to send an incomplete translation
to the server. To this end, we design a simple but
efficient sentence breaking strategy to prevent the
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Figure 1: This figure presents an example of decoding with our cascade system, in which the the chunk size of U2 is
set equivalent to 2s, the k for the wait-k T2T is set to 3. We plot the timeline of the real wall time and the speech
time for a more cleared description. To present the collaboration of two models, we assume that decoding with U2
needs no time but decoding with wait-k T2T requires 0.5s per token.

agent from early stopping. In detail, when the de-
coder predict "</s>" as the next token, we check
if the agent finishes reading source inputs. If it
does, the "</s>" is the true ending of the speech,
otherwise, it will be used as an ending of the sub-
sentence, meaning that the "</s>" won’t be sent
back to the server, and the agent should keep trans-
lating until the entire speech is processed. The
ending of a sub-sentence will also be used to clean
the source input buffer and target context buffer,
which means each sub-sentence is translated inde-
pendently by the agent. We find this approach may
in some extent introduce more latency since for
each sub-sentence, the agent needs re-wait-k steps
to start the generation, however, it is quite helpful
to improve the performance on samples that might
be mis-segmented with the original approach.

2.6 Domain Controlled Generation

As mentioned in section 2.1, we combine differ-
ent corpora with different data source to create the
united dataset, in which the domain and text style
can be various. Directly training the model on the
mixture of them can be harmful to the performance
since some of these differences can’t be easily cap-
tured from the speech inputs, so they should be con-
sidered as prior knowledge. Therefore, we reuse

the strategy from our last year’s work (Wang et al.,
2021) by providing a domain tag as a known condi-
tion to control the generation style. This strategy is
used in our E2E S2T model and ASR model. For
the S2T model, we add the domain tag as the first
token input to the decoder. For the ASR model,
since we only use the CTC decoding, domain in-
formation needs to be provided at the encoder side.
Therefore, we first encode the domain tag with the
word embedding layer of the decoder to acquire its
representation vector, then, we perform an element-
wise sum with the down-sampled input features
before feeding to encoder attention layers.

Since the test sets have similar distribution with
MuST-C corpora in previous years, we control the
model to generate MuST-C alike text by using the
domain tag "<MC>" during the inference process.

3 Experiments

We conduct experiments on three types of systems
including T2T, cascade S2T and E2E S2T. All sys-
tems are evaluated on the MuST-C tst-COMMON
dataset for all three languages.

3.1 Setup
We adopt same configuration recipe to our of-
fline submission on the training of the U2 model,
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Language Quality Latency
k BLEU AL AL_CA AP AP_CA DAL DAL_CA

En-De
k=3 24.98 2.66 - 0.66 - 4.14 -
k=6 31.50 5.58 - 0.78 - 6.53 -
k=15 33.38 11.12 - 0.93 - 11.87 -

En-Ja
k=6 8.55 1.74 - 0.67 - 5.70 -
k=10 14.53 6.70 - 0.85 - 8.53 -
k=14 14.26 9.75 - 0.92 - 10.95 -

En-Zh
k=6 22.53 2.93 - 0.71 - 5.40 -
k=10 26.45 6.78 - 0.85 - 8.29 -
k=14 27.54 9.53 - 0.92 - 10.60 -

Table 3: This table shows the results of our T2T models, where AL is computed with number of tokens.

Language Quality Latency
k BLEU AL AL_CA AP AP_CA DAL DAL_CA

En-De
k=3 18.56 1959.58 2672.29 0.79 1.02 2411.61 3186.99
k=6 23.90 2608.47 3490.75 0.87 1.18 3067.46 4110.86
k=15 24.78 4020.55 5116.26 0.96 1.32 4312.52 5582.31

En-Ja
k=6 7.28 2215.07 2555.88 0.80 0.92 2620.34 2852.7
k=10 12.16 2867.81 3262.79 0.92 1.06 3343.08 3675.45
k=14 11.57 3365.65 3764.64 0.95 1.09 3811.56 4142.38

En-Zh
k=6 18.59 2119.71 2468.9 0.83 0.95 2603.03 2837.85
k=10 22.50 2838.8 3207.05 0.92 1.05 3292.46 3573.82
k=14 23.61 3424.94 3780.95 0.95 1.09 3782.05 4065.2

Table 4: This table shows the results of our cascade S2T models, where AL is computed with milliseconds.

where 80 dimensional Mel-Filter bank features
are extracted from raw waveform, and being aug-
mented with speed perturbation (Ko et al., 2015)
and spectral augmentation (Park et al., 2019).
The model is trained with the hyper-parameters
(n(encoder+decoder)_layers = 12 + 3, nheads = 8,
dhidden = 512, dFFN = 2048, nsub sampling=4) for
50 epochs on 8 V100 GPUs. All ASR texts are
tokenized with SPM (Kudo and Richardson, 2018)
with the vocab size set as 20000.

For the T2T model, we train three models with
different k for each language, where k=(3,6,15)
for En-De, k=(6,10,14) for En-Zh, k=(6,10,14) for
En-Ja. All of them are trained for 40 epochs with
similar hyper-parameters (n(encoder+decoder)_layers
= 16 + 4, nheads = 8, dhidden = 512, dFFN = 2048)
while pre-training and 10 epochs for fine-tuning
and self-training. For En-De and En-Ja, we use
SPM for tokenization with vocab size set to 32k,
and subword-nmt for En-Zh with vocab size set to

30k. Note that the vocabularies for T2T models
are different from that for the ASR model, mean-
ing that the outputs of ASR model in the cascade
system need to be re-tokenized for T2T models.

Three S2T models are trained for each lan-
guage with k=7 for En-De, k=14 for En-
Zh and En-Ja. The hyper-parameters are:
(n(encoder+decoder)_layers = 12 + 6, nheads = 8,
dhidden = 512, dFFN = 2048) for all models. We
train them for 50 epochs on the knowledge distilled
dataset.

3.2 Results

T2T Table 3 shows the results of all T2T models,
which are evaluated with the SimulEval with the
oracle English texts as source inputs. We can see
that for all language pairs, a large improvements
can be obtained from low latency to medium la-
tency by increasing k from 3 to 6 (En-De) or from
6 to 10 (En-Zh/Ja), but when increasing the latency
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Language Quality Latency
k BLEU AL AL_CA AP AP_CA DAL DAL_CA

En-De k=7 22.13 2374.54 2831.08 0.86 0.99 2523.52 2990
En-Ja k=14 12.82 1848.46 2369.75 0.94 1.09 3374.76 3796.14
En-Zh k=14 20.38 1753.37 2240.23 0.94 1.09 3341.84 3762.65

Table 5: This table shows the results of our end-to-end S2T models, where AL is computed with milliseconds.

from medium to high, the profit is not that signifi-
cant, demonstrating that the upper bound of wait-k
models can be easily reached even with larger k.

Cascade S2T Table 4 presents result of our cas-
cade S2T models, evaluated with the SimulEval by
using utterance speech as inputs. Compared with
the oracle inputs of T2T model, the performance
of cascade S2T models often degrades 2-4 BLEU
points when using the same T2T model due to the
error propagation comes from the ASR model. We
also find that the latency of our cascade systems
are quite large although with relatively low k value.
This can be explained from the example in Figure
1 where the wait-k model has to wait until the U2
reads 4 times and completes the decoding of chunk
2 (output 3 tokens), since the wait-k model can
only decode when the the length difference satis-
fies the criteria of k. Unfortunately, this eventually
increases the delay of y1 and y2 when computing
the AL.

End-to-end S2T Table 5 are results from our
E2E S2T models. Compared with cascade S2T
models, the latency of E2E models can be better
controlled since the latency offset caused by the
collaboration of the ASR and T2T in the cascade
system is not necessarily existed in the E2E model.
Surprisingly, the performances of E2E models are
also competitive to cascade systems, demonstrating
that training the model on KD corpora is quite
effective.

3.3 Ablation Study

To further explore the effect of fine-tuning and self-
training on our T2T models, we present our exper-
imental results on MuST-C tst-COMMON evalu-
ated for the T2T task as described in Table 6. For
all language pairs, in-domain fine-tuning brings 2+
BLEU points and self-training brings additional 1+
points.

Approach En-De En-Ja En-Zh

Pre-training 29.21 11.21 23.14
+Fine-tuning 32.05 13.08 25.73
+Self-Training 33.38 14.26 27.54

Table 6: This table presents the improvements coming
from applying each strategy during the training of T2T
models. We only present results of models with k=15
for En-De, k=14 for En-Ja and En-Zh.

4 Conclusion

In this paper, we report our work in the IWSLT-
2022 simultaneous speech translation evaluation.
We explored 4 solutions with a cascade and end-to-
end system on two sub-tracks and three language
directions: 1) We evaluated the method of train-
ing a streaming ASR model U2 on the large scale
mixed training corpora and inference with the do-
main controlled generation. 2) We explored the op-
timization of wait-k T2T models with self-training,
and obtained positive results. 3) We tried to build
a cascade S2T system by integrating the stream-
ing ASR model with the wait-k T2T model, and
compared it with our end-to-end approach. 4) We
trained our end-to-end S2T model with knowledge
distillation and found it to be competitive to our
cascade approach.

In our future works, we will investigate more in
terms of simultaneous strategies, efficient using of
pretrained models, as well as better training schema
with limited ST dataset.
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Abstract

This work describes the participation of the
MLLP-VRAIN research group in the two
shared tasks of the IWSLT 2022 confer-
ence: Simultaneous Speech Translation and
Speech-to-Speech Translation. We present our
streaming-ready ASR, MT and TTS systems
for Speech Translation and Synthesis from En-
glish into German. Our submission combines
these systems by means of a cascade approach
paying special attention to data preparation
and decoding for streaming inference.

1 Introduction

In this paper we describe the participation of the
MLLP-VRAIN research group in the shared tasks
of the 19th International Conference on Spoken
Language Translation (IWSLT). We participated in
two shared tasks: the Simultaneous Speech Trans-
lation and the (offline) Speech-to-Speech Transla-
tion tasks. The translation pair for both tasks was
English to German. Our submission follows the
cascade approach, with individual ASR, MT and
TTS components. We use common ASR and MT
models for both tasks, with additional latency re-
strictions for the Simultaneous task. In short, for
the Simultaneous S2T task our system comprises a
one-pass decoder ASR system based on the HMM-
DNN approach with a chunk-based BLSTM AM
combined with a Transformer LM, followed by a
multi-k Transformer-based MT system. Regard-
ing the S2S translation task, the aforementioned
systems are followed by a non-autoregressive
Conformer-based text-to-spectogram module, end-
ing with a multi-band UnivNet neural vocoder to
convert from the spectogram to the final audio
wave.

This paper is structured as follows. Section 2
describes our participation in the Simultaneous
Speech Translation (ST) task: the architecture and
design decisions of the ASR and MT components
in our cascade system, and the evaluation of the

individual components as well as the speech trans-
lation system as a whole. Section 3 describes our
participation in the Speech-to-Speech (S2S) Trans-
lation task, paying special attention to the speaker-
adaptive TTS system specifically developed for this
task. Our conclusions for the shared task are drawn
in Section 4.

2 Simultaneous Speech Translation

2.1 ASR System Description

The acoustic model (AM) was trained using 3649
hours from resources listed in Table 4 in Ap-
pendix A. The evaluation sets were those provided
with MuST-C v2.0: tst-HE, tst-COMMON and
dev, for the English-German language pair. To
train the AM we follow our training recipe for the
DNN-HMM model, thoroughly described in Jorge
et al. (2022). After this training pipeline we end up
with a BLSTM network with 8 bidirectional hidden
layers and 512 LSTM cells per layer and direc-
tion, with 10861 output labels (sub-phonetic units),
trained with TensorFlow (Abadi et al., 2015). Dur-
ing inference, to enable streaming recognition, we
perform a chunking-based processing of the input
to carry out both feature normalization and feature
scoring, as also described in Jorge et al. (2022).

Regarding the language model (LM), we trained
a count-based model (n-gram) and a neural-based
model (Transformer LM, TLM). For the former,
we trained a 4-gram LM with KenLM (Heafield,
2011) using 1.3G sentences and 17G of running
words (see Table 5 in Appendix A for a complete
list of resources). For the latter, in order to alle-
viate the training time for this neural model, we
selected a subset with the WIT3, MuST-C, and a
random sample from the rest of the data up to 1G
words. This TLM was trained using an adapted ver-
sion of the FairSeq toolkit (Ott et al., 2019). The
architecture is based on a 24-layer network with
768 units per layer, 4096-unit feed-forward neural
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network, 12 attention heads, and an embedding of
768 dimensions. These models were trained until
convergence with batches limited to 512 tokens.
Parameters were updated every 32 batches. During
inference, Variance Regularization was applied to
speed up the computation of TLM scores (Baquero-
Arnal et al., 2020). Regarding the selected vocabu-
lary, it comprises 300K words, with an OOV rate
of about 0.3% on the selected dev sets. Lastly, we
combined these acoustic and language models to
perform a one-pass streaming recognition with our
internal decoder implemented in TLK (del Agua
et al., 2014).

2.2 MT System Description
The MT system must be ready to translate unpunc-
tuated, lowercase ASR transcriptions. To prepare
the MT system for this, the source side of the train-
ing data is pre-processed using the same approach
as that applied to the LM training data (Iranzo-
Sánchez et al., 2020a). Subword segmentation is
based on the SentencePiece described in Kudo and
Richardson (2018). Internally, 40k BPE operations
are used, jointly learned on the source and target
data, and the white-space sentence word separator
symbol is used as a suffix to ease the decoding.

Most of our efforts this year have been focused
on data preparation, selection and filtering. We
have considered the following setups for training
our models:

• Baseline data setup: For this configuration,
we use all of the WMT20 news translation
task data (Barrault et al., 2020), Europarl-
ST (Iranzo-Sánchez et al., 2020b), MuST-C
v2 (Di Gangi et al., 2019) and the TED cor-
pus (Cettolo et al., 2012a), for a total of 48M
sentence pairs used for training.

• WMT21: We use WMT21 news translation
task (Akhbardeh et al., 2021) data instead of
WMT20, for a total of 97M sentence pairs
used for training.

• OpenSubtitles: Add the OpenSubtitles
2018 (Lison and Tiedemann, 2016) to the
training data. This adds an additional 22M
sentence pairs to the training data.

• Bicleaner: We use the Bicleaner and Bifixer
tools (Ramírez-Sánchez et al., 2020) to filter
the training data. We use the v1.4 pre-trained
model published by the Bitextor team to score

the sentences, and we do not run the LM com-
ponent during filtering. We filter the sentences
using two values for the filtering threshold, 0.3
and 0.5, so sentences with a score lower than
the threshold are discarded before training.

• Clean ups.: In order to increase the propor-
tion of clean data used by the model during
training, we take those parallel corpora that
contain document-level information (TED,
news-commentary, Wikititles, rapid, Europarl,
Europarl-ST and MuST-C), and upsample
them by a factor of 5. Our expectation is that
corpora which contain entire documents can
be more reliable that sentence pairs extracted
from other sources.

• [ASR]-half : Using this configuration, we
prepend a new special token [ASR] to the
source text sequence to be translated during
inference. Additionally, during training, only
half of the data is pre-processed following the
ASR recipe, and we append the special [ASR]
tag to it. The other half of the data keeps
its original casing and punctuation. Ideally,
this would allow the model to learn how to
translate ASR output, while at the same time
having access to some information about cap-
italization and casing during training. This
setup is inspired in Zhao et al. (2021), but
the authors used a different pre-processing
schema.

All our models are based on the Transformer
BIG architecture (Vaswani et al., 2017). We use
the Adam optimizer, learning rate 5e-4 with an
inverse square root decay, and train for a total of 1M
batches of 16k tokens each. After training finishes,
we carry out domain adaptation by finetuning on
the MuST-C train data for 5000 updates or until the
dev perplexity stops improving.

For training simultaneous MT models, we use
the multi-k approach (Elbayad et al., 2020), be-
cause it achieves competitive results while at the
same time provides us with the flexibility of ad-
justing the latency at inference time. By default, a
random k is used for each batch, sampled between
1 and the length of the longest sentence included in
the batch. We also tried training with a smaller k
upper bound to check whether the quality improves
in low-latency scenarios.

During decoding, we use beam search with a
beam size of 6 for the offline model, whereas we
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Table 1: PPL and WER figures for the dev and tst-
HE/CO(MMON) sets with 4-gram model and TLM.

dev tst-HE tst-CO

PPL
4-gram 117 117 106
TLM 54 54 55

WER
4-gram 7.8 7.2 9.5
TLM 5.8 5.3 7.3

use speculative beam-search (Zheng et al., 2019)
with a beam size of 4 for simultaneous models.
Higher beam values significantly increased decod-
ing costs for a negligible increase in quality. In
order to speed-up decoding, we first compute how
many w words we need to generate based on the
wait-k policy. Then, we carry out speculative beam-
search by generating hypothesis with a maximum
length of w · a + b + 1 subwords, where a and
b are two hyperparameters optimized on the dev
set. If this first search does not generate the w
words we need, we carry out a second search with
a maximum hypothesis length of 150 subwords.

2.3 ASR System Evaluation
First, we carried out a comparative evaluation in
terms of perplexity (PPL) and Word Error Rate
(WER) between the 4-gram model and the TLM
on the MuST-C.v2 dev set dev and the test sets,
tst-HE and tst-COMMON. Table 1 shows PPL and
WER figures on dev and test sets having validated
and fine-tuned hyperparameters on the dev set. It
is worth noting how roughly halving perplexity
involves a consistent WER reduction of about 23-
25%.

Next, with the best setup from the previous ex-
periment (using TLM) we performed another set
of evaluations to explore the impact of the size of
the window for the acoustic look-ahead context on
WER. For this comparison, we considered values
of 250, 500, 1000, and 1500 ms of future context
for the chunk-based BLSTM. Table 2 illustrates
the resulting WER when the look-ahead context
is modified. As expected, providing more future
context allows the model to deliver more accurate
scores, reducing the WER. Indeed, increasing this
context results in a WER reduction of about 20%
the cost of increasing the latency from 250 to 1000
ms.

2.4 MT System Evaluation
As in the ASR system, we also use the MuST-C.v2
dev set in order to validate and fine-tune hyperpa-

Table 2: WER figures varying the window size (in ms)
of the look-ahead context of the chunk-based BLSTM.

look-ahead window 250 500 1000 1500
dev 6.9 5.8 5.6 5.6
tst-HE 6.6 5.3 5.1 5.0
tst-COMMON 9.3 7.3 7.0 7.1

rameters. Additionally, we report results on the
MuST-C.v2 tst-COMMON set, as well as on the
IWSLT 2015 and 2018 test sets, using the BLEU
score (Papineni et al., 2002).

Table 3 shows BLEU figures of a conventional
offline system and a range of simultaneous multi-
k systems trained on the data setups described in
Section 2.2. These results correspond to the fine-
tuned models using the in-domain MuST-C data,
which results in a consistent improvement across all
training setup. For the sake of comparison on the
Baseline data setup between the offline and simul-
taneous system, the simultaneous multi-k system
was evaluated when running inference in offline
mode (k = 100). The ranking of training data se-
tups for multi-k systems with k ∈ {1, 3, 6, 15} on
inference time was the same.

As observed in Table 3, the unidirectional en-
coder used for training the multi-k system (system
#2) results in a small quality degradation when
compared with the offline model (system #1), simi-
larly to what was observed in (Iranzo-Sánchez et al.,
2022). Adding OpenSubtitles to the data (system
#3) shows some improvements across the evalua-
tion sets. The use of the [ASR]-half pre-processing
scheme (system 4) shows a promising 1.7 BLEU
increase on MuST-C tst-COMMON, but it does
not convey to other evaluation sets. Other tentative
configurations using the [ASR]-half approach did
not improve over non-[ASR]-half results.

With regards to systems using WMT21 data (sys-
tems #5-7), it is surprising to see that the additional
data does not seem to improve results across the
board, even if we use filtering, when compared to
the baseline data configuration. Additional experi-
ments are needed on this regard, but a possible ex-
planation is that the smaller baseline dataset is more
in-domain than the larger WMT21 set, perhaps due
to the speech corpora being a bigger portion of the
training data.

Based on our intuition behind the results pro-
vided by systems #5-7, we ran an additional experi-
ment combining the WMT21 with data upsampling
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Table 3: BLEU scores of offline and multi-k MT systems for different training data setups on MuST-C.v2 dev and
tst-CO(MMON), and IWSLT 2015 and 2018 test sets.

# System dev tst-CO tst2015 tst2018
1 Offline Baseline 33.0 33.8 33.4 31.6
2 Multi-k Baseline 32.2 32.8 32.3 30.7
3 + OpenSubtitles 32.3 33.3 33.2 30.7
4 + [ASR]-half 31.4 34.5 30.4 28.8
5 + WMT21 31.9 32.6 32.5 30.2
6 + Bicleaner (tr=0.3) 31.7 32.6 32.5 31.0
7 + Bicleaner (tr=0.5) 31.8 32.3 32.8 30.9
8 + Clean ups. & OpenSubtitles 32.2 32.9 32.6 31.1

and the OpenSubtitles2018 corpora (system #8, see
Section 2.2). This configuration obtained better
results than systems #4-7, and even outperformed
system #2 on tst2018. Based on the results on the
dev set, we selected systems #3 and #8 for further
experimentation.

The default implementation of the multi-k sys-
tem samples a random k each batch, with a maxi-
mum k value of the longest sentence in the batch.
In our case, we discard before training all sentences
longer than 100 words. This means that the model
trains across multiple latency regimes, and in some
batches is actually training with the same restric-
tions as an offline model. Thus, it might be bene-
ficial to train with a smaller upper value of k, in
order to encourage better translation quality for
low-latency regimes. We trained a new system
#3 with a maximum k of 20 subwords and study
its trade-off between latency measured as Average
Lagging (AL) (Ma et al., 2019) and BLEU com-
pared with the conventional system #3 (maximum
k=100) in Figure 1. As shown, no performance
improvement at low latency when training with a
smaller k threshold is observed, and therefore we
decided not to use the multi-k system trained with
maximum k = 20.

2.5 Simultaneous S2T System Evaluation

Based on the previously described ASR and MT
systems, we now move into optimizing the decod-
ing hyper-parameters of the joint cascade system.
For the ASR component, we optimized the prun-
ing parameters, that is, the grammar scale factor,
the beam and the number of active hypotheses at
both sub-phonetic and word level, as well as the
recombination limit and the look-ahead acoustic
context. As described before all experiments were
carried out using the TLM model, since no differ-
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Figure 1: BLEU versus AL for maximum values of k ∈
{20, 100} for multi-k system #3 measured on MuST-
C.v2 tst-COMMON.

ences on computational AL were found between
both language models. For the MT component, we
optimized the inference time k, and the a and b
hyperparameters of the speculative beam search.

The goal is to obtain the best hyperparameter
combination that satisfies the AL thresholds de-
fined in the simultaneous task, 1000, 2000, and
4000. Our cascade systems operates approximately
at Real-Time Factor of 0.5, so we first run a wide
hyperparameter sweep using tst-HE, which is a
smaller dataset than tst-COMMON. The results are
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shown in Figure 2.
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Figure 2: BLEU vs AL for different hyperparame-
ter configurations of our simultaneous ST system mea-
sured on MuST-C.v2 tst-HE.

It can be observed how the choice of hyperpa-
rameters is critical in order to maximize the quality
of the system, as there are differences of up to 4
BLEU points between systems that have the same
latency. We found it significantly hard to obtain a
system with AL≤ 1000, as our ASR decoder with
a TLM takes a long time to consolidate hypothesis.
We came up with a strategy in order to be able to
submit a low-latency system, so that every time
a new transcribed word is consolidated, we also
send the unconsolidated part of the top scoring hy-
pothesis to the MT system. Using this strategy, our
hope is that if the unconsolidated hypothesis do not
show a lot of variation, the latency of the cascade
system can be significantly reduced in exchange
for a small degradation of translation quality. We
tested this strategy as well as our best performing
systems (#3 and #8) on tst-COMMON, and report
BLEU versus AL in Figure 3.

Figure 3 shows how we were able to stay below
the AL= 1000 threshold thanks to using the ASR
unconsolidated hypothesis. Based on these results,
our final submission to the shared task are shown in
Figure 3 as filled points, with system #8 submitted
as System 1, Primary, and system #3 submitted as
System 2, Contrastive.
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Figure 3: BLEU vs AL for different configurations of
simultaneous ST systems measured on MuST-C.v2 tst-
COMMON. Filled points were included in our submis-
sion to the shared task.

3 Speech-to-Speech Translation

In this section we describe our submission to the
Speech-to-Speech translation track, in which we
include a speaker-adaptive TTS module to our pre-
viously described cascaded Speech Translation sys-
tem. Thus, we reuse the ASR and MT models de-
veloped for the Simultaneous Speech Translation
task, though imposing a less restrictive pruning
setup. This involves, in brief, more look-ahead
context and a wider search space for the ASR sys-
tem described in Section 2.1, and using the offline
MT system instead of the simultaneous multi-k MT
system referred to in Section 2.2. Therefore, the
remaining of this section will describe the addi-
tional TTS module included to carry out the final
text-to-audio conversion of the S2S pipeline.

3.1 TTS System Description

In the context of the S2S translation task, for many
applications the TTS module should not only be
able to produce high quality natural sounding syn-
thetic speech in a predefined set of voices, but ide-
ally also be capable of mimicking the voice char-
acteristics of the original speaker in the target lan-
guage (e.g. male or female). To that end, our
proposed TTS model follows the transfer learning
approach to zero-shot speaker adaptation or multi-
speaker TTS (Doddipatla et al., 2017; Jia et al.,
2018; Cooper et al., 2020; Casanova et al., 2021),
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where an auxiliary speaker encoder model trained
on a speaker classification task is leveraged to com-
pute speaker embeddings from reference utterances
both during training and inference.

Our speaker encoder model follows the modi-
fied ResNet-34 residual network architecture (He
et al., 2016) from Chung et al. (2018), which is be-
ing widely used for speaker recognition tasks with
excellent results (Xie et al., 2019; Chung et al.,
2020b). However, similar to Chung et al. (2020a)
we halve the number of filters in each residual block
with respect to the original ResNet-34 architecture
to reduce computational costs and avoid over-fitting
when trained on relatively small datasets. The
model is trained on a speaker classification task
on the TED-LIUM v3 dataset (Hernandez et al.,
2018), which contains 452 hours of transcribed
speech data from 2351 TED conference talks given
by 2028 unique speakers. To reduce class imbal-
ance, we limit the number of audio segments per
speaker to 50. We trim leading and trailing si-
lence, apply a pre-emphasis filter with a coefficient
of 0.97 and extract 64-dim log-mel spectrograms
from training samples. During training, we also
perform on-the-fly audio data augmentation such
as randomly adding Gaussian noise, reverberations,
dynamic range compression and frequency mask-
ing in order to help generalization to different audio
recording conditions. Mean and variance normal-
ization is performed by adding an instance normal-
ization layer to the spectrogram inputs. The model
is trained to minimize the Angular Prototypical
loss (Chung et al., 2020b), in which we set M = 2
where M is the number of samples per speaker in
each mini-batch. We use the Adam optimizer with
a fixed learning rate of 0.0005 and train the model
for 100K steps using a mini-batch size of 300 sam-
ples (150 different speakers), each comprising 2.5
seconds.

Our TTS model follows the two-stage approach
to end-to-end neural text-to-speech. It is comprised
of a non-autoregressive Conformer-based text-to-
spectrogram network and a spectrogram-to-wave
multi-band UnivNet (Jang et al., 2021; Yang et al.,
2020) neural vocoder. We extract phoneme dura-
tions by means of a forced-aligner auto-encoder
model trained on the same data as in de Martos
et al. (2021). The Conformer encoder and decoder
blocks follow the modifications proposed in Liu
et al. (2021). First, the Swish activation function
is replaced with ReLU for better generalization,

particularly on long sentences. Second, the depth-
wise convolution is placed before the self-attention
module for faster convergence. Finally, the lin-
ear layers in feed-forward modules are replaced by
convolution layers.

Figure 4: Speaker-adaptive Conformer text-to-
spectrogram network architecture.

Figure 4 depicts the speaker-adaptive text-to-
spectrogram network architecture. The encoder and
decoder modules consist of 6 Conformer blocks
with attention dimension 384 and a kernel size of
1536 for convolutional feed-forward modules. The
speaker encoder model is used to extract 256-dim
speaker embeddings which are linearly projected
and added to the encoder hidden states. The vari-
ance adaptor modules (duration, pitch and energy
predictors) follow the convolutional architecture
in Ren et al. (2021) with 2, 5 and 2 layers, respec-
tively. The pitch prediction is done similarly as
in Łańcucki (2020), where frame-wise F0 values
are first converted to the logarithmic domain and
averaged over every input symbol using phoneme
durations. Then, predicted (ground truth during
training) phoneme-level pitch values are projected
and added to the encoder hidden states by means
of a 1-D convolution.

The text-to-spectrogram model is trained on
the LibriVoxDeEn dataset (Beilharz et al., 2020),
comprising 547 hours (487 hours after silence
trimming) of sentence-aligned audios from Ger-
man audio books. We down-sample all audios
to 16kHz and compute 100-bin log-mel spectro-
grams with Hann windowing, 50ms window length,
12.5ms hop size and 1024 point Fourier transform.
Phoneme sequences are extracted from normal-

260



ized text transcriptions using the eSpeak NG1 tool.
Frame-wise pitch (F0) values are estimated using
the WORLD vocoder toolkit (MORISE et al., 2016;
Morise et al., 2009). The model is optimized to
minimize a combination of the `1 loss and the
SSIM (Structural SIMilarity index measure) (Wang
et al., 2004) between reference and predicted spec-
trograms. Additionally, auxiliary `1 losses are used
also for the duration, pitch and energy variance pre-
diction modules between reference and predicted
values. An auxiliary `1 loss between standard devi-
ation values of target and predicted pitch contours
(F0 values) is used to encourage the pitch predic-
tor produce less flattened prosody as the result of
training on a huge variety of speakers. We train the
model using the Adam optimizer for 500K steps
on a NVIDIA RTX 3090 GPU with a batch size of
12 and a learning rate of 0.0001 with a linear ramp
up for the first 5000 steps.

Finally, a 4-band UnivNet vocoder is trained to
generate 24kHz audios from 16kHz spectrograms.
UnivNet is a recent GAN-based vocoder that has
been shown to produce high quality speech of com-
parable quality to best performing GAN vocoders
such as HiFi-GAN (Su et al., 2020) while bring-
ing an improved inference speed of about 1.5×.
The model is trained on the LibriVoxDeEn 16kHz
ground truth spectrograms and 22kHz original au-
dios (up-sampled to 24kHz for simplicity) with
a batch size of 64 distributed along 4 GPUs for
1M steps. Then, the text-to-spectrogram model is
used to compute ground truth aligned spectrograms
using reference phoneme durations, pitch and en-
ergy values, and the vocoder model is fine-tuned on
the predicted spectrograms for an additional 100K
steps.

4 Conclusions

The MLLP-VRAIN research group has partici-
pated in the Simultaneous Speech Translation and
Speech-to-Speech Translation tasks using our state-
of-the art streaming-ready cascade systems. Under
the cascade approach, each individual component
has been described and evaluated, as well as the
joint cascade system.

The results show that the cascade approach re-
mains a flexible and powerful solution for ST tasks,
yet at the same time there is a great deal of hyper-
parameter optimization that needs to be carried out
in order to properly integrate the different compo-

1http://espeak.sourceforge.net

nents. The use of unconsolidated ASR hypothe-
sis has enabled very low-latency translation in ex-
change for a small decrease in quality. In terms of
future work, we would like to further study the use
of partial hypothesis by the MT system and other
downstream components, as a means of improving
the quality-latency tradeoff.
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A Appendix: ASR resources

Table 4: Transcribed speech resources, with the sets
used and total hours per set and globally. (tr=train,
d=dev, t=test, v=val, do/to=dev-other/test-other)

Set Hours
CommonVoice 6.1
(Mozilla, 2022) (v) 1668.0
Librispeech(tr+do+to)
(Panayotov et al., 2015) 970.1
MuST-C v2.0(tr en-{de,ja,zh})
(Di Gangi et al., 2019) 608.2
How2
(Sanabria et al., 2018)(tr+v+d) 304.5
Europarl-ST v1.1 (tr+d+t)
(Iranzo-Sánchez et al., 2020b) 98.7
Total 3649.6

Table 5: Text resources used to train the ngram LM.

Set Sent (K) Words (M)
News discussions 635117.8 8317.1
News crawl (new) 274930.0 6029.9
Open Subs 18
(Lison and Tiedemann, 2016) 439507.3 2429.2
WikiMatrix v1
(Schwenk et al., 2021) 19422.8 2107.5
UN Parallel Corpus V1.0
(Ziemski et al., 2016) 14517.5 308.4
Europarl v10
(Koehn, 2005) 2317.3 56.3
News Commentary
(Tiedemann, 2012) v1 646.8 14.1
LibriSpeech 287.0 9.5
CommonVoice 6.1 613.5 6.3
MuST-C v2.0 389.3 6.3
How2 191.6 3.4
Europarl-ST v1.1 36.0 0.9
WIT3
(Cettolo et al., 2012b) 14.6 0.2
Total 1387991.6 17522.1
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Abstract

This paper describes the submissions of the
UPC Machine Translation group to the IWSLT
2022 Offline Speech Translation and Speech-
to-Speech Translation tracks. The offline task
involves translating English speech to German,
Japanese and Chinese text. Our Speech Trans-
lation systems are trained end-to-end and are
based on large pretrained speech and text mod-
els. We use an efficient fine-tuning technique
that trains only specific layers of our system,
and explore the use of adapter modules for
the non-trainable layers. We further inves-
tigate the suitability of different speech en-
coders (wav2vec 2.0, HuBERT) for our mod-
els and the impact of knowledge distillation
from the Machine Translation model that we
use for the decoder (mBART). For segment-
ing the IWSLT test sets we fine-tune a pre-
trained audio segmentation model and achieve
improvements of 5 BLEU compared to the
given segmentation. Our best single model uses
HuBERT and parallel adapters and achieves
29.42 BLEU at English-German MuST-C tst-
COMMON and 26.77 at IWSLT 2020 test. By
ensembling many models, we further increase
translation quality to 30.83 BLEU and 27.78
accordingly. Furthermore, our submission for
English-Japanese achieves 15.85 and English-
Chinese obtains 25.63 BLEU on the MuST-C
tst-COMMON sets. Finally, we extend our
system to perform English-German Speech-to-
Speech Translation with a pretrained Text-to-
Speech model.

1 Introduction

In the last few years, end-to-end (or direct) Speech
Translation (ST) models have gained popularity
in the research community. These systems differ
from the classical cascade ones in their architec-
ture, where instead of concatenating an Automatic
Speech Recognition (ASR) model and a Machine
Translation (MT) system, they directly translate

∗Equal contribution

speech into the target language without an inter-
mediate transcription. This approach solves some
limitations of cascade ST systems, like error propa-
gation and slow inference times. But on the other
hand, such approaches require more data to be com-
petitive, which are not as abundant as ASR and MT
data (Sperber and Paulik, 2020). However, the
performance gap between the two approaches has
become very small in the last years (Bentivogli
et al., 2021), with end-to-end approaches having
the best performances for the IWSLT 2020 test set
in the last two evaluation campaigns (Ansari et al.,
2020; Anastasopoulos et al., 2021).

Following this research trend, we participate in
the Offline Speech Translation task of IWSLT 2022
(Anastasopoulos et al., 2022) with end-to-end sys-
tems that are built on top of our last year’s sub-
mission (Gállego et al., 2021). The approach we
follow is to leverage large pretrained speech and
text models, in order to reduce the required amount
of data usually needed to train competitive end-to-
end ST systems (§2.1). As a speech encoder, we
consider wav2vec 2.0 (Baevski et al., 2020) and
HuBERT (Hsu et al., 2021), both already fine-tuned
on English ASR data. As a text decoder, we use an
mBART50 (Tang et al., 2020) fine-tuned on mul-
tilingual MT (one-to-many). These two modules
are coupled with a length adaptor block, that re-
duces the length discrepancy. Although powerful,
combining these modules results in a substantially
large system, that is hard to train on normal hard-
ware, given its computational and memory require-
ments. We thus follow a minimalistic fine-tuning
strategy Li et al. (2021), which trains only specific
modules in the network (§2.2). In addition, we ex-
tend this approach by adding parallel adapters (He
et al., 2022) to the frozen layers (§2.3). We also
explore the use of knowledge distillation (Hinton
et al., 2015) from MT (Liu et al., 2019; Gaido et al.,
2020) with mBART as the teacher (§2.4). Finally,
we use SHAS (Tsiamas et al., 2022) to approximate
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the optimal segmentation for the IWSLT test sets
(§5).

In summary, our contributions with this work are:
(1) We perform a comparison of wav2vec 2.0 and
HuBERT for building an ST model. (2) We extend
the fine-tuning strategy proposed by Li et al. (2021)
with parallel adapters. (3) We study the effect of
Knowledge Distillation for ST, in the context of
pre-trained models.

2 Methodology

In this section, we describe the main parts of
the proposed system 1, along with our approach
for knowledge distillation and the Text-to-Speech
model.

2.1 Pretrained modules

Our system is initialized with two pretrained mod-
els, an ASR encoder and an MT decoder. These
two components were originally trained with self-
supervised learning (SSL) strategies, and then fine-
tuned with supervised learning on the ASR and MT
tasks, respectively. Following, we describe these
models, and we give details on how we couple them
to build an ST system.

Speech Encoders We experiment with two dif-
ferent pretrained speech encoders: wav2vec 2.0
(Baevski et al., 2020) and HuBERT (Hsu et al.,
2021). Thanks to the SSL pretraining, these mod-
els can achieve very competitive results with only
a few labelled data points. Both speech encoders
are based on the same architecture. The first block
consists of a stack of seven 1D convolutional lay-
ers, which extract features from the raw waveform
input. Next, a Transformer encoder (Vaswani et al.,
2017) further processes these features, and extracts
contextualized representations. The main differ-
ence between these two speech encoders lies on
the pretraining strategy they follow. On the one
hand, wav2vec 2.0 is pretrained to identify the true
speech representation from a masked time step, by
solving a contrastive task on quantized represen-
tations. On the other hand, HuBERT predicts the
masked time steps by computing the loss against
pseudo-labels, which are obtained from an iterative
offline clustering.

Text Decoder We use the decoder of mBART
to initialize the decoder of our system (Liu et al.,
2020). Similarly to the speech encoders, mBART is
also pretrained with SSL and then fine-tuned for a

downstream task. It follows the same strategy used
to pretrain BART (Lewis et al., 2020), but in this
case, the model is trained with multilingual data.
Concretely, it is trained as a denoising autoencoder,
with the objective of reconstructing the original
text input, which has been intentionally corrupted.
After pre-training, mBART can be fine-tuned with
supervised data on the (multilingual) MT task.

Length Adaptor To build our system, we com-
bine two components that were designed for differ-
ent modalities. Hence, there is a length discrepancy
between the actual encoder representations and the
ones expected by the decoder. To reduce this gap,
we introduce a simple module to shorten the se-
quence length of the encoder outputs (Li et al.,
2021). The length adaptor is a stack of convolu-
tional layers that reduces the sequence length by 8,
thus achieving a better coupling of the two main
blocks.

2.2 LNA Fine-tuning

The LayerNorm and Attention (LNA) fine-tuning
strategy consists of just training some specific lay-
ers in an ST system initialized by pretrained speech
and text models. By avoiding a full fine-tuning, it
is feasible to train the combination of these mas-
sive pretrained components in a time and memory
efficient way. Specifically, we use the version of
this strategy that fine-tunes the layer normalization,
the encoder self-attention and the decoder cross-
attention layers. LNA fine-tuning approaches the
results of a full fine-tuning, while training just the
20% of the total parameters (Li et al., 2021).

2.3 Parallel Adapters

Although LNA fine-tuning has been shown to yield
very competitive results, it almost entirely neglects
the feed-forward blocks in the Transformer, where
lie most of the parameters of every layer. Re-
cent studies have unveiled the contribution of these
blocks in promoting concepts in the vocabulary
space (Geva et al., 2022). Hence, totally freezing
them could hinder the performance of the system
in a new domain. Instead of fine-tuning the pa-
rameters of a layer, another popular approach is to
use adapters (Houlsby et al., 2019; Le et al., 2021)
to approximate its output. An adapter module is
a feed-forward network with a bottleneck dimen-
sion and ReLU activation. In this research, we use
adapters to compliment the LNA fine-tuning tech-
nique (§2.2) by adding adapters to the (frozen) feed-

266



Figure 1: System overview. Fire indicates that a block is fine-tuned, and snowflake that it is frozen.

forward layers of the transformer layers. We also
add them to the (frozen) decoder self-attention lay-
ers, since the number of extra parameters are negli-
gible. Following He et al. (2022), we used adapters
with a scaled parallel insertion form, which was
found to provide higher performance gains than
with a sequential insertion.

2.4 Knowledge Distillation

Apart from efficient fine-tuning methods, we ex-
perimented with using knowledge distillation (KD)
(Hinton et al., 2015), which has been successfully
applied for training an end-to-end ST model (stu-
dent) (Liu et al., 2019; Gaido et al., 2020), by trans-
ferring knowledge from a pretrained MT model
(teacher). The effectiveness of KD stems from the
fact that the MT task is less complex than the ST
task, and thus the student can benefit from learning
the teacher distribution. In this work, we are using
word-level KD, where the output probabilities of
the MT model act as soft labels for the ST model.
The loss is a weighted sum of the standard Cross
Entropy and the Kullback-Leibler (KL) divergence
between the student and teacher output distribu-
tions. The importance of each term in the loss is
controlled by a hyperparameter λ ∈ (0, 1). Since
we are initializing the decoder of our models with
the mBART decoder, we are also using it as the
teacher for KD. Following (Gaido et al., 2020), we
extract the top-k output probabilities with mBART

offline and thus there is no additional computa-
tional impact during training with KD, while it also
does not affect negatively the learning process (Tan
et al., 2019; Gaido et al., 2020) Due to extracting
only the top-k logits from the teacher, the teacher
distribution tends to be sharper than normal, and
thus we used a temperature T > 1, to soften it.

3 Data

3.1 Datasets

To train our models we used data from three
speech translation datasets, MuST-C v2 (Di Gangi
et al., 2019), Europarl-ST (Iranzo-Sánchez et al.,
2020) and CoVoST-2 (Wang et al., 2020). More
specifically, we used the English-German (en-de),
English-Japanese (en-ja) and English-Chinese (en-
zh) from MuST-C and CoVoST, and the en-de
from Europarl-ST. MuST-C is based on TED talks,
Europarl-ST on the European Parliament proceed-
ings, and CoVoST is derived from the Common
Voice (Ardila et al., 2020) corpus. Since only
MuST-C has in-domain data, we used the dev and
tst-COMMON splits for development and testing,
while from Europarl-ST and CoVoST, we used
their respective dev and test splits as additional
training data. Furthermore, the IWSLT test sets of
2019 and 2020 (Niehues et al., 2019; Ansari et al.,
2020), which do not have ground truth segmenta-
tions, serve as development data for en-de. Finally,
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we submit our predictions for the IWSLT test set
of 2021 (en-de) (Anastasopoulos et al., 2021) and
the test sets of 2022 (en-de, en-ja, en-zh) (Anasta-
sopoulos et al., 2022).

Dataset en-de en-ja en-zh

MuST-C v2 436 526 545
Europarl-ST † 83 - -
CoVoST 2 † 413 413 413

Total 942 939 958

Table 1: Training data measured in hours. †: train, dev
and test splits are considered.

3.2 Data Filtering
We removed examples with duration longer than
25 seconds to avoid memory issues. To ensure
that our training data are of high quality, we ap-
plied two stages of filtering by either modifying the
transcriptions and translations (text filtering) or to
completely removing an example (speech filtering).

Text filtering. We applied this filtering in both
the transcription and translation of each example,
and the process is different for each dataset. For
MuST-C we removed the speaker names, that are
in-audible and usually appear at the beginning of
the sentences when multiple speakers are active in
a talk. We also removed events like "Laughter" and
"Applause" that are not expected to be generated
by our ST systems during evaluation. For Europarl-
ST we converted the number format to match the
one in MuST-C, by using commas as the thousands-
separator in large numbers instead of spaces. No
specific text filtering is applied on the CoVoST
data. Finally, to minimize the differences between
the datasets, we applied punctuation and spacing
normalization with Sacremoses1.

Speech filtering. To identify and remove noisy
examples, that would potentially hurt the perfor-
mance of our models, we applied speech filtering
on all source audios in our training data. We per-
formed ASR inference with a pretrained wav2vec
2.02 using the Transformers library (Wolf et al.,
2020), and removed the examples that had a word
error rate (WER) higher than 0.75. WER was cal-
culated after removing punctuation and multiple

1https://github.com/alvations/
sacremoses

2https://huggingface.co/facebook/
wav2vec2-large-960h-lv60-self

spaces, lower-casing the ground-truth transcrip-
tions and converting numbers from digits to their
spelled-out words format. The average WER per
dataset was 0.141 for MuST-C, 0.175 and 0.152 for
CoVoST, and the speech-filtering process resulted
in removing 1.5% of MuST-C, 1% of Europarl-ST
and 2% of CoVoST.

3.3 Data Augmentation

To enrich and diversify our data, we perform audio
augmentation. This process is done on-the-fly dur-
ing training using WavAugment (Kharitonov et al.,
2021). Each training example has a probability of
0.8 to be augmented, in which case the tempo and
echo effects are applied. Modifying the tempo of
an audio allows our ST models to adapt to speeches
of different speeds, while the echo effect simulates
the echoing that is present in large rooms, where
usually TED talks take place. The tempo augmen-
tation parameter is sampled uniformly in the range
of (0.85, 1.3), while the echo-delay and echo-decay
parameters, which control the echo augmentation,
are sampled from the ranges of (20, 200) and (0.05,
0.2) respectively.

4 Experiments

Here we describe the experiments we carried out
in this work with their implementation details.

4.1 Experimental Setup

LNA-wav2vec. We build on top of our submis-
sion to IWSLT 2021 (Gállego et al., 2021), where
we combined a wav2vec 2.0 encoder, with an
mBART decoder, and the whole system is trained
with the LNA technique. This year, we reproduce
this experiment, with two main differences. First,
we perform a hyperparameter tuning for the learn-
ing rate and use the entire CoVoST dataset (out-of-
domain) instead of sub-sampling it.

LNA-HuBERT. In the next experiment, we ex-
plore the effect that different speech encoders bring
in our system. Thus, we initialize the speech en-
coder of our ST model, with HuBERT.

LNA-Adapters. Last year, we found it to be ben-
eficial, to use an adapter, at the output of the speech
encoder. We expand this idea, and perform an ex-
periment where we instead of using a single adapter,
we use scaled parallel adapters in all frozen sub-
layers of our system. These are the feed-forward
layers of both the encoder and decoder, as well as
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the self-attention layers in the decoder, that are not
part of the LNA fine-tuning.

KD. For the next experiment, we use knowledge
distillation from mBART, where the loss of the
ST model during training is a weighted sum of
the standard cross entropy and the KL divergence
between the MT and ST output distributions. We
also explored the trade-off between the two loss
functions, by tuning the λ parameter that controls
it.

Apart from the aforementioned experiments, we
apply checkpoint averaging, where we average
around the best checkpoint of an experiment (ckpt
AVG). Furthermore, we continue fine-tuning for
few more epochs on only the in-domain data of
MuST-C, while also using smaller data augmen-
tation probability (in-domain FT). Finally, since
the aforementioned experiments have core differ-
ences, we hypothesize that they are diverse enough
to benefit from ensembling. We experiment with
ensemble decoding from various combinations of
our best models (Ensemble).

4.2 Implementation Details

All our models use the same architectures for the
encoder and the decoder. The encoder is either
initialized with wav2vec 2.03 or HuBERT4 and
are composed of a 7-layer convolutional feature
extractor and 24-layer Transformer encoder. Both
were pretrained with 60k hours of untranscribed
speech from Libri-Light (Kahn et al., 2020), and
fine-tuned for ASR with 960 hours of labeled data
from Librispeech (Panayotov et al., 2015). The
wav2vec 2.0 version we use was also fine-tuned
with pseudo-labels (Xu et al., 2020). The decoder is
initialized from mBART5 that has been fine-tuned
for multilingual MT, including English to German,
Japanese and Chinese. Its decoder is a 12-layer
Transformer. The feature extractor of the encoder
has 512 channels, kernel sizes of (10, 3, 3, 3, 3,
2, 2) and strides of (5, 2, 2, 2, 2, 2, 2). Each
layer in the Transformer encoder and decoder has
a dimensionality of 1024, feed-forward dimension
of 4096, 16 heads, ReLU activations, and use pre-

3https://dl.fbaipublicfiles.com/
fairseq/wav2vec/wav2vec2_vox_960h_new.pt

4https://dl.fbaipublicfiles.com/
hubert/hubert_large_ll60k_finetune_ls960.
pt

5https://dl.fbaipublicfiles.com/
fairseq/models/mbart50/mbart50.ft.1n.
tar.gz

layer normalization. The length adaptor between
the encoder and decoder is a 3-layer convolutional
network with 1024 channels, stride of 2 and uses
GLU activations. The embedding layer and the
linear projection weights of the decoder are shared,
and has a size of 250,000. For the experiment with
adapters, we are using scaled parallel adapters with
a dimensionality of 512 and a scaling factor of 4
(He et al., 2022).

The inputs to the model are waveforms of 16kHz
sampling rate, which are normalized to zero mean
and unit variance. During training, each source
audio is augmented (before normalization) with a
probability of 0.8. We train bilingual models on
all data of Table 1, with maximum source length
of 400,000 and target length of 1024 tokens. We
use gradient accumulation and data parallelism to
achieve a batch size of approximately 32 million
tokens. We use Adam (Kingma and Ba, 2014)
with β1 = 0.99, β2 = 0.98 and base learning
rate of 2.5 · 10−4, which we found in preliminary
experiments to be better, compared to the learning
rate of 10−4 that we used last year (Gállego et al.,
2021). The learning rate is controlled by a tri-stage
scheduler with phases of 0.15, 0.15 and 0.7 for
warm-up, hold and decay accordingly, while the
initial and final learning rate has a scale of 0.01
compared to base. Sentence averaging and gradient
clipping of 20 are used. We applied dropout of
0.1 before every non-frozen layer, and use time
masking for spans of length 10 with probability of
0.2 and channel masking for spans of length 20
with probability of 0.1 in the output of the encoder
feature extractor.

The loss is the cross-entropy with label smooth-
ing of 0.2. For the experiments that additionally
use KD, the loss is a weighted sum of the stan-
dard cross-entropy (no label smoothing) and the
KL divergence between the teacher and student dis-
tributions, controlled by a hyperparameter λ, which
we tune in (0, 1). The teacher distribution for each
step is extracted offline with mBART6 using the
Transformers library. We keep the top-8 indices,
and both the teacher and student distributions are
additionally modified with temperature T = 1.3
(Gaido et al., 2020).

For in-domain fine-tuning, we train only on data
from MuST-C, and lower the probability of aug-
mentation to 0.2. We train for an additional 4

6https://huggingface.co/facebook/
mbart-large-50-one-to-many-mmt
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Figure 2: BLEU(↑) and TER(↓) in IWSLT test 2019
for different parameters of max-segment-length for the
English and multilingual SHAS methods. With dashed
lines are the results for the given segmentation.

epochs with a learning rate of 10−5. The learn-
ing rate is increased from 5 · 10−7 for the first 15%
of the training and then decays for the rest of the
training.

After training, we pick the best checkpoint ac-
cording to the BLEU (Papineni et al., 2002) on
the development set of MuST-C and average 5
checkpoints around it. For generation, we use a
beam search of 5. We used one of our base experi-
ments (LNA-HuBERT) with learning rate of 10−4),
to fine-tune SHAS on the 2019 IWLST test set
(Niehues et al., 2019) and then use the best config-
uration to segment the test sets of 2020, 2021 and
2022 (Ansari et al., 2020; Anastasopoulos et al.,
2021, 2022). We choose our best model based on
the BLEU of the 2019 test set and report results
on MuST-C tst-COMMON and the IWSLT test set
of 2020. For choosing the best segmentation (§5),
apart from BLEU, we additionally evaluate with
TER (Snover et al., 2006). Our models are imple-
mented in fairseq (Ott et al., 2019) and are trained
using NVIDIA apex7 and 16 floating point preci-
sion. The code for our experiments is available in
a public repository8.

5 Audio Segmentation

Although our training data contain ground truth
segmentations derived from strong punctuation of
the transcriptions, the IWSLT test sets, are unseg-
mented and thus require an intermediate step of au-

7https://github.com/NVIDIA/apex
8https://github.com/mt-upc/iwslt-2022

dio segmentation, before applying our ST models.
Past evaluation campaigns of IWSLT have shown
light to the importance of accurate audio segmenta-
tion for end-to-end ST, where top-performing par-
ticipants used their own segmentation algorithms to
get large improvements in translation quality. For
our submission, we are using SHAS, a segmenta-
tion method that can effectively learn the manual
segmentation from a labelled speech corpus (Tsia-
mas et al., 2022). It relies on a segmentation frame
classifier and a probabilistic Divide-and-Conquer
(pDAC) algorithm to obtain the segmentation for a
given audio. The frame classifier is a Transformer
encoder with a binary classification layer, that pre-
dicts the splitting frames in the audio using as in-
puts contextual representations extracted with a
frozen XLS-R (Babu et al., 2021). The pDAC
segmentation algorithm is based on the method
of (Potapczyk and Przybysz, 2020) and progres-
sively splits on the frames of the lowest probability,
until all resulting segments are shorter than a pre-
specified max-segment-length parameter. Segmen-
tations created with SHAS approach the translation
quality of the manual segmentation on the en-de
tst-COMMON set of MuST-C v2.0, retaining 95%
of the manual BLEU.

We used the public implementation of SHAS9

and tested two available pretrained models for the
frame classifiers, one trained on English source
audio from MuST-C v2 and a multilingual which
is additionally trained on Spanish, French, Por-
tuguese, and Italian data from mTEDx (Salesky
et al., 2021). We obtain the frame probabilities for
the audios of the 2019 IWSLT test set (Niehues
et al., 2019) with the English and multilingual clas-
sifiers, and then used the pDAC algorithm with a
varying max-segment-length to segment them. To
find the best parameters, we maximize the transla-
tion quality of the segmentation by the following
process: (1) Translate the resulting segments with
our ST model, (2) align the translations with the
references using the mwerSegmenter tool (Matusov
et al., 2005) and (3) compute the BLEU and TER
scores.

In figure 2 we observe that values of max-
segment-length in the range of 14 and 20 seconds
for pDAC, result in the best segmentation, with
BLEU scores of 22.5 and TER scores of 61.5. Ad-
ditionally, in that range, SHAS with a multilin-
gual classifier performs better than the English

9https://github.com/mt-upc/SHAS
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one, with small improvements of approximately
0.2 BLEU. The highest BLEU score overall is ob-
tained with the multilingual classifier and at max-
segment-length of 20 seconds, but given that there
is an increase in the TER score, we decided to
continue with max-segment-length of 16 seconds,
which seems to have more consistent results. Thus,
for our final results (§6) for the test sets of 2019
and 2020, as well as for our submissions for 2021
and 2022, we used SHAS with the multilingual
classifier and a max-segment-length of 16 seconds
(SHAS-mult-16). Due to the absence of available
test sets to fine-tune SHAS for the Japanese and
Chinese, we also use SHAS-mult-16 to segment
the en-ja and en-zh IWSLT 2022 test sets.

6 Results

In this section, we analyze the results of our exper-
iments. We base our experimentation on the en-de
language pair, to compare the results with our last
year’s submission (Gállego et al., 2021; Anasta-
sopoulos et al., 2021). Hence, first we analyze the
results for this language pair (Table 2) and then
present the results for en-ja and en-zh (Table 3).

6.1 English-German

In our main results for en-de (Table 2), we also
include our last year’s submission (row 0). In
(1), we repeat the same experiment, with the main
differences being an increase of the learning rate
to 2.5 · 10−4, no sub-sampling of the CoVoST
data, and using SHAS for the segmentation of the
IWLST data at inference. These changes are al-
ready providing us an increase of 2.3 BLEU in
MuST-C and 3 BLEU at IWSLT tst2019. In (2),
we substitute the wav2vec 2.0 encoder for a Hu-
BERT encoder, which brings further improvements
of 0.6 to 0.8 BLEU in all test sets. With the addi-
tion of adapters (3a), we observe improvements in
the IWSLT test sets but a drop in MuST-C. We hy-
pothesize that complimenting LNA with adapters
(§2.3) results in overfitting in MuST-C, but at the
same time, the additional parameters provide an
extra flexibility to the model regarding data from
different segmentation (IWSLT test sets). With
checkpoint averaging (3b), we get improvements
in all test sets, providing the overall best results
from a single model. Next, we apply knowledge
distillation (4a), which initially results in a slight
drop for the IWSLT test sets and in an increase
in MuST-C (as compared to 3a). We believe that,

since knowledge distillation from MT (§2.4) uses
manually segmented data (MuST-C), those are the
data that could benefit from it (§6.3). With in-
domain fine-tuning and checkpoint averaging (4b,
4c), we get small improvements of 0.2 BLEU in
all test sets. By ensembling our two best models
(5a), we get improvements in all test sets. Finally,
since our models are diverse enough (speech en-
coder, adapters, knowledge distillation), we ensem-
ble all four of them (5c) and obtain our best results,
with 30.83 BLEU on MuST-C tst-COMMON, and
25.39, 27.78 on the 2019 and 2020 test IWSLT
test sets. The segmentation algorithm also plays
a key role in the performance of our models, with
improvements of 4 to 5.5 BLEU in all experiments,
as compared to the given one.

6.2 English-Japanese & English-Chinese
From the results of en-ja and en-zh (Table 3), we
observe that similarly to en-de, the addition of
adapters brings a slight drop in performance for
MuST-C. Still, we hypothesize that this would turn
into an increase for the unsegmented IWSLT test
sets, although we cannot confirm it since there are
no data available from previous editions. More-
over, we noticed that MT with mBART performed
worse than our ST model (11.63 BLEU for en-ja
and 19.51 BLEU for en-zh on dev), meaning that
knowledge distillation would most likely cause a
drop in performance. Therefore, we do not per-
form KD for those languages. Finally, we ensemble
the two models (after checkpoint averaging), with
which we obtain on tst-COMMON 15.85 BLEU
for en-ja and 25.63 BLEU for en-zh.

6.3 Analysis on Knowledge Distillation
We carry out an analysis on knowledge distillation,
to better understand its impact to our system (Table
2, row 4). Specifically, we analyze the trade-off
between the standard cross entropy and the teacher-
student KL divergence, by varying the lambda in
[0.25, 0.5, 0.75, 1]. In figure 3 we provide the
BLEU scores for the dev and tst-COMMON sets
of MuST-C and the IWSLT test sets of 2019 and
2020, which are segmented with SHAS-mult-16.
We also provide the results for an experiment that
does not use KD, but instead of the standard cross
entropy, it was trained with the label-smoothed one.
We also provide the performance of the MT teacher
(dashed line) on the dev set of MuST-C, which can
be seen as an upper bound for the student. Firstly,
we observe that relying completely on the teacher
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Dataset MuST-C IWSLT
split dev tst-COMMON tst2019 tst2020
segmentation given SHAS given SHAS

0 LNA-wav2vec (Gállego et al., 2021) 26.76 26.23 17.25 20.06 - -

1 LNA-wav2vec 29.08 28.50 18.37 23.03 19.61 25.33

2 LNA-HuBERT 28.97 29.27 19.02 23.72 20.09 25.61

3 a LNA-Adapters-HuBERT 28.92 28.53 19.51 24.07 20.66 26.35
b ↪→ ckpt AVG 29.41 29.42 20.48 24.88 21.19 26.77

4 a LNA-Adapters-HuBERT-KD 29.44 28.79 19.37 23.74 20.25 26.10
b ↪→ in-domain FT 29.43 28.97 19.52 23.87 20.67 26.17
c ↪→ ckpt AVG 29.42 28.87 19.71 23.92 20.93 26.32

5 a Ensemble (3b, 4c) 30.07 30.33 20.51 24.98 21.85 27.38
b Ensemble (3b, 4c, 2) 30.33 30.44 20.69 25.34 22.30 27.61
c Ensemble (3b, 4c, 2, 1) 30.53 30.83 20.65 25.39 22.40 27.78

Table 2: BLEU scores for en-de MuST-C and IWSLT sets. In bold are the best scores by single models, and in
underlined bold are the best scores overall. LNA-wav2vec (Gállego et al., 2021) uses a different segmentation
algorithm and results are not available for tst2020.

Language Pair en-ja en-zh
split dev test dev test

LNA-HuBERT 12.45 15.20 22.55 24.84
↪→ ckpt AVG (a) 12.32 15.36 22.28 24.95

LNA-Adapters-HuBERT 12.26 14.89 22.29 24.48
↪→ ckpt AVG (b) 12.07 15.46 22.07 24.85

Ensemble (a, b) 12.45 15.85 22.98 25.63

Table 3: BLEU scores on dev and test (tst-COMMON)
sets of MuST-C v2 for en-ja and en-zh. In bold are the
best scores by single models, and in underlined bold are
the best scores overall.

degrades the translation quality in all sets. This is
contrary to previous research suggesting that λ = 1
is optimal (Liu et al., 2019). This conflicting results
likely stems from the small differences between our
ST and MT models, which in dev set of MuST-C
is approximately 1.5 BLEU, while in (Liu et al.,
2019) the gap is more than 10 BLEU. Secondly,
we observe that there is an increase in BLEU when
the ST model is trained with a mixture of the two
losses for MuST-C (λ = 0.5), but there is a drop
for the IWSLT test sets. We believe that these dif-
ferences are a consequence of the training-testing
segmentation mismatch, where the MuST-C sets
have the same segmentation as the training data,
while for IWSLT sets, this segmentation is only ap-
proximated with SHAS. This difference is expected
to make it harder for the ST model to utilize the MT
knowledge from the ground truth segmentations.

Figure 3: BLEU scores for knowledge distillation with
varying lambda for en-de. IWSLT test sets are seg-
mented with SHAS-mult-16.

6.4 Submission Results

In Table 4 we present our results on the official test
sets of IWSLT 2022 (Anastasopoulos et al., 2022).
All test sets were segmented with SHAS (§5), and
the models used are the best ensembles for each lan-
guage (Tables 2, 3). For the en-de test set of 2021
(Anastasopoulos et al., 2021), we obtain a BLEU of
24.5 (ref-1)10. This result, compared to the ones of
IWSLT 2021 (Anastasopoulos et al., 2021), stands
2.7 BLEU above our submission (Gállego et al.,
2021), 1.9 BLEU above the best end-to-end sub-
mission (Bahar et al., 2021) and only 0.1 BLEU

10IWSLT systems were ranked with this reference in 2021.
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IWSLT test set BLEU
ref-1 ref-2 both

en-de 2021 24.5 20.9 34.8
en-de 2022 23.0 20.8 32.3
en-ja 2022 15.1 15.6 24.7
en-zh 2022 29.2 29.9 36.4

Table 4: Official submission results for en-de (2021,
2022) and en-ja, en-zh (2022). BLEU is measured for
two different references and for both together. Different
models are used for each language. For en-de we used
Ensemble of Table 2 - row 5c and for en-ja and en-zh
the Ensembles of Table 3.

below the best overall11. For the test sets of 2022
we obtain 23 BLEU for en-de, 15.1 BLEU for en-ja
and 29.2 BLEU for en-zh. The reader can refer to
Anastasopoulos et al. (2022) for a comparison with
the other submitted systems.

7 Speech-to-Speech

We have also submitted our system to the Speech-
to-Speech (S2S) translation task12, by building a
cascade system. This is composed of the main end-
to-end Speech-to-Text translation model and a Text-
to-Speech (TTS) system. We used a pretrained13

VITS model (Kim et al., 2021) for synthesizing
the German speech. It is based on normalizing
flows (Rezende and Mohamed, 2015), adversarial
training and a stochastic duration predictor. It is
capable of generating speech in different pitches
and rhythms, resulting in more natural sounding
audio utterances.

8 Conclusions

We described the submission of the UPC Machine
Translation group for the IWSLT 2022 Offline ST
and Speech-to-Speech tasks. Our system is end-to-
end and leverages ASR and MT pretrained models
to initialize the encoder and decoder. Due to the
large size of the system, we employed efficient
fine-tuning methods that train only specific layers
and provide evidence that the addition of parallel
adapters to the non-trainable layers can bring fur-
ther improvements. We showed that a HuBERT
encoder is more suitable than wav2vec 2.0 for our
system and brings improvements in all test sets.

11Cascade system by HW-TSC, no paper available
12Results not available at time of submission, the reader

can refer to Anastasopoulos et al. (2022)
13https://github.com/jmp84/vits

We also explored the use of knowledge distilla-
tion, which provided only minor improvements to
the test sets with ground-truth segmentations, most
likely because the MT model was borderline better
than our ST model. Additionally, we show that the
SHAS method provides high-quality segmentations
of the IWSLT test sets, bringing improvements up
to 5 BLEU compared to the given segmentation.
Our best single model, uses a HuBERT encoder and
LNA with parallel adapters, and achieved 29.42
BLEU on MuST-C tst-COMMON set, and 24.88
and 26.77 BLEU on IWSLT 2019 and IWSLT 2020
test sets. We ensembled 4 different systems for
our final submission, which further increased the
BLEU in the aforementioned sets by 1 to 1.5 points.
We also described our submissions for the English-
Japanese and English-Chinese pairs that scored
15.85 and 25.63 MuST-C tst-COMMON. Finally,
we also submitted a Speech-to-Speech system, by
using a pretrained German TTS model to the gen-
erated translations.

For future work, we are planning to explore more
pretrained speech encoders and text decoders, and
dive deeper into the ways that we can optimally
combine them and efficiently fine-tune for end-to-
end ST. We will also investigate how to gain the
most from an MT teacher, in such scenarios where
there is a small gap between the MT and the ST
models.
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Dávid Javorský, Věra Kloudová, Surafel M. Lakew,
Xutai Ma, Prashant Mathur, Paul McNamee, Ken-
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Abstract

In this paper, we describe our submission to
the Simultaneous Speech Translation at IWSLT
2022. We explore strategies to utilize an of-
fline model in a simultaneous setting without
the need to modify the original model. In our
experiments, we show that our onlinization al-
gorithm is almost on par with the offline setting
while being 3× faster than offline in terms of
latency on the test set. We also show that the
onlinized offline model outperforms the best
IWSLT2021 simultaneous system in medium
and high latency regimes and is almost on par
in the low latency regime. We make our system
publicly available.1

1 Introduction

This paper describes the CUNI-KIT submission
to the Simultaneous Speech Translation task at
IWSLT 2022 (Anastasopoulos et al., 2022) by
Charles University (CUNI) and Karlsruhe Institute
of Technology (KIT).

Recent work on end-to-end (E2E) simultaneous
speech-to-text translation (ST) is focused on train-
ing specialized models specifically for this task.
The disadvantage is the need of storing an extra
model, usually a more difficult training and infer-
ence setup, increased computational complexity
(Han et al., 2020; Liu et al., 2021) and risk of per-
formance degradation if used in offline setting (Liu
et al., 2020a).

In this work, we base our system on a robust mul-
tilingual offline ST model that leverages pretrained
wav2vec 2.0 (Baevski et al., 2020) and mBART
(Liu et al., 2020b). We revise the onlinization ap-
proach by Liu et al. (2020a) and propose an im-
proved technique with a fully controllable quality-
latency trade-off. We demonstrate that without any
change to the offline model, our simultaneous sys-
tem in the mid- and high-latency regimes is on par

1https://hub.docker.com/repository/
docker/polape7/cuni-kit-simultaneous

with the offline performance. At the same time,
the model outperforms previous IWSLT systems in
medium and high latency regimes and is almost on
par in the low latency regime. Finally, we observe
a problematic behavior of the average lagging met-
ric for speech translation (Ma et al., 2020) when
dealing with long hypotheses, resulting in negative
values. We propose a minor change to the metric
formula to prevent this behavior.

Our contribution is as follows:

• We revise and generalize onlinization pro-
posed by Liu et al. (2020a); Nguyen et al.
(2021) and discover parameter enabling
quality-latency trade-off,

• We demonstrate that one multilingual offline
model can serve as simultaneous ST for three
language pairs,

• We demonstrate that an improvement in the
offline model leads also to an improvement in
the online regime,

• We propose a change to the average lagging
metric that avoids negative values.

2 Related Work

Simultaneous speech translation can be imple-
mented either as a (hybrid) cascaded system (Kolss
et al., 2008; Niehues et al., 2016; Elbayad et al.,
2020; Liu et al., 2020a; Bahar et al., 2021) or an
end-to-end model (Han et al., 2020; Liu et al.,
2021). Unlike for the offline speech translation
where cascade seems to have the best quality, the
end-to-end speech translation offers a better quality-
latency trade-off (Ansari et al., 2020; Liu et al.,
2021; Anastasopoulos et al., 2021).

End-to-end systems use different techniques to
perform simultaneous speech translation. Han et al.
(2020) uses wait-k (Ma et al., 2019) model and
metalearning (Indurthi et al., 2020) to alleviate
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the data scarcity. Liu et al. (2020a) uses a uni-
directional encoder with monotonic cross-attention
to limit the dependence on future context. Other
work (Liu et al., 2021) proposes Cross Attention
augmented Transducer (CAAT) as an extension of
RNN-T (Graves, 2012).

Nguyen et al. (2021) proposed a hypothesis sta-
bility detection for automatic speech recognition
(ASR). The shared prefix strategy finds the longest
common prefix in all beams. Liu et al. (2020a)
explore such strategies in the context of speech
recognition and translation. The most promising
is the longest common prefix of two consecutive
chunks. The downside of this approach is the in-
ability to parametrize the quality-latency trade-off.
We directly address this in our work.

3 Onlinization

In this section, we describe the onlinization of the
offline model and propose two ways to control the
quality-latency trade-off.

3.1 Incremental Decoding

Depending on the language pair, translation tasks
may require reordering or a piece of information
that might not be apparent until the source utterance
ends. In the offline setting, the model processes
the whole utterance at once, rendering the strategy
most optimal in terms of quality. If applied in
online mode, this ultimately leads to a large latency.
One approach to reducing the latency is to break
the source utterance into chunks and perform the
translation on each chunk.

In this paper, we follow the incremental decod-
ing framework described by Liu et al. (2020a).
We break the input utterance into small fixed-size
chunks and decode each time after we receive a
new chunk. After each decoding step, we identify
a stable part of the hypothesis using stable hypoth-
esis detection. The stable part is sent to the user
(“committed” in the following) and is no longer
changed afterward (i.e., no retranslation).2 Our cur-
rent implementation assumes that the whole speech
input fits into memory, in other words, we are only
adding new chunks as they are arriving. This sim-
plification is possible because the evaluation of the
shared task is performed on segmented input, on in-
dividual utterances. With each newly arrived input
chunk, the decoding starts with forced decoding of

2This is a requirement for the evaluation in the Simultane-
ous Speech Translation task at IWSLT 2022.

the already committed tokens and continues with
beam search decoding.

3.2 Chunk Size
Speech recognition and translation use chunking
for simultaneous inference with various chunk sizes
ranging from 300 ms to 2 seconds (Liu, 2020;
Nguyen et al., 2021) although the literature sug-
gests that the turn-taking in conversational speech
is shorter, around 200 ms (Levinson and Torreira,
2015). We investigate different chunk sizes in com-
bination with various stable hypothesis detection
strategies. As we document later, the chunk size is
the principal factor that controls the quality-latency
trade-off.

3.3 Stable Hypothesis Detection
Committing hypotheses from incomplete input
presents a possible risk of introducing errors. To
reduce the instability and trade time for quality, we
employ a stable hypothesis detection. Formally, we
define a function prefix(W ) that, given a set of
hypotheses (i.e., W c

all if we want to consider the
whole beam or W c

best for the single best hypothesis
obtained during the beam search decoding of the
c-th chunk), outputs a stable prefix. We investigate
several functions:

Hold-n (Liu et al., 2020a) Hold-n strategy se-
lects the best hypothesis in the beam and deletes
the last n tokens from it:

prefix(W c
best) = W0:max(0,|W |−n), (1)

where W c
best is the best hypothesis obtained in the

beam search of c-th chunk. If the hypothesis has
only n or fewer tokens, we return an empty string.

LA-n Local agreement (Liu et al., 2020a) dis-
plays the agreeing prefixes of the two consecutive
chunks. Unlike the hold-n strategy, the local agree-
ment does not offer any explicit quality-latency
trade-off. We generalize the strategy to take the
agreeing prefixes of n consecutive chunks.

During the first n− 1 chunks, we do not output
any tokens. From the n-th chunk on, we identify
the longest common prefix of the best hypothesis
of the n consecutive chunks:

prefix(W c
best) ={

∅, if c < n,

LCP(W c−n+1
best , ...,W c

best), otherwise,
(2)
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where LCP (·) is longest common prefix of the
arguments.

SP-n Shared prefix (Nguyen et al., 2021) strategy
displays the longest common prefix of all the items
in the beam of a chunk. Similarly to the LA-n
strategy, we propose a generalization to the longest
common prefix of all items in the beams of the n
consecutive chunks:

prefix(W c
all) ={

∅, if c < n,

LCP(W c−n+1
beam 1...B, ...,W

c
beam 1...B), otherwise,

(3)

i.e., all beam hypotheses 1, ..., B (where B is the
beam size) of all chunks c− n+ 1, ..., c.

3.4 Initial Wait
The limited context of the early chunks might re-
sult in an unstable hypothesis and an emission of
erroneous tokens. The autoregressive nature of the
model might cause further performance degrada-
tion in later chunks. One possible solution is to use
longer chunks, but it inevitably leads to a higher
latency throughout the whole utterance. To miti-
gate this issue, we explore a lengthening of the first
chunk. We call this strategy an initial wait.

4 Experiments Setup

In this section, we describe the onlinization experi-
ments.

4.1 Evaluation Setup
We use the SimulEval toolkit (Ma et al., 2020). The
toolkit provides a simple interface for evaluation
of simultaneous (speech) translation. It reports the
quality metric BLEU (Papineni et al., 2002; Post,
2018) and latency metrics Average Proportion (AP,
Cho and Esipova 2016), Average Lagging (AL, Ma
et al. 2019), and Differentiable Average Lagging
(DAL, Cherry and Foster 2019) modified for speech
source.

Specifically, we implement an Agent class.
We have to implement two important functions:
policy(state) and predict(state),
where state is the state of the agent (e.g., read
processed input, emitted tokens, ...). The policy
function returns the action of the agent: (1) READ
to request more input, (2) WRITE to emit new
hypothesis tokens.

We implement the policy as specified in Al-
gorithm 1. The default action is READ. If there
is a new chunk, we perform the inference and
use the prefix(W c) function to find the stable
prefix. If there are new tokens to display (i.e.,
|prefix(W c)| > |prefix(W c−1)|), we return the
WRITE action. As soon as our agent emits an end-
of-sequence (EOS) token, the inference of the utter-
ance is finished by the SimulEval. We noticed that
our model was emitting the EOS token quite often,
especially in the early chunks. Hence, we ignore
the EOS if returned by our model and continue the
inference until the end of the source.3

Algorithm 1 Policy function

Require: state
if state.new_input > chunk_size then

hypothesis← predict(state)
if |hypothesis| > 0 then

return WRITE
end if

end if
return READ

4.2 Speech Translation Models
In our experiments, we use two different models.
First, we do experiments with a monolingual Model
A, then for the submission, we use a multilingual
and more robust Model B.4

Model A is the KIT IWSLT 2020 model for the
Offline Speech Translation task. Specifically, it
is an end-to-end English to German Transformer
model with relative attention. For more described
description, refer to Pham et al. (2020b).

4.2.1 Multilingual Model
For the submission, we use a multilingual Model
B. We construct the SLT architecture with the en-
coder based on the wav2vec 2.0 (Baevski et al.,
2020) and the decoder based on the autoregressive
language model pretrained with mBART50 (Tang
et al., 2020).

wav2vec 2.0 is a Transformer encoder model
which receives raw waveforms as input and gen-
erates high-level representations. The architec-
ture consists of two main components: first, a

3This might cause an unnecessary increase in latency, but
it might be partially prevented by voice activity detection.

4We also did experiments with a dedicated English-
German model similar to Model B (i.e., based on wav2vec and
mBART), but it performed worse both in offline and online
setting compared to the multilingual version.
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convolution-based feature extractor downsamples
long audio waveforms into features that have sim-
ilar lengths with spectrograms.After that, a deep
Transformer encoder uses self-attention and feed-
forward neural network blocks to transform the
features without further downsampling.

During the self-supervised training process, the
network is trained with a contrastive learning strat-
egy (Baevski et al., 2020), in which the already
downsampled features are randomly masked and
the model learns to predict the quantized latent
representation of the masked time step.

During the supervised learning step, we freeze
the feature extraction weights to save memory since
the first layers are among the largest ones. We
fine-tune all of the weights in the Transformer en-
coder. Moreover, to make the model more robust
to the fluctuation in absolute positions and dura-
tions when it comes to audio signals,we added the
relative position encodings (Dai et al., 2019; Pham
et al., 2020a) to alleviate this problem.5

Here we used the same pretrained model with
the speech recognizer, with the large architecture
pretrained with 53k hours of unlabeled data.

mBART50 is an encoder-decoder Transformer-
based language model. During training, instead of
the typical language modeling setting of predict-
ing the next word in the sequence, this model is
trained to reconstruct a sequence from its noisy
version (Lewis et al., 2019) and later extended
to a multilingual version (Liu et al., 2020b; Tang
et al., 2020) in which the corpora from multiple lan-
guages are combined during training. mBART50
is the version that is pretrained on 50 languages.

The mBART50 model follows the Transformer
encoder and decoder (Vaswani et al., 2017). Dur-
ing fine-tuning, we combine the mBART50 de-
coder with the wav2vec 2.0 encoder, where both
encoder and decoder know one modality. The cross-
attention layers connecting the decoder with the
encoder are the parts that require extensive fine-
tuning in this case, due to the modality mismatch
between pretraining and fine-tuning.

Finally, we use the model in a multilingual set-
ting, i.e., for English to Chinese, German, and
Japanese language pairs by training on the combi-
nation of the datasets. The mBART50 vocabulary
contains language tokens for all three languages

5This has the added advantage of better generalization
in situations where training and testing data are segmented
differently.

and can be used to control the language output (Ha
et al., 2016).

For more details on the model refer to Pham et al.
(2022).

4.3 Test Data

For the onlinization experiments, we use MuST-C
(Cattoni et al., 2021) tst-COMMON from the v2.0
release. We conduct all the experiments on the
English-German language pair.

5 Experiments and Results

In this section, we describe the experiments and
discuss the results.

5.1 Chunks Size

We experiment with chunk sizes of 250 ms, 500 ms,
1s, and 2 s. We combine the sizes of the chunks
with different partial hypothesis selection strategies.
The results are shown in Figure 1.

The results document that the chunk size param-
eter has a stronger influence on the trade-off than
different prefix strategies. Additionally, this en-
ables constant trade-off strategies (e.g., LA-2) to
become flexible.
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Figure 1: Quality-latency trade-off of different chunk
sizes combined with different stable hypothesis detec-
tion strategies. The number next to the marks indicates
chunk size in milliseconds.

5.2 Stable Hypothesis Detection Strategies

We experiment with three strategies: hold-n (with-
holds last n tokens), shared prefix (SP-n; finds the
longest common prefix of all beams in n consec-
utive chunks) and local agreement (LA-n; finds
the longest common prefix of the best hypothe-
sis in n consecutive chunks). For hold-n, we se-
lect n = 3, 6, 12; for SP-n, we select n = 1, 2
(n = 1 corresponds to the strategy by Nguyen et al.
(2021)); for LA-n we select n = 2, 3, 4 (n = 2
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corresponds to the strategy by Liu et al. (2020a)).
The results are in Figures 2 and 3.
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Figure 2: Quality-latency trade-off of hold-n strategy
with different values of n. The number next to the marks
indicates n. Colored lines connect results with equal
chunk size.

Hold-n The results suggest (see Figure 2) that
the hold-n strategy can use either n or chunk size
to control the quality-latency trade-off with equal
effect. The only exception seems to be too low
n <= 3, which slightly underperforms the options
with higher n and shorter chunk size.

Local agreement (LA-n) The local agreement
seems to outperform all other strategies (see Fig-
ure 3). LA-n for all n follows the same quality-
latency trade-off line. The advantage of LA-2 is
in reduced computational complexity compared to
the other LA-n strategies with n > 2.

Shared prefix (SP-n) SP-1 strongly underper-
forms other strategies in quality (see Figure 3).
While the SP-1 strategy performs well in the ASR
task (Nguyen et al., 2021), it is probably too lax
for the speech translation task. The generalized
and more conservative SP-2 performs much better.
Although, the more relaxed LA-2, which considers
only the best item in the beam, has a better quality-
latency trade-off curve than the more conservative
SP-2.

5.3 Initial Wait

As we could see in Section 5.1, the shorter chunk
sizes tend to perform worse. One of the reasons
might be the limited context of the early chunks.6

To increase the early context, we prolong the first
chunk to 2 seconds.

The results are in Table 1. We see a slight (0.3
BLEU) increase in quality for a chunk size of 250

6If we translated a non-pre-segmented input, this problem
would be limited only onetime to the beginning of the input.

Initial wait Chunk size BLEU AL AP DAL

0
250 16.34 -35.97 0.66 1435.06
500 25.40 727.55 0.73 1791.21
1000 30.29 1660.59 0.83 2662.18

2000
250 16.60 358.35 0.74 2121.54
500 25.42 952.15 0.77 2142.53
1000 30.29 1654.77 0.83 2657.48

Table 1: Quality-latency trade-off of the LA-2 strategy
with and without the initial wait.

ms, though the initial wait does not improve the
BLEU and a considerable increase in the latency.

The performance seems to be influenced mainly
by the chunk size. The reason for smaller chunks’
under-performance might be caused by (1) acoustic
uncertainty towards the end of a chunk (e.g., words
often get cut in the middle), or (2) insufficient infor-
mation difference between two consecutive chunks.

This is supported by the observation in Figure 3.
Increasing the number of consecutive chunks (i.e.,
increasing the context for the decision) considered
in the local agreement strategy (LA-2, 3, 4), im-
proves the quality, while it adds latency.

5.4 Negative Average Lagging
Interestingly, we noticed that some of the strategies
achieved negative average lagging (e.g., LA-2 in
Section 5.1) with a chunk size of 250 ms has AL
of -36 ms). After a closer examination of the out-
puts, we found that the negative AL is in utterances
where the hypothesis is significantly longer than
the reference. Recall the average latency for speech
input defined by Ma et al. (2020):

ALspeech =
1

τ ′(|X|)

τ ′(|X|)∑

i=1

di − d∗i , (4)

where di =
∑j

k=1 Tk, j is the index of raw audio
segment that has been read when generating yi,
Tk is duration of raw audio segment, τ ′(|X|) =

min{i|di =
∑|X|

j=1 Tj} and d∗i are the delays of an
ideal policy:

d∗i = (i− 1)×
|X|∑

j=1

Tj /|Y∗|, (5)

where Y∗ is reference translation.
If the hypothesis is longer than the reference,

then d∗i > di, making the sum argument in Equa-
tion (4) negative. On the other hand, if we use
the length of the hypothesis instead, then a shorter
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Figure 3: Quality-latency trade-off of shared prefix (SP-n) and local agreement (LA-n) with different n and chunk
size.

hypothesis would benefit.7 We, therefore, suggest
using the maximum of both to prevent the advan-
tage of either a shorter or a longer hypothesis:

d∗i = (i− 1)×
|X|∑

j=1

Tj /max(|Y|, |Y∗|). (6)

6 Submitted System

In this section, we describe the submitted system.
We follow the allowed training data and pretrained
models and therefore our submission is constrained
(see Section 4.2.1 for model description).

For stable hypothesis detection, we decided to
use the local agreement strategy with n = 2. As
shown in Section 5.2, the LA-2 has the best latency-
quality trade-off along with other LA-n strategies.
To achieve the different latency regimes, we use var-
ious chunk sizes, depending on the language pair.
We decided not to use larger n > 2 to control the
latency, as it increases the computation complexity
while having the same effect as using a different
chunk size. The results on MuST-C tst-COMMON
are in Table 2. The quality-latency trade-off is in
Figure 4.

From Table 2 and Figure 4, we can see that the
proposed method works well on two different mod-
els and various language pairs. We see that an
improvement in the offline model (offline BLEU of
31.36 and 33.14 for Model A and B, respectively)
leads to improvement in the online regime.

7Ma et al. (2019) originally used the hypothesis length in
the Equation (5) and then Ma et al. (2020) suggested to use
the reference length instead.

1 1.5 2 2.5 3 3.5

28

30

32

Average Lagging (seconds)

B
L

E
U

Model A
Model B

Best IWSLT21

Figure 4: Quality-latency trade-off on English-German
tst-COMMON of our two models: a dedicated English-
German model trained from scratch (Model A) and
a multilingual model based on wav2vec and mBART
(Model B). We also include the best IWSLT 2021 sys-
tem (USTC-NELSLIP (Liu et al., 2021)).

Finally, we see that our method beats the best
IWSLT 2021 system (USTC-NELSLIP (Liu et al.,
2021)) in medium and high latency regimes using
both models (i.e., a model trained from scratch and
a model based on pretrained wav2vec and mBART),
and is almost on par in the low latency regime
(Model A is losing 0.35 BLEU and Model B is
losing 0.47 BLEU).

6.1 Computationally Aware Latency

In this paper, we do not report any computationally
aware metrics, as our implementation of Transform-
ers is slow. Later, we implemented the same onlin-
ization approach using wav2vec 2.0 and mBART
from Huggingface Transformers (Wolf et al., 2020).
The new implementation reaches faster than real-
time inference speed.
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Model Language pair Latency regime Chunk size BLEU AL AP DAL

Best IWSLT21 system En-De
Low - 27.40 920 0.68 1420
Medium - 29.68 1860 0.82 2650
High - 30.75 2740 0.90 3630

Model A En-De

Low 600 27.05 947 0.76 1993
Medium 1000 30.30 1660 0.84 2662
High 2000 31.41 2966 0.93 3853
Offline - 31.36 5794 1.00 5794

Model B

En-De

Low 500 26.93 945 0.77 2052
Medium 1000 31.60 1906 0.86 2945
High 2500 32.98 3663 0.96 4452
Offline - 33.14 5794 1.00 5794

En-Ja

Low 1000 16.84 2452 0.90 3212
Medium 2400 16.99 3791 0.97 4296
High 3000 16.97 4140 0.98 4536
Offline - 16.88 5119 1.00 5119

En-Zh

Low 800 23.69 1761 0.85 2561
Medium 1500 24.29 2788 0.93 3500
High 2500 24.56 3669 0.97 4212
Offline - 24.54 5119 1.00 5119

Table 2: Results of the older model used for the experiments (Model A) and the submitted system (Model B) on the
MuST-C v2 tst-COMMON. We also include the best IWSLT 2021 system (USTC-NELSLIP (Liu et al., 2021)).

7 Conclusion

In this paper, we reviewed onlinization strategies
for end-to-end speech translation models. We iden-
tified the optimal stable hypothesis detection strat-
egy and proposed two separate ways of the quality-
latency trade-off parametrization. We showed that
the onlinization of the offline models is easy and
performs almost on par with the offline run. We
demonstrated that an improvement in the offline
model leads to improved online performance. We
also showed that our method outperforms a dedi-
cated simultaneous system. Finally, we proposed
an improvement in the average latency metric.
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man, Roldano Cattoni, Maha Elbayad, Marcello Fed-
erico, Xutai Ma, Satoshi Nakamura, Matteo Negri,
Jan Niehues, Juan Pino, Elizabeth Salesky, Sebas-
tian Stüker, Katsuhito Sudoh, Marco Turchi, Alexan-
der Waibel, Changhan Wang, and Matthew Wiesner.
2021. FINDINGS OF THE IWSLT 2021 EVAL-
UATION CAMPAIGN. In Proceedings of the 18th
International Conference on Spoken Language Trans-
lation (IWSLT 2021), pages 1–29, Bangkok, Thailand
(online). Association for Computational Linguistics.

Ebrahim Ansari, Amittai Axelrod, Nguyen Bach,
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Abstract

This paper describes NAIST’s simultane-
ous speech translation systems developed for
IWSLT 2022 Evaluation Campaign. We partic-
ipated the speech-to-speech track for English-
to-German and English-to-Japanese. Our pri-
mary submissions were end-to-end systems us-
ing adaptive segmentation policies based on
Prefix Alignment.

1 Introduction

This paper describes NAIST’s submissions to
IWSLT 2022 (Anastasopoulos et al., 2022) Simul-
taneous Speech Translation track. We participated
the speech-to-speech track for English-to-German
(En-De) and English-to-Japanese (En-Ja) using
our end-to-end simultaneous machine translation
(SimulMT) systems.

SimulMT based on neural machine translation
(NMT) has achieved a large success in recent years.
There are two different SimulMT approaches de-
pending on the policy that determines READ (wait-
ing for speech input) and WRITE (writing text out-
put) actions: fixed and adaptive. Fixed policies are
usually implemented by simple rules (Dalvi et al.,
2018; Ma et al., 2019; Fukuda et al., 2021; Sen
et al., 2021). They are simple yet often effective,
but they sometimes make inappropriate decisions
due to large word order differences, pauses, and so
on. In contrast, adaptive policies decide READ or
WRITE actions flexibly taking current context into
account (Zheng et al., 2019a,b, 2020; Liu et al.,
2021). They can be more effective than fixed
policies in end-to-end speech-to-speech SimulMT
because it is difficult to define fixed policies for
speech input.

In our systems, we use Bilingual Prefix Align-
ment (Kano et al., 2022), which extracts alignment
between bilingual prefix pairs in the training time,
for prefix-to-prefix translation in SimulMT. The
Bilingual Prefix Alignment is applied to extract

Step 1 I

Step 2 I bought

Step 3 I bought a 

Step 4 I bought a pen 

0.9 > 0.5 私は

0.2 < 0.5

0.3 < 0.5

0.7 > 0.5 私はペンを買った

Read source 
words

Boundary
Prediction translation

Step 5 I bought a pen . 0.7 > 0.5 私はペンを買った。

Figure 1: A brief overview of our prefix-to-prefix trans-
lation process (Kano et al., 2022) from English to
Japanese. The threshold of boundary probability is 0.5
in this example. Underlined parts are the forced output
prefixes.

prefix pairs of source language speech and target
language translations. We also use the prefix pairs
to train a boundary prediction model for an adaptive
speech segmentation policy. Our system showed
some improvements against wait-k baselines on
the development data, in all the latency regimes in
both En-De and En-Ja.

2 Simultaneous Speech Translation based
on Bilingual Prefix Alignment

We developed simultaneous speech translation
(SimulST) based on offline speech translation (ST).
Our SimulST system translates an incrementally-
growing source language speech prefix into the tar-
get language. When the system detects a segment
boundary in source language speech, the latest seg-
ment is translated taking its input and translation
history into account. The ST model is basically the
same as an offline one, and we used it to translate
an input prefix speech segment from the beginning.
However, we constrained the translation prefix by
the results in the previous time step. The constraint
is implemented by a forced decoding with a given
translation prefix. Figure 1 shows an example of
whole translation process, but we input the speech
prefixes with fixed number of frames. Please refer
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to (Kano et al., 2022) for details of Bilingual Prefix
Alignment.

For this system, we need an ST model using an
ST corpus consisting of source language speech
segments and corresponding translations in the tar-
get language. We then fine-tune the offline ST
model with prefix pairs of source language speech
and target language translations obtained using
Bilingual Prefix Alignment. We also need a bound-
ary predictor to segment source language speech
adaptively as SimulMT policies. In this section, we
present how to extract prefix pairs (2.1) and build
the boundary predictor (2.2).

2.1 Extracting Prefix Pairs

Suppose we already have an offline ST model
trained using an ST corpus and are going to ex-
tract prefix pairs for a speech segment in the source
language (S). First, we extract the speech prefixes
with τ , 2τ , 3τ , ... frames. Then, for each speech
prefix Sprefix, we translate it into T̂prefix using the
offline ST model. Finally, we compare T̂prefix with
T̂offline, which is a translation of the entire speech
segment. If T̂prefix appears as a prefix of T̂offline,
we extact (Sprefix, T̂prefix) as a prefix pair. We
apply this process to all the source prefixes. Here,
we use a forced decoding with the previously ex-
tracted prefix T̂prefix to obtain latter prefix trans-
lations and update T̂offline to extract consistent
prefix translations. We may obtain the same tar-
get prefix with different source prefixes within a
given speech segment. We just extract the first ap-
pearance and ignore the rest with longer speech
prefixes in such cases. The procedure above some-
times extracts unbalanced prefix pairs, in which a
source language prefix does not fully match its tar-
get language speech counterpart. Such unbalanced
prefix pairs frequently appear between English and
Japanese and cause the degradation of the transla-
tion performance. We use a simple heuristic rule
to filter out them based on the length ratio between
source language speech and target language trans-
lation. We exclude prefix pairs in which the length
ratio lens/lent exceeds maxratio, where lens is
the length of Sprefix (in the number of frames)
and lent is the length of T̂prefix (in the number of
words).

2.2 Boundary Predictor

In inference, the SimulST system incrementally
reads source speech and predicts a segment bound-

ary in every τ frames.
To train the boundary predictor, we prepare pairs

of a speech prefix and the corresponding binary la-
bel sequence extracted from the training data. One
source language speech derives many speech pre-
fixes in τ , 2τ , 3τ , ... frames. Suppose we extracted
2τ - and 5τ -frame speech prefixes from the same
utterance, for example. We assign a label sequence
with τ 0s followed τ 1s to the 2τ -frame prefix,
which means we should predict a boundary in the
second τ frames but not in the first τ frames. For
the 5τ -frame prefix, we assign a label sequence
where the second and fifth τ -frame parts are filled
with 1s and the rest with 0s, consistently with the
2τ -frame prefix. In addition, we also extracted
speech prefixes where the last τ -frame part is not
a boundary. For example, the last τ -frame part of
the 3τ - and 4τ -frame speech prefixes is filled with
0s in this case. The boundary predictor is trained
using weighted cross-entropy loss normalized in
inverse proportional to the number of appearances
of each label.

During inference, the boundary predictor pre-
dicts a boundary in every τ frames as a binary
classification output. The prediction is made on
every frames in the τ -frame segment, so we obtain
τ binary classification outputs. If the proportion of
label 1 here is larger than or equals to λthre, the
predictor makes a decision of boundary, otherwise
non-boundary.

3 Primary System

We developed SimulST systems for two language
pairs: English-to-German (En-De) and English-
to-Japanese (En-Ja). We implemented both our
systems based on fairseq1 (Ott et al., 2019).

3.1 End-to-end Speech Translation

3.1.1 Data
We used MuST-C v2 (Di Gangi et al., 2019), a mul-
tilingual ST corpus extracted from TED talks subti-
tles. Each dataset consists of triplets of segmented
English speech, transcripts, and target language
translations. The En-De and En-Ja datasets con-
tained about 250k and 330k segments, respectively.
As acoustic features, we used 80-dimensional log
Mel filter bank (FBANK) with global-level cepstral
mean and variance normalization (CMVN) applied.

1https://github.com/
pytorch/fairseq/commit/
acf312418e4718996a103d67bd57516938137a7d
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We applied with Byte Pair Encoding (BPE) to split
the sentences into subwords using SentencePiece
(Kudo and Richardson, 2018), with a vocabulary
of 20,000 subwords shared across the source and
target languages.

3.1.2 Model

We used the Transformer implementation of fairseq
to build the models. We trained the ASR model
using the English speech-text pairs and then trained
the ST model using the ASR model for the param-
eter initialization. The architecture of ASR and ST
models were the same. The encoder consisted of
a 2D-convolution layer that reduces the sequence
length to a quarter, and 12 transformer encoder
layers. The decoder consisted of six transformer
decoder layers. We set the embedding dimensions
and the feed-forward dimensions to 256 and 2,048
and used four attention heads for both the encoder
and decoder. The model was trained using Adam
with an initial learning rate of 0.0005 with warmup
updates of 10,000. In the En-De ASR and ST mod-
els and the En-Ja ASR model, we performed the
dropout probability of 0.1 and set early stopping
patience to 16. In the En-Ja ST model, we set the
dropout probability of 0.2 and set early stopping
patience to 32.

The ST model training was in two steps. We
first trained the ST model using entire segment
pairs from the MuST-C. We then fine-tuned the
model using bilingual prefix pairs extracted using
Bilingual Prefix Alignment (2.1).

3.1.3 Evaluation

We evaluated the models with BLEU and Average
Lagging (AL) (Ma et al., 2019) using SimulEval
(Ma et al., 2020) on MuST-C v2 tst-COMMON.
For En-De, we evaluated on the best ST model
based on the dev set, and for En-Ja, we evaluated
on the checkpoint averaged ST model in last 10
epochs. Our proposed models were decoded with
beam search (beam size=10).

3.2 Implementation Details of the Proposed
Method

3.2.1 Data Extraction

We extracted training data for the ST model and the
boundary prediction model by using Bilingual Pre-
fix Alignment described in section 2. We set τ =
100 and tried maxratio = {None, 80, 40, 20}.

System BLEU AL
Offline 21.04 -
Baseline
wait-1 3.66 844.45
wait-5 11.49 1684.13
wait-17 18.80 3786.07
Proposed (λthre)
low (0.1)† 17.54 990.32
medium (0.47) 19.15 1859.56
high (0.68) 19.50 3896.67

Table 1: The main results of our systems on En-De tst-
COMMON. † uses T = 48 frames as an input unit.

System BLEU AL
Offline 11.6 -
Baseline
wait-7 4.76 2369.68
wait-17 8.46 3723.65
wait-27 9.55 4421.75
Proposed (λthre)
low (0.0) 9.26 2185.51
medium (0.36) 9.90 3946.02
high (0.4) 10.22 4733.65

Table 2: The main results of our systems on En-Ja tst-
COMMON. The FT model was the best model with data
filtering approach.

3.2.2 Boundary Predictor
We trained the boundary predictor using the ex-
tracted source language speech prefixes. The
boundary predictor consisted of a 2D-convolution
layer reducing the sequence length to τ/4 (25
frames), a unidirectional LSTM layer, and an
output linear layer that gives label probabilities
x̂n ∈ R2 at the n-th frame of the convolution layer.
We set the embedding dimensions and the hidden
state dimensions of the LSTM layer to 256 and 512.
The model was trained using Adam with an initial
learning rate of 0.0001, warmup updates of 4,000
and early stopping patience of 8. During inference,
we tried several values of voting threshold λthre

between 0.0 to 1.0 to adjust for latency and BLEU
tradeoffs.

4 Experiments

We conducted comparative experiments with wait-
k (Ma et al., 2019). For baseline wait-k, we tried k
ranging from 1 to 19 at two intervals for En-De and
5 to 31 at two intervals (excluding 29) for En-Ja.
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Metrics En-De En-Ja
Accuracy 0.678 0.679
Precision 0.646 0.480
Recall 0.490 0.009
F1 0.557 0.017

Table 3: The evaluation results of boundary predic-
tor models on prefix pairs of tst-COMMON dataset
in λthre = 0.5.

Following the default wait-k setting in fairseq, one
unit for k was set to 280 frames. For examples,
when k = 3, after reading 3 × 280 frames, the
model would WRITE and READ alternately.

4.1 Main Results
Table 1 shows the best results of the proposed and
baseline SimulMT systems in En-De with low (AL
≤ 1,000), medium (AL ≤ 2,000), and high (AL ≤
4,000) latency regimes. Table 2 shows the counter-
part in En-Ja with low (AL ≤ 2,500), medium (AL
≤ 4,000), and high (AL ≤ 5,000) latency regimes.
In both language pairs, our model outperformed the
baselines with all the latency regimes. In particular,
the proposed method showed a significant improve-
ment of more than 10 points in BLEU in En-De
with low latency regime. On the other hand, the
improvement for En-Ja was smaller than in En-De.
One possible reason was the performance differ-
ence of the boundary predictor, which depends on
the difference between source and target languages.
Table 3 shows the results of the boundary predic-
tor on prefix pairs of tst-COMMON dataset with
λthre = 0.5. For both language pairs, the accu-
racy was under 68%, suggesting the difficulty of
binary classification at the acoustic frame level. Es-
pecially, the recall of En-Ja boundary predictor was
extremely low, which means that its output predic-
tions were almost 0 (READ) in λthre = 0.5. The
small λthre value was required to output label 1
(WRITE) frequently on En-Ja, compared to En-De,
as shown in Tables 1 and 2.

4.2 Effectiveness of Fine-tuning
Figure 2 shows the results of wait-k baselines, a
model fine-tuned with bilingual prefix pairs (FT)
and a model without fine-tuning (w/o FT). Figure 3
shows the counterparts in En-Ja. In En-De, the fine-
tuned model worked better than the non fine-tuned
model in the range of AL ≤ 4,000. The perfor-
mance gap between proposed models and wait-k
models in the low latency ranges were larger than
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Figure 2: The BLEU and AL results of FT, w/o FT and
baseline in En-De. The two FT points in low latency
regime (AL≤1000) were evaluated in T = 48 frames
on λthre = {0.0, 0.1}.
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Figure 3: The BLEU and AL results of FT, w/o FT and
baseline in En-Ja. The FT model was fine-tuned with
non-filtered prefix pairs.

those in the high latency ranges. On the other hand,
the non-fine-tuned model worked better than the
fine-tuned model in the very large latency ranges
with AL > 4000. Both of them outperformed the
baseline wait-k models consistently in BLEU. The
fine-tuned model achieved higher BLEU scores
at the cost of the larger latency, compared to the
non-fine-tuned and wait-k models.

In En-Ja, the scores of the non-fine-tuned model
were better than those of wait-k baselines with all
the latency regimes. The performance improve-
ments of the non-fine-tuned model against wait-
k models in the low latency ranges were larger
than those in the high latency ranges. However,
the scores of the fine-tuned model were worse
than those of wait-k models and the non-fine-tuned
model almost everywhere. It suggests the failure
of appropriate fine-tuning in En-Ja.
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▁ 注文 を 取ったあと ▁ 隣 の ブー ス で カップルに会い ました▁彼女は自分の声をあまりにも軽蔑 しました...

300 f 400 f 500 f

𝑆!"#$%&	

𝑇$!"#$%& ▁ 注文
▁ 注文 を
▁ 注文 を 取ったあと ▁ 隣 の ブー ス で カップル

𝑇$'$$(%)#

She took our order,  and then went to the couple in the booth next to us,         and she                       lowered   her voice ... 

Figure 4: Examples of extracted prefix pairs on En-Ja containing unbalanced pairs whose target prefix is too short.

Filter (maxratio) # samples (% removed)
None 642,426 (0%)
80 583,986 (9.1%)
40 447,517 (30.3%)
20 161,309 (74.9%)

Table 4: The samples size of En-Ja prefix alignment
data filtered by maxratio. maxratio indicates ratio
between source speech frames size and target hypothesis
tokens length.

Offline (hyp/ref )
w/o FT 11.6 (0.885)
FT + Filter (maxratio)
None 6.0 (0.515)
80 6.4 (0.530)
40 8.0 (0.609)
20 10.9 (0.796)

Table 5: The En-Ja FT BLEU results on offline with
filtered prefix alignment data. hyp/ref indicates ratio
between hypothesis length and reference length.

4.2.1 Data Filtering for English-Japanese

In contrast to En-De, the fine-tuned model was in-
ferior to the non-fine-tuned and wait-k models in
En-Ja. We expected that under-translation would
degrade the performance because the fine-tuning
used prefix pairs of a long source language speech
prefix and a short target language text segment. It
would be due to differences in sentence structures
between English and Japanese. Since English and
German are subject-verb-object (SVO) languages,
the English prefix speech frames and the German
prefix tokens can be aligned without long-distance
reordering. For example, the pair dataset of English
frames and German tokens {English prefix frames,
German prefix tokens} would consist of {S, S},
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Figure 5: The En-Ja BLEU and AL results of w/o FT
models and FT models. The FT models were fine-tuned
with filtered prefix alignment data.

{SV, SV}, {SVO, SVO}. On the other hand, since
Japanese is a subject-object-verb (SOV) language,
the difference in sentence structures between them
causes the difficulty in aligning prefixes. For exam-
ple, the prefix pairs of English speech and Japanese
text {English prefix frames, Japanese prefix tokens}
would consist of {S, S}, {SV, S}, {SVO, SOV}.
Such an unbalanced pair like {SV, S} would make
the fine-tuned model prefer inappropriately short
outputs. Figure 4 shows examples of prefix pairs
extracted using Bilingual Prefix Alignment to fine-
tune the ST model. Bilingual Prefix Alignment ex-
tracted unbalanced pairs (Sprefix, T̂prefix) whose
target prefix is too short. For example, a source
speech prefix of 300 frames (about three seconds)
is paired with a target prefix of only two subwords,
which obviously does not match.

We applied simple data filtering described in
2.1 for En-Ja. Table 4 shows the prefix alignment
dataset with the filtering. The filtering can reduce
the unbalanced pairs of data that consists of long
source speech frames and short target tokens. It

290



would alleviate the model to generate too short
sequences. Table 5 shows the results of the fine-
tuned model with the filtered prefix pairs. Table 5
shows the BLEU improvement from no filter set-
ting (None) to larger maxratio filter setting with
alleviating the gap between hypothesis length and
reference length (hyp/ref). Figure 5 shows the re-
sults of the fine-tuned (FT) models with filtered pre-
fix alignment dataset. FT (None) was worse than
the non-fine-tuned model in the latency ranges with
AL > 3500. The scores by the fine-tuned model us-
ing filtered data on maxratio = 80 (filter80) were
almost the same as FT (None) model’s. Decreas-
ing maxratio to 20 significantly improved BLEU
scores. It suggests selective use of the fine-tuning
data alleviated the under-translation problem for
distant language pairs.

5 Conclusions

In this paper, we described our SimulST systems in
English-to-German and English-to-Japanese. The
proposed method uses prefix alignment data to fine-
tune the offline ST model and train boundary pre-
dictor that judges when to READ and WRITE. Our
models achieved some improvements compared to
the wait-k baselines in every latency regime in both
English-to-German and English-to-Japanese.
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Abstract
The paper presents the HW-TSC’s pipeline and
results of Offline Speech to Speech Transla-
tion for IWSLT 2022. We design a cascade
system consisted of an ASR model, machine
translation model and TTS model to convert
the speech from one language into another
language(en-de). For the ASR part, we find that
better performance can be obtained by ensem-
bling multiple heterogeneous ASR models and
performing reranking on beam candidates. And
we find that the combination of context-aware
reranking strategy and MT model fine-tuned
on the in-domain dataset is helpful to improve
the performance. Because it can mitigate the
problem that the inconsistency in transcripts
caused by the lack of context. Finally, we use
VITS model provided officially to reproduce
audio files from the translation hypothesis.

1 Introduction

In this year, there is only one track in the speech
to speech translation task which is the English to
German translation (En-De) (Anastasopoulos et al.,
2022). The audio files in English are given in the
dataset, and we are required to produce the audio
files in German. In recent research of speech to
speech task, there are basically two paradigms with
respect to the system architecture, which are cas-
cade and end-to-end. And the cascade pipeline
composed by an ASR model, a MT model and a
TTS model is commonly used, because this system
is more mature than end-to-end one. The advan-
tage of this pipeline is that each module of the
system can be a state-of-the-art one trained on suf-
ficient independent corpora. It also allows us to
perform experiments with different combinations
of ASR models, MT models and TTS models. But
compared to end-to-end system, this cascade sys-
tem may not capture all information like accent of
speakers, emotion, etc.

End-to-End system like S2UT is introduced in
(Lee et al., 2021), which can be directly trained on

Dataset Number of Utterance Duration(hrs)

LibriSpeech 281,241 960.85
MuST-C 340,421 590.67
IWSLT 170,229 254.41
CoVoST 1362,422 1802.52
TEDLIUM3 268,214 453.42

Table 1: Data statistics of our ASR corpora

speech to speech dataset with the help of text gen-
eration as the auxiliary task. However, we didn’t
adopt this approach due to the insufficiency of avail-
able corpora.

For the ASR model, we tried Conformer (Gulati
et al., 2020), S2T Transformer (Synnaeve et al.,
2019) and U2(Zhang et al., 2020), and obtained
three types of ASR results.

In translation, inconsistency of translation of
same words in the context is a common difficulty.
This is caused by the flaw of conventional trans-
lation that treats each sentence independently in
a documents, ignoring surrounding contexts. For
example, a family name in English can be trans-
lated in different ways in Chinese. Because Chi-
nese transcripts comes from transliteration, and
there are lots of words share same pronunciation
but different spelling. This may cause the ambi-
guity in transcripts, which is hard for readers to
understand. To solve the problem, we propose the
context-aware reranking strategy in translation, es-
sentially an approach to adapt sentence-level MT
models into document-level translation scenarios.
It aims to generate the best candidate by taking
previous contexts into account and reranking with
scores estimated by all models.

2 Method

2.1 Data Preprocessing

We consider five datasets as our training set of
ASR models, which are MuST-C V2 (Cattoni et al.,
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Language WMT Bilingual In-domain Text

En-De 79M 459K
En-Zh 96M 590K
En-Ja 42M 552K

Table 2: Data statistics of our MT corpora

2021), LibriSpeech(Panayotov et al., 2015), TED-
LIUM 3 (Hernandez et al., 2018), CoVoST (Wang
et al., 2020) and IWSLT. The statistical description
is shown in Table 1. The CoVoST dataset has the
longest duration and the largest number of utter-
ances.

In the first step, we load the waveform of audio
files as tensors and extract the 80-dimensional filter
bank features of them. Because the encoder and
decoder of a Transformer (Vaswani et al., 2017)
model can only process limited size of sequences,
we restrict the frame size of input speeches to the
range of 50 to 3000, and the number of tokens
should be no more than 150. At the same time,
we calculate the speed of the speech by length of
references and frame size of each sample. This
metric could help us find those speech with small
frame size but large number of tokens, or vice versa,
which should be considered as outliers. So we
choose the speech with the speed within µ(τ)±4×
σ(τ), where τ = # frames

# tokens . Through these process
pipeline in fine-grained level, we obtain the cleaned
training set.

For the test set, we use the official dataset pro-
vided audios in the task. We also use the MuST-C
dev, tst-COMMON and tst-HE set to evaluate our
model so that they can be compared easily with
other approaches.

For the training set of MT models, we follow
the configuration and preprocessing procedures as
(Wei et al., 2021), and the scale of the dataset is
shown in Table 2.

2.2 Automatic Speech Recognition

We apply Conformer (Gulati et al., 2020) and
S2T-Transformer (Synnaeve et al., 2019) to pre-
dict the fundamental results in an ensemble ap-
proach, and clean the predicted candidates with
the U2 model (Zhang et al., 2020). All of these
models are trained on the united dataset with the
domain controlled training/generation (Wang et al.,
2021). We ensemble the ASR result of the two
models, and some results have been corrected in

Algorithm 1 Context-aware Translation reranking
Require: MT, MT’, LM, context length, beam

size, utterance list: F ,G,Q, N, k, S
Initialize: Context Buffer C ← {}
Initialize: source text index i← 0
while i ̸= |S| − 1 do
Ŷ , Pf ← F(ui, k): propose candidates
Pg ← G(ui, Ŷ ): scoring with MT ′

if i < N then
Pq ← Q(Ŷ , C)

else
Pq ← Q(Ŷ , C[−N :])

end if
ŷ∗ ← argmaxŷ

∑
m ∈ {f, g, q}wm logPm

C ← C ∪ {ŷ∗}
i← i+ 1

end while
return C

the post-processing. Sometimes both Conformer
and S2T-Transformer makes errors in the recognis-
ing process, except the errors appeared in different
position. For example, in a same sentence, the Con-
former would recognise the "ex-boyfriend" as "next
boyfriend" incorrectly, and the S2T-Transformer
may misidentify "the cuss words" as "the cusp
words". Through ensembling, these errors can be
eliminated and results can be improved. We proved
that the ensembling of these heterogeneous ASR
models can in some what extent improve the possi-
bility of choosing the correct answer.

Meanwhile, we find that two autoregressive mod-
els both have the drawback of producing meaning-
less sentences when acoustic inputs are applause or
laughing from the audience. In this situation, U2
presents the stability and robustness in predicting
those audio without real utterances. So, we use U2
as the criteria to filter the ensemble results comes
from Conformer and S2T-Transformer. It means,
for each sample, we predict with U2 first and see if
the prediction is a blank line, if it is, we directly use
it as the output, otherwise, we predict the sample
again with the ensembled model mentioned above.
This is the key to apply U2, but it would not change
any other prediction of ensemble results.

After the cleaning process of U2, results are
more anti-interference to the sample that filled with
laughter or meaningless natural noise.
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Test set Approach BLEU ChrF TER Perf. Drop

dev
Oracle 32.1 0.61 0.534

21.4%
TTS 25.12 (-6.98) 0.58 (-0.03) 0.585 (+0.051)

tst-HE
Oracle 34.0 0.63 0.498

28.82%
TTS 24.2 (-9.8) 0.56 (-0.07) 0.609 (+0.111)

tst-COMMON
Oracle 31.2 0.63 0.550

21.80%
TTS 24.4 (-6.8) 0.57 (-0.06) 0.627 (+0.077)

Table 3: This table presents our overall performance evaluated on MuST-C dev, tst-HE and tst-COMMON set. Oracle
stands for directly evaluating translation outputs of the MT model. TTS stands for evaluating on the transcripts
predicted from the TTS output. Note that all results are evaluated without punctuation and with lower-casing since
the wav2vec ASR model is only able to predict in that form. The column "Perf. Drop" statistics the drop of BLEU
when applied with TTS.

2.3 Translation Models
We use the WMT21 news corpora to train the MT
model in En-De direction, then, use the combina-
tion of MuST-C and IWSLT dataset to fine-tune the
pretrained model.

2.4 Context-aware MT reranking
Following the work in (Yu et al., 2020) that utilises
the noisy channel model (Brown et al., 1993) in
document-level translation, we adopted similar
strategy to improve the translation with longer con-
text information. However, we make some simpli-
fication on the decoding process and the scoring
function. More specifically, we restrict the context
to a sliding window that only taking a fixed size
of sentences into account when applying the LM
scoring:

O(x, y−N :, yi) =wMT log pMT(y
i|xi)

+ wLM log pLM(yi|y−N :)

+ wMT’ log pMT′ (xi|yi) (1)

where N is the context length, w are weights for
each component. The decoding process is also
simplified into a greedy search instead of sentence-
level beam search as described in Algo 1. During
inference, we find that the test set is exactly same as
the tst2022-en-de used in the offline, therefore, we
manually regroup ASR outputs back to documents
and translate them with this approach.

2.5 Text to Speech
In a cascade speech to speech translation system,
text to speech (TTS) is the final module to con-
vert translations into speech. We use the pretrained
VITS (Kim et al., 2021) model for this procedure.
VITS adapts variatoinal inference augmented with

normalizing flows and an adversarial training pro-
cess, largely improving the quality of generated
speech. During inference process we only need to
provide German texts, and use the model to pro-
duce raw audio files with 22kHz sample rate.

3 Experiments

3.1 Setup

In the training of our ASR models, we use the
sentencepiece model (Kudo and Richardson, 2018)
for tokenization with vocab size=20000. Configura-
tions of ASR models are exactly same to our offline
submission. We follow the recipe of (Wei et al.,
2021) to train our NMT models in both directions,
as well as the language model. All MT models
are also fine-tuned on in-domain corpora for addi-
tional 10 epochs. We implemented all models with
fairseq (Ott et al., 2019).

The automatic evaluation of our S2S system
is achieved by calculating metrics on the re-
transcribed outputs from our system. Specifically,
an officially assigned ASR model: "wav2vec2-
large-xlsr-53-german" (Baevski et al., 2020) is used
to transcribe the TTS generated audio files back to
texts first. Then, they are used for the evaluation
with automatic tools performed in text-level. This
significantly reduces the difficulty of evaluation but
still preserves the fairness. We use BLEU (Pap-
ineni et al., 2002), ChrF (Popovic, 2015) and TER
(Snover et al., 2006) as evaluation metrics in our
experiments.

3.2 Results

Because the speech cannot be directly compared
to transcripts, we have to convert the speech into
transcripts by the Wav2vec ASR model. We tested
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ASR Model CoVoST MuST-C TEDLIUM3 LibriSpeech
w/ Domain Tag 11.27 6.31 5.33 4.39
wo/ Domain Tag 17.56 15.58 8.72 7.98

Table 4: Comparison of wer scores of ASR model trained on dataset with domain tag or not.

the score of BLEU, ChrF and TER by evaluating
the translation outputs of MT model and the re-
transcribed results of final outputs from TTS. And
those scores can be seen in Table 3. Note that
before computing evaluation metrics, we applied
some normalizing process to make the results of Or-
acle and TTS comparable. More specifically, since
the re-transcribed text from the wav2vec model is
lower-cased and has no punctuation, we also per-
form lower-casing and removing of punctuation
for Oracle hypothesis and the references. Finally,
we evaluate metrics on Oracle and TTS hypothesis
towards the normalized references.

From the experimental results on three sub sets
of MuST-C, we have some interesting findings.
Through the process of TTS and re-ASR, the BLEU
score and ChrF score has both decreased by about
7+ and 0.05+, and the TER score increased by
0.07+. This trend appears in both three test sets,
demonstrating that there might be serious informa-
tion loss in this process. However, further conclu-
sions can only be drawn from the human evalua-
tion.

3.3 Ablation

Effectiveness of domain controlled generation
We test whether the domain tag prefix is useful
for the performance of model, and the results are
shown in Table 4. There are four domain tag used
in our new dataset, including "<MC>", "<LS>",
"<TL>" and "<CV>". All these prefix represents
the abbreviations of each dataset. Compared with
the results of model fed by dataset without using
any domain prefix tags, the model trained on the
tagged dataset has the better performance. This
essentially benefits from the extra prior informa-
tion provided by the domain prefix tags. In detail,
domain tags provides more latent information that
cannot be easily captured in raw audios, making
the generation more deterministic. Meanwhile, this
allows us to control the generation style in our de-
manded domain, being closer to the reference. So,
the domain tag prefix effectively improves the per-
formance of our model.

4 Conclusion

In the paper, we elaborate the cascade system for
this Speech to Speech task. There are several strate-
gies we applied to improve the system, including
domain-tag prefix and the context-aware reranking
strategy. We did some experiments to verify the
reliability of those strategies for a cascade system,
and we also made some analysis from the theoreti-
cal level. In the future, we are going to explore the
feasibility of the end-to-end system, since it might
reduce the negative impact of information loss on
system performance.
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Abstract

This paper describes CMU’s submissions to the
IWSLT 2022 dialect speech translation (ST)
shared task for translating Tunisian-Arabic
speech to English text. We use additional
paired Modern Standard Arabic data (MSA) to
directly improve the speech recognition (ASR)
and machine translation (MT) components of
our cascaded systems. We also augment the
paired ASR data with pseudo translations via
sequence-level knowledge distillation from an
MT model and use these artificial triplet ST
data to improve our end-to-end (E2E) sys-
tems. Our E2E models are based on the Multi-
Decoder architecture with searchable hidden
intermediates. We extend the Multi-Decoder
by orienting the speech encoder towards the
target language by applying ST supervision as
hierarchical connectionist temporal classifica-
tion (CTC) multi-task. During inference, we
apply joint decoding of the ST CTC and ST
autoregressive decoder branches of our modi-
fied Multi-Decoder. Finally, we apply ROVER
voting, posterior combination, and minimum
bayes-risk decoding with combined N-best lists
to ensemble our various cascaded and E2E sys-
tems. Our best systems reached 20.8 and 19.5
BLEU on test2 (blind) and test1 respectively.
Without any additional MSA data, we reached
20.4 and 19.2 on the same test sets.

1 Introduction

In this paper, we present CMU’s Tunisian-Arabic to
English ST systems submitted to the IWSLT 2022
dialectal ST track (Anastasopoulos et al., 2022).
One of our goals is to investigate dialectal transfer
from large MSA ASR and MT corpora to improve
Tunisian-Arabic ST performance. We also view
this task as setting for extending the sequence-level
knowledge distillation (SeqKD) (Kim and Rush,
2016), E2E Multi-Decoder architecture (Dalmia
et al., 2021), and system combination methods in
our IWSLT 2021 offline ST systems (Inaguma et al.,
2021b).

In particular, our contributions are the following:

1. Dialectal transfer from large paired MSA cor-
pora to improve ASR and MT systems (§3.1)

2. MT SeqKD on MSA ASR data for artificial ST
triplets to improve E2E ST systems (§3.2.2)

3. Multi-Decoder with hierarchical CTC training
for target-oriented speech encodings (§3.2.3)

4. Multi-Decoder with CTC beam search hypothe-
sis re-scoring during ST inference (§3.2.4)

5. Multi-Decoder with surface and posterior-level
guidance from external models (§3.3.1)

6. Joint minimum bayes-risk decoding as an en-
sembling method (§3.3.2)

Results on the blind test set, test2, and ablations on
the provided test set, test1, demonstrate the overall
efficacy of our systems and the relative contribu-
tions of the aforementioned techniques (§5).

2 Task Description and Data Preparation

The Arabic language is not a monolith. Of its esti-
mated 400 million native speakers, many speak in
colloquial dialects such as, Tunisian-Arabic, that
have relatively less standard orthographic rules and
smaller ASR and MT corpora compared to formal
MSA (Hussein et al., 2022). Both of these real-
ities present challenges to building effective ST
systems, and as such the dialectal speech transla-
tion shared task is an important venue for tackling
these research problems.

Table 1 shows the corpora relevant to the shared
task. The IWSLT22-Dialect corpus consists of ST
triplets where 160 hours of 8kHz conversational
Tunisian-Arabic speech are annotated with tran-
scriptions and also translated into English. The
MGB2 corpus (Ali et al., 2016) consists of 1100
hours of 16kHz broadcast MSA speech and the
corresponding transcriptions. The OPUS corpus
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#Hours #Sentence

of Speech Arabic English

IWSLT22-Dialect 160 0.2M 0.2M
MGB2 1100 1.1M -
OPUS - 42M 42M

Table 1: Statistics for the three corpora included in the
IWSLT 2022 dialect ST shared task. IWSLT22-Dialect
has triplets of speech, source Arabic transcription, and
target English translation. MGB2 and OPUS have only
pairs for ASR and MT respectively.

(Tiedemann et al., 2020) consists of 42M MSA-
English translation pairs across several domains.
Any systems that use MGB2 or OPUS data for
pre-training, fine-tuning, or any other purpose are
designated as dialect transfer systems.1

Following the shared task guidelines, punc-
tuation is removed and English text is lower-
cased. Buckwalter one-to-one transliteration of
Arabic text (Habash et al., 2007) was applied to
help non-Arabic speakers with ASR output in-
terpretation. English sentences were tokenized
with the tokenizer.perl script in the Moses
toolkit (Koehn et al., 2007) for training and deto-
kenized for scoring. Language-specific sentence-
piece vocabularies were created using the byte pair
encoding (BPE) algorithm (Sennrich et al., 2016)
with the sentencepiece toolkit.2 Speech data
was up-sampled by a factor of 3 using 0.9 and 1.1
speed perturbation ratios (Ko et al., 2015). The
IWSLT22-Dialect data was upsampled to 16kHz
for consistency using the sox toolkit3.

3 Proposed Methods

In this section, we describe our cascaded (§3.1) and
E2E systems (§3.2). Then we describe methods for
integrating both approaches §3.3.

3.1 Cascaded ASR→MT Systems
3.1.1 ASR
To train ASR models for our cascaded system,
we use the ESPnet (Watanabe et al., 2018) frame-
work. Our ASR architecture is based on hybrid
CTC/attention approach (Watanabe et al., 2017)
with a Conformer encoder (Gulati et al., 2020).

1We do not use self-supervised representations, morpho-
logical analyzers, or any other resources reliant on data other
than the three aforementioned corpora.

2https://github.com/google/
sentencepiece

3http://sox.sourceforge.net

The Conformer, which employs convolutions to
model local patterns and self-attention to model
long-range context, has shown to be effective on
both ASR and E2E ST tasks (Guo et al., 2020;
Inaguma et al., 2021b). We also use a bidirec-
tional LSTM (Hochreiter and Schmidhuber, 1997;
Graves and Schmidhuber, 2005) language model
(LM) to re-score beam search hypotheses during in-
ference. We ensemble multiple ASR systems with
varying hyper-parameters using Recognizer Output
Voting Error Reduction (ROVER) with minimal
word-level edit-distance alignment (Fiscus, 1997).

3.1.2 MT
To train MT models for our cascaded system, we
use the Fairseq (Ott et al., 2019) framework to train
transformers encoder-decoder models (Vaswani
et al., 2). To mitigate the exposure bias of training
with ground-truth data and using ASR outputs at
test time, we introduce ASR mixing, where during
training, for each sample in the training set, the
model maximizes the log-likehood of translation
from both the ground-truth source and the ASR
source from an ASR system. This is possible be-
cause we have triplet data for training set as well.
We use the same system used in the cascaded sys-
tem to generate ASR outputs for the training set.
We ensemble multiple MT systems with varying
random seeds using posterior combination of hy-
potheses during beam search.

We also train an MT model using the ESPnet
toolkit (Watanabe et al., 2018) as an auxiliary
model used for posterior combinations with our
E2E ST systems as described in §3.3.1. These mod-
els use BPE vocabulary sizes that are optimal for
E2E ST, which we found empirically to be smaller
than for MT.

3.1.3 Direct Dialectal Transfer
To leverage MSA annotated speech data to im-
prove our ASR system, we select a subset of the
MGB2 data as an augmentation set to be added
to the IWSLT22-Dialect data. We first use an
ASR model trained on IWSLT22-Dialect data only
to compute the cross-entropy of the utterances
in the MGB2 data. We then select a percentage
of the MGB2 utterances with the lowest cross-
entropy. Similar cross-entropy based data selec-
tion has shown to effectively reduce noise result-
ing from domain mismatches in language model-
ing (Moore and Lewis, 2010) and MT (Junczys-
Dowmunt, 2018). After pre-training on the mixture
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of MGB2 and IWSLT22-Dialect data, we then fine-
tune on IWSLT22-Dialect data only.

To leverage the MSA translation data to improve
our MT system, we use the OPUS corpus, cleaning
sentences longer than 200 subwords. This results
in about 30M sentence pairs of training data for
MSA-English. We then train a larger transformer
for 20 epochs on this training data. We the use
fine-tune this model on the IWSLT22-Dialect data.

3.2 E2E ST Systems
3.2.1 Multi-Decoder Architecture
Multi-decoder model (Dalmia et al., 2021) is an
end-to-end sequence model that exploits decom-
position of a complex task into simpler tasks in
it’s model design. For speech translation it decom-
poses the task into ASR and MT sub-nets while
maintaining the end-to-end differentiability. To
train Multi-Decoder models, we modified the ESP-
net framework (Watanabe et al., 2018).

As shown in figure 1.a, the speech signal, X =
{xt ∈ RD|t = 1, ..., T}, is mapped to encoder rep-
resentations by the Speech Encoder which are then
in turn mapped autoregressively to decoder repre-
sentations corresponding to the source language
transcription, Y ASR = {yASR

l ∈ V|l = 1, ..., L},
by the ASR Decoder. These ASR Decoder represen-
tations, referred to as searchable hidden interme-
diates, are passed to the downstream ST Encoder-
Decoder. In order to avoid error-propagation, the
ST Decoder performs cross-attention over both the
Speech Encoder and ST Encoder representations.
The network is optimized with multi-tasking on
cross-entropy losses for both the source and target
languages, LASR

CE and LST
CE respectively, along with

a CTC (Graves, 2012) loss LASR
CTC:

L = λ1LASR
CE + λ2LASR

CTC + λ3LST
CE (1)

where λ’s are used for interpolation. During infer-
ence, the CTC branch of the Speech Encoder is
also used to re-score beam search hypotheses pro-
duced by the ASR Decoder, following the Hybrid
CTC/Attention method (Watanabe et al., 2017).

Inaguma et al. (2021a) showed that sampling
CTC output instead of always using ground truth
previous token helps the Multi-Decoder model.
With a CTC sampling rate of 0.2, which means that
with a probability of 0.2 we would use the CTC
output instead of the ground truth during training.
This simulates the inference condition where there
would be ASR errors. We found this technique to
be particularly helpful for this dataset.

3.2.2 SeqKD Dialectal Transfer
Our Multi-Decoder training objective, equation 1,
assumes that each speech signal is annotated with
both a source language transcription and target lan-
guage translation. In order to include additional
paired MSA data into this training regime, we first
generate artificial speech, transcript, and transla-
tion triplets. To do so, we first build a MSA MT
model using the OPUS data. We then generate
pseudo-translations for the paired MGB2 data by
feeding the MSA transcriptions as inputs to the MT
model. This method is based on SeqKD Kim and
Rush (2016) and can be considered as a dialectal
application of MT to ST knowledge-distillation.
We mix a percentage of the pseudo-translated data
using the same cross-entropy based methodology
as decribed in §3.1.3 with the Tunisian-Arabic data
during training. We refer to this data augmentation
as MT SeqKD in future sections.

3.2.3 Hierarchical Speech Encoder
CTC loss is often used as auxiliary loss in attention
based encoder decoder models (Watanabe et al.,
2017). It helps the attention based decoder by in-
ducing monotonic alignment with the encoder rep-
resentations (Kim et al., 2017). In this work, we
extend this idea by creating a hierarchical encoder
that customizes the ordering of the encoder for the
individual sub-tasks by using auxiliary CTC loss at
each sub-task. Here, we use an auxiliary CTC loss
with ASR targets and another CTC loss with ST
targets. As shown in figure 1.b, the first 12 layers
of the Speech Encoder produce ASR CTC align-
ments, ZASR = {zASR

n ∈ V ∪ {∅}|n = 1, ..., N},
while the final 6 layers produce ST CTC align-
ments, ZST = {zST

n ∈ V ∪ {∅}|n = 1, ..., N},
where ∪{∅} denotes the blank emission. This
creates a hierarchical encoder structure similar to
(Sanabria and Metze, 2018; Lee and Watanabe,
2021; Higuchi et al., 2021). The Multi-Decoder
with hierarchical encoder is optimized with an ad-
ditional ST CTC loss, LST

CTC:

L = λ1LASR
CE + λ2LASR

CTC + λ3LST
CE + λ4LST

CTC
(2)

Note that the ST Decoder now performs cross-
attention Speech Encoder representations that are
oriented towards the target language.

3.2.4 Joint CTC/Attention Decoding for ST
The ST CTC branch of the Speech Encoder intro-
duced in the previous section allows us to apply
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ASR CTC
Decoder Layers 

Encoder Layers Encoder Layers 

Decoder Layers Encoder Layers

ASR CTC

ST CTC

Decoder Layers 

Encoder Layers Encoder Layers 

Decoder Layers 

(a) Multi-Decoder (b) Multi-Decoder w/ Hierarchical Encoder + CTC/Attn ST Decoding

Figure 1: The left side presents the original Multi-Decoder architecture with searchable hidden intermediates
produced by the ASR Decoder. The red lines indicate joint CTC/Attention decoding of beam search hypotheses
produced by an autoregressive decoder. The right side presents a modified Multi-Decoder with both a hierarchical
ASR to ST Speech Encoder optimized via CTC objectives and joint CTC/Attention ST inference.

joint CTC/Attention decoding using the one-pass
beam search algorithm (Watanabe et al., 2017) dur-
ing ST inference as well. Although previously
only applied to ASR decoding, we found that
joint CTC/Attention inference for the ST Decoder
beam search hypotheses were beneficial in this task.
Deng et al. (2022) show that joint modeling of
CTC/Attention is effective for short contexts of
blockwise streaming ST; as far as we know, our
work is the first to show the benefit on long con-
text. Our conjecture is that speech to translation
transduction with attention mechanisms, as in the
original Multi-Decoder, contains irregular align-
ments between the acoustic information and the
target sequence. The hierarchical encoder and joint
CTC/Attention decoding methods may alleviate
these irregularities by enforcing greater monotonic-
ity. We refer to the Multi-Decoder with hierarchical
encoder and joint CTC/Attentionn ST decoding as
the Hybrid Multi-Decoder in future sections.

3.3 Integrating E2E and Cascaded Systems

3.3.1 Guiding Multi-Decoder Representations

Since the Multi-Decoder (Dalmia et al., 2021) uses
hidden representations from the autoregressive ASR
Decoder, we can perform search and retrieval over
this intermediate stage of the model. Dalmia et al.
(2021) showed that ST quality improves by using
beam search and external models like LMs to im-
prove the representations the ASR sub-task level.
We believe this an important property to have when
building models for complex sequence tasks like
speech translation, as often there is additional data

present for the sub-tasks like ASR and MT. In this
work, we help guide our Multi-Decoder model to
retrieve better decoder representations by using ex-
ternal ASR and MT models.

We experimented with two approaches: 1) pos-
terior level guidance and 2) surface level guidance.
The former is similar in concept to posterior com-
bination for model ensembling during inference
as described in (Inaguma et al., 2021b), however
the Multi-Decoder allows us to incorporate both an
external ASR and MT model due to the searchable
hidden intermediates whereas a vanilla encoder-
decoder ST model would only be compatible with
an external MT model. This method requires beam
search over both ASR and MT/ST for multiple mod-
els. Alternatively, surface level guidance can avoid
this expensive search over the ASR intermediates
by instead retrieving the hidden representations for
an ASR surface sequence produced externally.

We use the ROVER ASR outputs described
in §3.1.1 as surface level guides for the Multi-
Decoder’s ASR intermediates and found this to
be more effective than posterior combination with
external ASR models. We refer to this method of
retrieval as ROVER intermediates in future sections.
Since ROVER is based on minimal edit-distance
alignment, we did not find it compatible with trans-
lation sequences. For the ST Decoder, we use poste-
rior combination with external ST and MT models
and refer to this as ST/MT Posterior Combination
in future sections.
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3.3.2 Minimum Bayes-Risk
Rather than finding the most likely translation, Min-
imum Bayes-Risk (MBR) decoding aims to find
the translation that maximizes the expected util-
ity (equivalently, that minimizes risk, (Kumar and
Byrne, 2002, 2004; Eikema and Aziz, 2020)). Let
Ȳcands, Ȳsamples be sets containing N candidate
hypotheses and M sample hypothesis. This sets
can be obtained from one or multiple model by,
for example sampling or taking the top beams in
beam search. Let u(y∗, y) be an utility function
measuring the similarity between a hypothesis y
and a reference y (we only consider BLEU in this
work). MBR decoding seeks for

ŷMBR = argmax
y∈Ȳcands

EY∼pθ(y|x)[u(Y, y)]︸ ︷︷ ︸
≈ 1

M

∑M
j=1 u(y

(j), y)

, (3)

We experimented with using MBR as a technique
for system combination, in two forms:

• True: the stronger system (the E2E) is used
to generate the N candidates Ȳcands and the
weaker system (the Cascaded system) is used
to generate M samples Ȳsamples. This means
that the outputs will guaranteed to generated
by the E2E system.

• Joint: in this case, both the E2E and the
Cascaded generate N hypotheses, with are
then concatenated to make both the candidate
set and sample set Ȳsamples = Ȳcands, with
|Ȳcands| = 2N

We explored using beam search and nucleus sam-
pling (Holtzman et al., 2019) with different p values
for both generating candidates and generating sam-
ples to compute the expectation over. Overall we
found that, for both settings, using beam search to
generate hypothesis for the E2E model and nucleus
sampling with p = 0.9 for the cascaded system
yield the best results. We use N = M = 50 for
both settings.

4 Experimental Setup

ASR: We extracted 80-channel log-mel filter-
bank coefficients computed with 25-ms window
size and shifted every 7-ms with 3-dimensional
pitch features.4 The features were normalized by
the mean and the standard deviation calculated

47-ms shift was found to be helpful due to the presence of
many short utterances in the IWSLT22-Dialect data.

on the entire training set. We applied SpecAug-
ment (Park et al., 2019) with mask parameters
(mT ,mF , T, F ) = (5, 2, 27, 0.5) and bi-cubic
time-warping. We use a BPE vocabulary size of
1000. Our encoder has 2 CNN blocks followed by
12 Conformer blocks following (Guo et al., 2020).
Each CNN block consisted of a channel size of
256 and a kernel size of 3 with a stride of 2 × 2,
which resulted in time reduction by a factor of 4.
Our decoder has 6 Transformer blocks. In both
encoder and decoder blocks, the dimensions of the
self-attention layer dmodel and feed-forward net-
work dff were set to 256 and 2048, respectively.
The number of attention heads H was set to 8. The
kernel size of depthwise separable convolution in
Conformer blocks was set to 31. We optimized the
model with the joint CTC/attention objective with
a CTC weight of 0.3. We also used CTC and LM
scores during decoding. Models were trained for
60 epochs. We averaged the model parameters of
the 10 best epoch checkpoints by validation loss.
Our LM is a BLSTM with 4 layers and 2048 unit
dimension. Beam search is performed with beam
size 20, CTC weight 0.2, and LM weight 0.1.

MT: We use SentencePiece (Kudo and Richard-
son, 2018) with the Byte-pair Encoding algorithm
(Sennrich et al., 2016). We experimented with var-
ious vocabularies sizes and found that 4000 vo-
cabulary size to be the best for small models. For
the pretrained model, we use a vocabulary size of
16000. The small transformer model used for the
non-dialect submissions has 512 embedding dimen-
sions, 1024 feedforward dimensions, 6 layers and
4 heads on each layer on both encoder/decoder.
The large transformer model used for dialect trans-
fer has 1024 embedding dimensions, 4096 feed-
forward dimensions, 6 layers and 16 heads on
each layer on both encoder/decoder. Models were
trained with early stopping by validation loss. We
averaged the model parameters of the last 5 epoch
checkpoints. Unless otherwise specified, we use
beam search with beam size of 5 and no length
penalty in beam search.

Multi-Decoder: We use the same feature extrac-
tion as for ASR. We use separate BPE vocabularies
for source and target, both of size 1000. The ASR
sub-net of the Multi-Decoder is also the same as
our ASR configuration, allowing for pre-trained ini-
tialization of the ASR encoder, decoder, and CTC.
The hierarchical encoder adds 6 additional Trans-
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Dialect test1

ID Model Type / Name Transfer WER(↓)
A1 ASR Conformer ✗ 50.4
A2 + ROVER Comb. ✗ 48.1
A3 ASR Conformer ✓ 50.0
A4 + ROVER Comb. ✓ 47.5

MT BLEU(↑)
B1 MT Transformer (Fairseq) ✗ 21.8
B2 + Posterior Comb. ✗ 22.8
B3 MT Transformer (Fairseq) ✓ 22.4
B4 + Posterior Comb. ✓ 23.6
B5 MT Transformer (ESPnet) ✗ 21.0

Table 2: Results of the ASR and MT components of our
cascaded systems, as measured by % WER and BLEU
score on the provided test1 set. ROVER and posterior
combinations were applied to ASR and MT respectively.

former layers to the original 12 Conformer layers.
The MT sub-net of the Multi-Decoder has a 2 layer
Transformer encoder and a 6 layer Transformer de-
coder. This second encoder has no convolutional
subsampling. The MT sub-net has the same dmodel

and dff as the ASR sub-net. We optimized the
model a CTC weight of 0.3 and an ASR weight of
0.3. Models were trained for 40 epochs. We av-
eraged the model parameters of the 10 best epoch
checkpoints by validation loss. Beam search over
the ASR-subnet uses the same setting as for ASR.
Beam search over the MT-subnet uses beam size
5/10 with CTC weight 0.3/0.1 for the basic/dialect
conditions. Length penalty 0.1 was used for all
cases.

5 Results and Analyses

5.1 Submitted Shared Task Systems

Figure 2 shows the results for ASR and MT systems
used as part of the cascaded system as evaluated by
WER and BLEU score respectively on the provided
test set, test1. Dialectal transfer provides a moder-
ate boosts of 0.4% and 0.6% WER without ROVER
and with ROVER respectively. Notably, WER’s for
all systems are relatively high despite a moderate
amount of training data; this is perhaps due to the
non-standard orthographic form of the Tunisian-
Arabic transcriptions.5 Another possible cause for
the high WER is the conversational nature of the
data, which may require normalization similar to
the Switchboard dataset (Godfrey et al., 1992). For

5We found that the WER’s decreased by about 4% when
removing diacritics from the hypothesis and the reference.

the MT systems, we see that posterior combination
leads to over 1 BLEU point improvements when
translating ground-truth source sentences. Interest-
ingly, while there is some benefit from the dialectic
transfer, the benefits are relatively small, yielding
an additional 0.8 BLEU for the ensembled models.
This might be due to the domain mismatch between
the Tunisian-Arabic data and MSA data.

Figure 3 shows the results of our cascaded, E2E,
and integrated cascaded/E2E systems on both the
blind shared task test set, test2, and on the pro-
vided test set, test1. The Hybrid Multi-Decoder
outperforms the ASR Mixing Cascade by 1.3 and
0.9 BLEU on test1 without and with dialectal trans-
fer respectively. Both models are boosted by the
use of ROVER. The benefit of ROVER for models
without dialectal transfer (0.3 BLEU) was larger
than for models with dialectal transfer (0.1 BLEU),
showing some diminishing returns from isolated
improvements of the ASR component of the overall
ST task. Posterior combination provided boosts in
the range of 0.5-0.8 BLEU across the models. Fi-
nally, the Minimum Bayes Risk Ensembling yielded
additional gains of 0.6-1.3 BLEU. The differences
between the final Minimum Bayes Risk Ensembling
systems and the best single systems without any
external model integration are 1.5 and 1.3 BLEU
without and without dialectal transfer respectively.

5.2 Ablation Studies

To show the individual contributions of our var-
ious methods, we present in this section several
ablations. First, we show in figure 4 the impact
of dialectal transfer from MGB2 data on ASR (as
described in §3.1.3) and on E2E ST (as described
in §3.2.2). As subset of MGB2 data selected via the
cross-entropy filter outperformed a randomly se-
lected subset, although both were better than when
no MGB2 data was included. Since the IWSLT22-
Dialect utterances were shorter than the MGB2 ut-
terances on average, one effect of the cross-entropy
filter was the removal of long utterances which ap-
peared to benefit the model. We found that using
up to 25% of the MGB2 data was best for ASR. For
ST, both 25% and 50% of the MGB2 data with MT
SeqKD yielded 0.5 BLEU gains, which is slightly
less than the 0.8 BLEU gains that our cascaded
systems obtained from dialectal transfer. This sug-
gests some that there our MT SeqKD method may
be improved in the future.

Next, in figure 5 we show the results MT and ST
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Child Dialect test1 test2

ID Type Model Name System(s) Transfer BLEU(↑) BLEU(↑)
C1 Cascade ASR Mixing Cascade A1,B1 ✗ 16.4 -
C2 Cascade + ASR Rover Comb. A2,B1 ✗ 16.7 -
C3 Cascade + MT Posterior Comb. A2,B2 ✗ 17.5 18.6
C4 Cascade ASR Mixing Cascade A3,B3 ✓ 17.3 -
C5 Cascade + ASR Rover Comb. A4,B3 ✓ 17.4 -
C6 Cascade + MT Posterior Comb. A4,B4 ✓ 17.9 19.4

D1 E2E ST Hybrid Multi-Decoder - ✗ 17.7 -
D2 Mix + ROVER Intermediates A2 ✗ 18.1 19.1
D3 Mix + ST/MT Posterior Comb. A2,B5 ✗ 18.7 19.7
D4 E2E ST Hybrid Multi-Decoder - ✓ 18.2 -
D5 Mix + ROVER Intermediates A4 ✓ 18.3 19.5
D6 Mix + ST/MT Posterior Comb. A4,B5 ✓ 18.9 19.8

E1 Mix Min. Bayes-Risk Ensemble C3,D3 ✗ 19.2 20.4
E2 Mix Min. Bayes-Risk Ensemble C6,D6 ✓ 19.5 20.8

Table 3: Results of our cascaded, E2E, and integrated cascaded/E2E systems as measured by BLEU score on
the blind test2 and provided test1 sets. Dialect Transfer indicates the use of either MGB2 or OPUS data. Rover,
posterior combinations, and minimum bayes-risk ensembling were applied to both cascaded and E2E systems, with
Child System(s) indicating the inputs to the resultant systems combinations.

test1

Task MGB2 Training Data WER(↓)
ASR none 53.1
ASR 8% w/ random select 52.7
ASR 8% w/ CE filter 52.4
ASR 25% w/ CE filter 52.4
ASR 50% w/ CE filter 53.0
ASR 75% w/ CE filter 53.5

BLEU(↑)
ST none 16.6
ST 25% w/ CE filter + MT SeqKD 17.1
ST 50% w/ CE filter + MT SeqKD 17.1

Table 4: Ablation study on the effects of additional
MGB2 data on ASR and ST performance as measured
by WER and BLEU on the test1 set respectively.

systems trained with and without ASR mixing (as
described in §3.1.2), both in the cascaded setting
and using ground-truth source sentences. Over-
all we see that ASR mixing helps improving the
cascaded system. Surprisingly this also improves
results for the translating from ground-truth source
sentences. We hypothesise that ASR mixing acts
as a form of regularization for the orthographic in-

test1

Model Name ST BLEU(↑) MT BLEU(↑)
MT Transformer 16.2 20.9

+ ASR Mixing Training 16.7 21.8

Table 5: Ablation study on the effects of ASR mixing
on ST and MT as measured by BLEU on the test1 set.

consistencies in the source transcriptions due to the
conversational nature of Tunisian-Arabic.

In table 6, we show the effects of the ASR
CTC Sampling, Hierarchical Encoder, and Joint
CTC/Attention ST Decoding modifications to the
original Multi-Decoder (as described in §3.2). We
found that each of these techniques boosts the over-
all performance and we also found their effects
to be additive. Table 6 also shows the perfor-
mance of a vanilla encoder-decoder for compar-
ison, which performed significantly worse than the
Multi-Decoder. Due to time limitations, we did
not submit the Multi-Decoder with hierarchical en-
coder, joint CTC/Attention ST decoding, and ASR
CTC sampling for shared task evaluation, but this
was our strongest single system as evaluated on the
test1 set.

Finally, Figure 7 shows the results for the two
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test1

Model Name BLEU(↑)
Encoder-Decoder 16.0

Multi-Decoder 17.1
+ ASR CTC Sampling 17.6
+ Hierarchical Encoder 17.9
+ Joint CTC/Attn ST Decoding (D4) 18.2
+ ASR CTC Sampling 18.4

Table 6: Ablation study on the effects of ASR CTC
sampling, hierarchical encoder, and joint CTC/Attn ST
decoding as measured by BLEU on the test1 set.

MBR Dialect test1 test2

Model Name Method Transfer BLEU(↑) BLEU(↑)
MBR Ensemble True ✗ 19.0 20.1
MBR Ensemble (E1) Joint ✗ 19.2 20.4

MBR Ensemble True ✓ 19.3 20.7
MBR Ensemble (E2) Joint ✓ 19.5 20.8

Table 7: Comparison of the true vs. joint methods for
minimum bayes-risk ensembling as measured by BLEU
on the test1 and test2 sets.

different settings for system combination through
MBR (as described in §3.3.2). Using the Joint set-
ting where the hypothesis from both system are
considered as both candidates/samples leads to the
best translations compared to the True setting. Fig-
ure 8 shows that while effective for maximizing
BLEU score, MBR did not improve according to
human evaluation.6

6 Conclusion

In this paper, we have presented CMU’s dialect
speech translation systems for IWSLT 2022. Our
systems encompass various techniques across cas-
caded and E2E approaches. Of the techniques
we presented, the hierarchical encoder and joint
CTC/Attention ST decoding modifications to the
Multi-Decoder and the minimum bayes-risk ensem-
bling were amongst the most impactful. In future
work, we seek to formalize these methods with
additional theoretical and experimental backing, in-
cluding extensions to other corpora and tasks such
as pure MT.

6Human evaluation methodology is detailed in (Anasta-
sopoulos et al., 2022)

test2

Model Name BLEU(↑) DA Ave. / z-score(↑)
Hybrid Multi-Decoder (D6) 19.8 66.5 / 0.119
MBR Ensemble (E2) 20.8 66.5 / 0.114

Table 8: Human evaluation results, as measured by DA
average and z-score, showing the impact of maximizing
BLEU score via minimum bayes-risk ensembling.
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Abstract

This paper describes the ON-TRAC Consor-
tium translation systems developed for two
challenge tracks featured in the Evaluation
Campaign of IWSLT 2022: low-resource and
dialect speech translation. For the Tunisian
Arabic-English dataset (low-resource and di-
alect tracks), we build an end-to-end model
as our joint primary submission, and com-
pare it against cascaded models that lever-
age a large fine-tuned wav2vec 2.0 model
for ASR. Our results show that in our set-
tings pipeline approaches are still very com-
petitive, and that with the use of transfer learn-
ing, they can outperform end-to-end models
for speech translation (ST). For the Tamasheq-
French dataset (low-resource track) our primary
submission leverages intermediate representa-
tions from a wav2vec 2.0 model trained on
234 hours of Tamasheq audio, while our con-
trastive model uses a French phonetic transcrip-
tion of the Tamasheq audio as input in a Con-
former speech translation architecture jointly
trained on automatic speech recognition, ST
and machine translation losses. Our results
highlight that self-supervised models trained
on smaller sets of target data are more effec-
tive to low-resource end-to-end ST fine-tuning,
compared to large off-the-shelf models. Results
also illustrate that even approximate phonetic
transcriptions can improve ST scores.

1 Introduction

The vast majority of speech pipelines are devel-
oped for and in high-resource languages, a small
percentage of languages for which there is a large
amount of annotated data freely available (Joshi
et al., 2020). However, the assessment of systems’
performance only on high-resource settings can be
problematic because it fails to reflect the real-world
performance these approaches will have in diverse
and smaller datasets.

In this context, the IWSLT 2022 (Anastasopou-
los et al., 2022) proposes two interesting shared

tasks: low-resource and dialect speech transla-
tion (ST). The former aims to assess the exploitabil-
ity of current translation systems in data scarcity
settings. The latter focuses on the assessment of
the systems capabilities in noisy settings: differ-
ent dialects are mixed in a single dataset of spon-
taneous speech. For the low-resource task, this
year’s language pairs are: Tamasheq-French and
Tunisian Arabic-English. The latter is also used, in
constrained conditions, for the dialect task.

This paper reports the ON-TRAC consortium
submissions for the mentioned tasks. The ON-
TRAC Consortium is composed of researchers
from three French academic laboratories, LIA (Avi-
gnon University), LIUM (Le Mans University) and
LIG (University Grenoble Alpes), together with
two industrial partners: Airbus France and ELY-
DATA. Our systems for the dialect task focus on
the comparison between cascaded and end-to-end
approaches for ST. For the low-resource task, we
focus on the leveraging of models based on self-
supervised learning (SSL), and on the training
of ST models with joint automatic speech recog-
nition (ASR), machine translation (MT) and ST
losses.

This paper is organized as follows. Section 2
presents the related work. The experiments with the
Tunisian Arabic-English dataset for low-resource
and dialect ST tasks are presented in Section 3.
Results for the Tamasheq-French dataset for the
low-resource track are presented in Section 4. Sec-
tion 5 concludes this work.

2 Related work

Before the introduction of direct or end-to-end ST
models (Berard et al., 2016; Weiss et al., 2017), the
ST task was approached as a cascaded problem:
the speech is transcribed using an ASR model, and
the transcriptions are used to train a classic MT
model. The limitations of this approach include
the need for extensive transcriptions of the speech
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signal, and the error propagation between ASR and
MT modules. In comparison to that, end-to-end ST
models propose a simpler encoder-decoder archi-
tecture, removing the need for intermediate repre-
sentations of the speech signal. Although at first,
cascaded models were superior in performance
compared to end-to-end models, results from re-
cent IWSLT campaigns illustrate how end-to-end
models have been closing this gap (Ansari et al.,
2020; Bentivogli et al., 2021; Anastasopoulos et al.,
2021). Moreover, the joint optimization of ASR,
MT and ST losses in end-to-end ST models was
shown to increase overall performance (Le et al.,
2020; Sperber et al., 2020).

SSL models for speech processing are now a pop-
ular foundation blocks in speech pipelines (Schnei-
der et al., 2019; Hsu et al., 2021; Baevski et al.,
2019, 2020). These models are large trainable net-
works with millions, or even billions (Babu et al.,
2021), of parameters that are trained on unlabeled
audio data only. The goal of training these models
is providing a powerful and reusable abstraction
block, which is able to process raw audio in a given
language or in multilingual settings (Conneau et al.,
2020; Babu et al., 2021), producing a richer audio
representation for the downstream tasks to train
with, compared to surface features such as MFCCs
or filterbanks. Recent work found considerable per-
formance gains and/or state-of-the-art performance
by including these blocks in their target tasks, and
more importantly, the final models can be trained
with a smaller amount of labeled data, increasing
the accessibility of current approaches for speech
processing (Kawakami et al., 2020; Schneider et al.,
2019; Hsu et al., 2021; Baevski et al., 2019, 2020).1

3 Tunisian Arabic-English Experiments

In this section we present our experiments for
translating Tunisian Arabic to English in the con-
text of the dialect and low-resource tasks from
IWSLT 2022. Section 3.1 describes the data used
in our experiments.

We investigate two types of ST architectures:
end-to-end architectures (Section 3.3), and pipeline
models (Section 3.2). For the latter, we include the
obtained ASR results. For both, results on the ST
tasks are presented in Section 3.4.

1Recent benchmarks for SSL models can be found in Evain
et al. (2021b,a); wen Yang et al. (2021); Conneau et al. (2022).

3.1 Data

The Tunisian Arabic dataset (LDC2022E01) use
in our experiments was developed and provided
by LDC2 to the IWSLT 2022 participants. It com-
prises 383 h of Tunisian conversational speech with
manual transcripts, from which 160 h are also trans-
lated into English. Thus, it is a three-way parallel
corpus (audio, transcript, translation). This LDC
data consistitutes basic condition of the dialect task.
Arabic dialects are the informal form of commu-
nication in the everyday life in the Arabic world.
Tunisian Arabic is one of several Arabic dialects:
there is no standard written Arabic form for this
language that is shared by all Tunisian speakers.
Nevertheless, the transcripts of Tunisian conversa-
tions of the LDC2022E01 Tunisian Arabic dataset
follow the rules of the Tunisian Arabic CODA –
Conventional Orthography for Dialectal Arabic.

For the dialect adaptation condition, we use in
addition to the LDC2022E01 dataset, the MGB2
dataset (Ali et al., 2016), which is composed of
1,200 h of broadcast news audio recordings in mod-
ern standard Arabic (MSA) from Aljazeera TV pro-
grams. These recordings are associated to captions
with no timing information: they are not verbatims
of the speech content, and can be an approximation.
The MGB2 dataset also contains the automatic tran-
scriptions generated by the Qatar Computing Re-
search Institute (QCRI) ASR system. This external
dataset is used for training our ASR systems.

3.2 Pipeline ST

For our pipeline ST models, we experiment with
two different ASR architectures, presented in Sec-
tion 3.2.1. We also train two MT models, presented
in Section 3.2.2.

3.2.1 ASR system
End-to-end ASR model. Our end-to-end ASR
system is implemented on the SpeechBrain
toolkit (Ravanelli et al., 2021). It is composed
of a wav2vec 2.0 module, a 1024-dimension dense
hidden layer with a Leaky ReLU activation func-
tion, and a softmax output layer. The weights of
the wav2vec 2.0 module were initialized from the
XLSR-53 model released by Meta (Conneau et al.,
2020). The CTC loss function (Graves et al., 2006)
was used during the training process, and two dif-
ferent instances of Adam (Kingma and Ba, 2015)
optimizers were used to manage the weight updates:

2https://www.ldc.upenn.edu/
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System Description valid test

primary E2E w/o LM 41.1 45.1
not submitted HMM/TDNN 50.3 -
post-evaluation E2E + 5-gram 38.3 41.5

Table 1: Results for Tunisian Arabic ASR systems in
terms of WER. Submissions to the low-resource track.

one dedicated to the wav2vec 2.0 module, the other
one to the two additional layers. The output of the
end-to-end model is based on characters.

The training of our model is separated in two
stages. First, we train an end-to-end ASR model
in MSA using the MGB2 data. To process this
data, we used a dictionary of 95 characters (i.e. 95-
dimensional output layer). Among the 1,200 h of
speech associated to captions and automatic tran-
scripts in the MGB2 dataset, we keep only the
audio segments for which the captions and the au-
tomatic transcripts are strictly the same. This cor-
responds to roughly 820 h of speech.

Once our model in standard Arabic is trained, we
use it to initialize our final Tunisian Arabic ASR
model. The architecture is kept the same, excluding
the 34-dimensional output layer, and we randomly
reinitialise the weights of the 2 last layers. In other
words, we keep only the weights of the ASR MGB2
fine-tuned wav2vec 2.0 model, performing transfer
learning from MSA to Tunisian Arabic. We then
train the end-to-end ASR model on the Tunisian
audio data of the LDC2022E01 dataset and its nor-
malized transcription. Lastly, we train a 5-gram
language model (LM) on the normalized transcrip-
tions.

Hybrid HMM/TDNN ASR system. In addition
to the end-to-end ASR system describe above, we
train a Kaldi-based system (Povey et al., 2011). The
acoustic model uses chain models with the TDNN
architecture and 40-dimensional high-resolution
MFCCs extracted from frames of 25 ms length
and 10 ms shift, applying usual data augmentation
methods: speed perturbation at rates of 0.9, 1.0,
and 1.1, and spectral augmentation. We employ
a graphemic lexicon of 88k words, and we use a
3-gram LM built using the SRILM toolkit (Stol-
cke, 2002) with the Kneser-Ney smoothing. This
3-gram LM is trained using the transcripts of the
training set and the vocabulary covering all the
words of the graphemic lexicon.

ASR performance. Tunisian Arabic ASR results
for 3 different models are presented in Table 1. The
primary system is the end-to-end ASR model de-
scribed above, without LM rescoring. The second
row presents the result for the hybrid HMM/TDNN
system. Due to its lower performance on the valida-
tion data in comparison to the end-to-end system,
we decided to not submit this system. The last row
presents the results for the end-to-end ASR with
the 5-gram LM, a post-evaluation result.

3.2.2 MT model

We train two MT models using the fairseq
toolkit (Ott et al., 2019). The first
model (contrastive1) is an bi-LSTM model
from Luong et al. (2015), trained using the
lstm_luong_wmt_en_de recipe3. Both
encoder and decoder consists of 4 LSTM layers,
and the input is at the sub-word level using a BPE
vocabulary of 8,000 units, trained on the target
language.

The second model (contrastive2) is a
fully convolutional model following the
fconv_wmt_en_fr4 sequence-to-sequence
architecture from Gehring et al. (2017). It consists
of 15 encoder and decoder layers, working on the
sub-word level with input and output vocabularies
of 4,000 BPE units.

3.3 End-to-end ST

The end-to-end ST model is a Conformer
model (Gulati et al., 2020) based on the Espnet
toolkit (Watanabe et al., 2018). This system is
trained using 80-channel log-mel filterbank fea-
tures computed on a 25 ms window with a 10 ms
shift. We also use speed perturbation at ratio 0.9,
1.0, 1.1 and SpecAugment (Park et al., 2019) with
2 frequency masks and 5 time masks. In addition,
a global Cepstral Mean and Variance Normaliza-
tion (CMVN) technique is applied on the top of our
features.

Our Conformer model consists of a 6-block Con-
former encoder and a 6-block Transformer decoder.
We use 1,000 BPE as the modeling units. The
model is trained for 100 epochs and the last 10 best
checkpoints are averaged to create the final model.
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System Track Description valid test

primary LR/D End-to-end 12.2 12.4
contrastive1 LR Cascade 15.1 13.6
contrastive2 LR Cascade 12.8 11.3
post-evaluation LR Cascade 16.0 14.4

Table 2: Results for Tunisian Arabic to English transla-
tion systems in terms of %BLEU for low-resource (LR)
and dialect (D) tracks.

3.4 Results

Table 2 presents our ST results for dialect and
low-resource tracks. Our primary system for both
tracks is the end-to-end system presented in Sec-
tion 3.3. The two pipeline systems, contrastive1
and contrastive2, are composed by the end-to-
end ASR model, and they vary on the MT model
used (presented in Section 3.2.2). Since ASR mod-
els use external data (MGB2), these submissions
are for the low-resource track only. Finally, the
post-evaluation model is the composition of the
post-evaluation end-to-end ASR model from Sec-
tion 3.2.1, and the MT model from contrastive1.

We observe that our cascaded models are
very competitive compared against our end-to-
end model (primary submission): our best ST re-
sult is obtained using the contrastive1. The post-
evaluation model, which adds an 5-gram LM on
the end-to-end ASR module, achieves even bet-
ter scores. We believe that part of the reason this
model is effective is the addition of the data in MSA
from the MGB2 dataset, that is used to pre-train
the end-to-end ASR model. Thus, the comparison
between our cascaded and end-to-end models is not
exactly fair, as out end-to-end model is trained on
less data.

Moreover, we would like to highlight that al-
though this dataset is offered as part of the low-
resource track, we do not consider this setting to be
one of data scarcity: 160 h of translated speech are
available. We do, however, find this dataset to be
extremely complex to work with. That is because
there are multiple regional dialects from Tunisia
mixed in the data, which makes the ST task harder.
These regional dialects differ mainly on their ac-
cent, but sometimes also in terms of vocabulary
and expression.

3https://fairseq.readthedocs.io/en/
latest/_modules/fairseq/models/lstm.html

4https://fairseq.readthedocs.io/en/
latest/models.html

Nonetheless, we find that the real challenge for
processing this data comes from its nature. This
dataset is a collection of telephonic conversations,
where the acoustic conditions can be sometimes
very challenging: some phone calls are made from
mobile phones in very noisy environments, and
sometimes some portions of audio recordings are
saturated because of sudden high audio input gain.

By computing the WER on each audio recording
in the validation set using our best ASR model,
we observe that the lowest one achieved is 18.3%,
while the highest one is 88.5%. Thus, we achieve a
global WER of 38.3% (post-evaluation in Table 1),
with a standard deviation is 12.3%. This illustrates
the high variability in terms of audio quality that
might exist in this dataset.

4 Tamasheq-French Experiments

In this section we present our experiments for the
Tamasheq-French dataset in the context of the low-
resource ST track. This dataset, recently introduced
in Boito et al. (2022), contains 17 h of speech in the
Tamasheq language, which corresponds to 5,829 ut-
terances translated to French. Additional audio data
was also made available through the Niger-Mali au-
dio collection: 224 h in Tamasheq and 417 h in ge-
ographically close languages (French from Niger,
Fulfulde, Hausa, and Zarma).5 For all this data, the
speech style is radio broadcasting, and the dataset
presents no transcription.

Our experiments are separated in two different
investigation branches:

1. The exploitation of SSL wav2vec 2.0 mod-
els (Baevski et al., 2020) for low-resource di-
rect speech-to-text translation;

2. The production of approximate phonetic tran-
scriptions for attenuating the challenge of
training in low-resource settings.

We start by presenting the models proposed for
the first branch: the SSL models pre-trained and/or
fine-tuned for Tamasheq in Section 4.1, the pipeline
experiments that use wav2vec 2.0 models as fea-
ture extractors in Section 4.2, and our primary
system, an end-to-end architecture that directly
fine-tunes a wav2vec 2.0 model, in Section 4.3.
Section 4.4 focuses on the second branch of ex-
periments, presenting our contrastive model that is

5https://demo-lia.univ-avignon.fr/
studios-tamani-kalangou/

311



based on the joint optimization of ASR, MT and ST
losses. This is made possible by the use of a French
ASR system for generating an approximated pho-
netic transcription of the Tamasheq audio. In Sec-
tion 4.5, we present and discuss our results, and
lastly, Section 4.6 describes some less-successful
experiments.

4.1 SSL models

Pre-trained models. We train two wav2vec 2.0
base models using the Niger-Mali audio collec-
tion. The Tamasheq-only model uses the 224 h
in Tamasheq, and the Niger-Mali model uses all
the data available: 641 h in five languages. Addi-
tionally, we include in the training data for both
models the 19 h present in the full release of the
Tamasheq-French corpus.6 Therefore, both mod-
els are pre-trained on the target data. For train-
ing them, we use the same hyperparameters from
the original wav2vec 2.0, as well as the original
fairseq (Ott et al., 2019) implementation. These
models are trained until 500k updates on 16 Nvidia
Tesla V100 (32GB), and they are available for
download at HuggingFace.7

Fine-tuned models. We experiment with the
7K large French wav2vec 2.0 model (LB-FR-
7K) from the LeBenchmark (Evain et al., 2021b),
and the multilingual XLSR-53 (Conneau et al.,
2020). Both models are fine-tuned on the 243 h
of Tamasheq (224 h +19 h) for approximately 20k
updates on 4 Nvidia Tesla V100 (32GB). Finally,
using the Tamasheq-only model, we also experi-
ment fine-tuning it for the ASR task in MSA (pri-
mary ASR model from Section 3.2).

4.2 Pipeline SSL+ST models

Our models are very close to the recipe for low-
resource ST from wav2vec 2.0 features described
in Evain et al. (2021a). We use the fairseq s2t
toolkit (Wang et al., 2020) for training an end-to-
end ST Transformer model (Vaswani et al., 2017)
with 4 heads, dimensionality of 256, inner pro-
jection of 1,024, 6 encoder and 3 encoder layers.
The Transformer is preceded by a 1D convolu-
tional layer (k=5, stride=2) for down-projecting the
wav2vec 2.0 large (1,024) or base (768) features
into the Transformer input dimensionality. These
models are trained for 500 epochs using the Adam

6https://github.com/mzboito/
IWSLT2022_Tamasheq_data

7https://huggingface.co/LIA-
AvignonUniversity

optimizer (Kingma and Ba, 2015) with 10k warm-
up steps. For decoding, we use beam search with a
beam size of 5. For these models and the ones from
Section 4.3, we generate a 1k unigram vocabulary
for the French text using Sentencepiece (Kudo and
Richardson, 2018), with no pre-tokenization.

Lastly, we include baseline results that replace
wav2vec 2.0 features by 80-dimensional mel fil-
terbank (MFB) features. In this setting, the CNN
preceding the transformer encoder is identical from
the one in Evain et al. (2021a).

4.3 End-to-end SSL+ST models

Training an end-to-end ST model from a pre-
trained speech encoder was first proposed in Li
et al. (2021). In this work, our end-to-end ST
model is similar to the end-to-end ASR model pre-
sented in Section 3.2.1. It is also implemented on
SpeechBrain, and it comprises a wav2vec 2.0 as
speech encoder, followed by a linear projection,
and the Transformer Decoder from Section 4.2.
The weights for the wav2vec 2.0 speech encoder
are initialized from one of the models in Sec-
tion 4.2, and the model is trained on the NLL loss.
As in Section 3.2, two different instances of the
Adam optimizer manage the weight updates: one
dedicated to the wav2vec 2.0 module, the other one
to the following layers.

Inspired by the layer-wise investigation for
wav2vec 2.0 models described in Pasad et al.
(2021), we explore reducing the number of lay-
ers in the Transformer encoder that is internal to
the wav2vec 2.0 module. This is based on their
finding that the Transformer encoder behaves in an
auto-encoder fashion and therefore, the intermedi-
ate representations might contain a higher level of
abstraction from the speech signal. In their work,
they show that re-initializing the weights of the
final Transformer Encoder layers increases perfor-
mance in ASR fine-tuning.

Different from that, we propose to remove these
layers altogether, which we believe is beneficial
for low-resource ST fine-tuning for two reasons.
First, a reduced wav2vec 2.0 module will still have
considerable capacity for encoding the speech, and
second, this reduction in number of trainable pa-
rameters might facilitate training.

For implementing this model, we simply drop
the N final encoder layers from our training graph,
keeping the final projection. We refer to this ar-
chitecture as W2V-N+ST, where N is the number
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of layers, starting from the first, kept during ST
training.

4.4 End-to-end ASR+ST models

We investigate a ST architecture that jointly op-
timizes ST, MT and ASR losses, as in Le et al.
(2020). For this evaluation campaign however, no
Tamasheq transcript nor phonetic transcription was
provided, so we create an approximate phonetic
transcription (Section 4.4.1) that we use in our end-
to-end joint system for ST (Section 4.4.2).

4.4.1 Phonetic transcription for Tamasheq

The Tamasheq is a Tuareg language spoken by
around 500 thousand speakers, mainly from north-
ern Mali. Its phonological system contains 5 vow-
els (+2 short vowels) and approximately 21 con-
sonants if we ignore the 6 consonants of Arabic
origin that are of marginal use (mostly for loan-
words) (Heath, 2005). This leads to a set of 26
phonemes. Almost all of those phonemes appear
to occur in French, which contains 36 phonemes,
16 vowels, 17 consonants and 3 glides.

This motivates to use a phonetizer pretrained on
French in order to “transcribe” the Tamasheq sig-
nal into a sequence of pseudo-Tamasheq phonemes.
A phonetic force alignment using a pre-trained
Kaldi (Povey et al., 2011) chain-TDNN acous-
tic model was used, followed by an ASR system
trained using ESPNet (Watanabe et al., 2018). The
model is trained on MFB features, and it uses 12
blocks of Conformer (Gulati et al., 2020) encoders,
followed by 6 blocks of Transformer decoders. It
uses a hybrid loss between attention mechanism
and CTC (Graves et al., 2006).

The French corpus is composed of approxi-
mately 200 h coming from ESTER1&2 (Galliano
et al., 2009), REPERE (Giraudel et al., 2012) and
VERA (Goryainova et al., 2014). No LM was used,
and the phoneme error rate achieved on the ES-
TER2 test corpus is of 7,7% (silences are not ig-
nored).

We highlight that there is no simple automatic
way to evaluate the quality of the phonetic tran-
scriptions we generated on Tamasheq. We how-
ever, manually verified some transcriptions and
confirmed that they seemed to be of overall good
quality.

System Description valid test

primary E2E, W2V-6+ST 8.34 5.70
contrastive E2E, ASR+ST 6.40 5.04

contrastive2 pipeline, W2V-ASR+ST 3.62 3.17
contrastive3 pipeline, W2V-FT+ST 2.94 2.57
baseline pipeline 2.22 1.80

Table 3: Results for the pipeline and end-to-end (E2E)
Tamasheq-French ST systems in terms of %BLEU score.
The first two rows present our submitted systems, while
the reminder are complementary post-evaluation results.

4.4.2 Architecture
The system is based on the ESPNet2 (Inaguma
et al., 2020) ST recipe.8 This end-to-end model is
made of 12 blocks of conformer encoders (hidden
size of dimension 1024), followed by 3 blocks of
transformer decoders (hidden size of dimension
2048). Input features are 512-dimensional MFB
features extracted from the wave signal.

Three losses are jointly used for training, as de-
scribed in Equation 1. There, LST is the loss for
Tamasheq speech to French text translation; LMT

is the loss for Tamasheq pseudo-phonetic transcrip-
tion to French text translation; and LASR is the loss
for Tamasheq speech to Tamasheq pseudo-phonetic
transcription.

L = 0.3×LST +0.5×LMT +0.2×LASR (1)

4.5 Results

Results are presented in Table 3. Our primary
submission (W2V-6+ST) uses the Tamasheq-only
wav2vec 2.0 base model, with only 6 transformer
encoder layers (from a total of 12). Results with
different numbers of layers are present in the Ap-
pendix A.1. Our contrastive submission is the
end-to-end model from Section 4.4. Finally, the
three last rows present complementary results, in-
cluding a baseline trained on MFB features, and
two pipeline models. The contrastive2 uses the
Tamasheq-only wav2vec 2.0 model fine-tuned for
the Arabic ASR task from Section 3.2 as feature
extractor, while contrastive3 extracts features from
the Niger-Mali wav2vec 2.0 base model fine-tuned
on Tamasheq. Other pipeline SSL+ST models
achieved lower scores, and their results are grouped
in Appendix A.2.

8https://github.com/espnet/espnet/tree/
master/espnet2/st
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Looking at our results, and concentrating on SSL
models, we notice that models that use wav2vec 2.0
as feature extractor (contrastive2 and contrastive3)
achieve better performance compared to a baseline
using MFB features. However, this finding does
not hold for the wav2vec 2.0 large models fine-
tuned on Tamasheq (XLSR-53 and LB-FR-7K),
which scored as poorly as our baseline (results in
Appendix A.2). We find this result surprising, spe-
cially in the case of the multilingual model (XLSR-
53). This could mean that these large models are
not useful as feature extractors for low-resource
settings, even after task-agnostic fine-tuning on the
target language.

Regarding the fine-tuning procedure, as in Evain
et al. (2021a), we notice that ASR fine-tuning
is more beneficial to ST than task-agnostic fine-
tuning: contrastive2 achieves better scores com-
pared to contrastive3. We find this result inter-
esting, considering that the ASR fine-tuning per-
formed in this case did not targeted Tamasheq, but
MSA. This could mean that, when languages are
sufficiently similar, ASR fine-tuning in a different
language could be performed for increasing the
performance on a low-resource language without
transcripts.

Regarding our primary system, we found better
results by reducing the amount of trainable encoder
layers inside the wav2vec 2.0 module. We also
investigated freezing it partially or entirely during
end-to-end ST training, but this resulted in perfor-
mance decrease in the validation set.

Regarding the different wav2vec 2.0 models
trained (Section 4.1), and focusing on our pri-
mary model, we find that similar to pipeline
SSL+ST models, we achieved our best results
with base architectures (Tamasheq-only and Niger-
Mali). Close seconds to the performance obtained
with our primary model (on the validation set) were
the models using the same wav2vec 2.0 modules
from contrastive2 and contrastive3.

These results indicate that having a dedicated
wav2vec 2.0 model trained on the target or on close
languages is indeed better than fine-tuning large
monolingual (LB-FR-7K) or multilingual (XLSR-
53) models.9 This is particularly interesting consid-
ering that the Tamasheq-only model is trained with
only 234 h of speech, whereas XLSR-53 learned
from approximately 56 thousand of hours. We be-

9By close we mean: (1) languages that are geographically
close and with a known degree of lexical borrowing; (2) simi-
lar speech style and recording settings.

lieve that more investigation is necessary in order
to confirm the observed trend. Finally, we find
the gap between the primary’s performance in val-
idation and test sets surprising, and we intend to
investigate this further as well.

Concluding, the contrastive model we propose
in our submission presents a different approach
for low-resource ST. By creating an approximate
transcription of the Tamasheq audio, we are able
to train more effectively, reaching a performance
close to our primary model for the test set. This
illustrates how transcriptions can be an effective
form of increasing performance in low-resource
settings, even when these are automatically gen-
erated. A possible extension of this work would
be the combination of our primary and contrastive
models: by inserting the primary’s wav2vec 2.0
speech encoder into the training framework from
the contrastive model, one can hypothesize that we
could achieve even better scores.

4.6 Other Approaches

XLS-R ST model. During development, we tried
to apply XLS-R for translation (Babu et al., 2021),
using the implementation available on the Hug-
gingFace.10 In this approach, we aimed to use the
pre-trained model, that is trained on 21 source lan-
guages with one target language (English), called
wav2vec2-xls-r-300m-21-to-en to first translate the
Tamasheq validation set to English. Then, as a sec-
ond step, to translate the English system output to
French. However, we observed that the decoder,
based on a mBART (Liu et al., 2020), repeated
several groups of tokens during decoding of up to
hundreds of times. For example, the phrase: “the
sun was shining in the sky” for the sentence: “In
the evening, the sun was shining in the sky, and
the sun was shining in the sky...” was repeated
32 times. This illustrates that out-of-shelf models
can still fail to provide decent results in zero-shot
settings.

ST fine-tuning for large wav2vec 2.0 models.
All end-to-end models described in Section 4.3 are
trained on a single Nvidia Tesla V100 (32GB). This
limited our investigation using large wav2vec 2.0
models, since these only fit in this size of GPU
after extreme reduction of the decoder network.
Therefore, we find difficult to assess if the inferior
performance of these large end-to-end models is

10https://huggingface.co/facebook/
wav2vec2-xls-r-300m-21-to-en
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due to the architecture size, or due to the speech
representation produced by the wav2vec 2.0 mod-
els. In any case, reducing the number of encoder
layers, and freezing some of the initial ones, re-
sulted in better performance. The attained scores
were however still inferior compared to pipeline
models.

5 Conclusion

In this paper we presented our results for two
IWSLT 2022 tasks: dialect and low-resource
ST. Focusing on the Tunisian Arabic-English
dataset (dialect and low-resource tasks), we trained
an end-to-end ST model as primary submission for
both tasks, and contrastive cascaded models that
used external data in MSA for the low-resource
track. Our cascaded models turned out to outper-
form slightly our end-to-end model, which we be-
lieve might be due to the additional 820 h of data
in MSA that was used to pre-train our end-to-end
ASR model. Finally, we observe a considerable
variability in our ASR results, hinting that the qual-
ity of this dataset might be mixed.

Our experiments with the Tamasheq-French
dataset (low-resource task) included the training
and application of wav2vec 2.0 models for ST as
either feature extractors or speech encoders. We
find the latter to be more beneficial: by fine-tuning
half of a wav2vec 2.0 base model trained on the
Tamasheq language on the ST task, we achieve our
best results. Between our findings regarding the use
of SSL models for low-resource ST, we highlight
two interesting points: first, we find that fine-tuning
wav2vec 2.0 models for the ASR task turns out to
be effective even when the fine-tuning and target
languages are not the same. Second, we disappoint-
ingly observe that large models perform poorly in
this low-resource setting, even after fine-tuning in
the target language. These last results hint that
it might be more beneficial to train wav2vec 2.0
in smaller sets of unlabeled target data (or in re-
lated languages in the same speech settings) than
fine-tuning massive off-the-shelf SSL models.

Concluding, we also investigated the generation
of approximate transcriptions on Tamasheq by us-
ing a French ASR model. Using these transcrip-
tions to jointly constrain an end-to-end ST model
on ASR, MT and ST losses, we achieved our sec-
ond best reported results. This illustrates that even
automatically generated approximate transcriptions
can reduce the challenge of performing ST in low-

resource settings.
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A Tamasheq-French Experiments

A.1 ST fine-tuning from intermediate layers

# layers valid test

12 (all) 3.68 2.34
11 4.40 3.21
10 5.96 4.11
9 7.32 5.40
8 7.64 5.64
7 8.29 6.00
6 8.34 5.70
5 7.88 5.13
4 6.54 4.02

Table 4: Post-evaluation results for the end-to-end W2V-
N+ST models from Section 4.3, using different N val-
ues (number of layers). All models were trained using
the Tamasheq-only wav2vec 2.0 base model. Best re-
sults in bold.

A.2 Pipeline SSL+ST Results

W2V model Fine-tuning valid test

LB-FR-7K - 2.36 1.80
LB-FR-7K Task-agnostic 2.48 1.92
XLSR-53 - 2.05 1.42
XLSR-53 Task-agnostic 1.99 1.91
Tamasheq-only - 2.99 2.42
Tamasheq-only ASR (Arabic) 3.62 3.17
Niger-Mali - 2.81 2.68
Niger-Mali Task-agnostic 2.94 2.57

Table 5: Post-evaluation results for the pipeline SSL+ST
models from Section 4.2. Task-agnostic corresponds to
the fine-tuning on 243 h of Tamasheq, as described in
Section 4.1. Best results in bold.
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Abstract
This paper details the Johns Hopkins
speech translation (ST) system used in the
IWLST2022 dialect speech translation task.
Our system uses a cascade of automatic speech
recognition (ASR) and machine translation
(MT). We use a Conformer model for ASR
systems and a Transformer model for machine
translation. Surprisingly, we found that while
using additional ASR training data resulted in
only a negligible change in performance as
measured by BLEU or word error rate (WER),
aggressive text normalization improved BLEU
more significantly. We also describe an
approach, similar to back-translation, for
improving performance using synthetic dialect
source text produced from source sentences in
mismatched dialects.

1 Introduction

In this paper we describe the JHU dialect speech
translation submissions and their development. Di-
alects are varieties of a language spoken by a group
of people, often in a specific geographic location.
In many languages, standard rules of pronunciation,
orthography and syntax, but also available data re-
sources are drawn from a single dominant dialect.
A challenge for all language technologies, includ-
ing automatic speech recognition (ASR), machine
translation (MT), and speech translation (ST), is
how to deal with non-standard dialects for which
no formal orthography, grammar, or even data exist.
Because many dialects are rarely if ever written,
evaluation of ASR and MT on dialect speech is not
even particularly well defined. However, there are
no such problems evaluating speech translation on
dialect speech, which here refers to the task of pro-
ducing target language text from source language
audio inputs.

A focus of both the dialect speech translation
task and our system development, is how to lever-
age available resources from the standard dialect

∗Equal contribution.

to improve performance on non-standard dialects.
The dialect translation task focuses specifically on
Tunisian Arabic.

Arabic and its dialects lie on a dialect contin-
uum unified by a single standardized dialect, Mod-
ern standard Arabic (MSA) (Badawi et al., 2013).
MSA is the primary language of formal and writ-
ten communications (e.g. news broadcasts, parlia-
ments and religion). However, most native Arabic
speakers use local dialects in daily life, which gen-
erally lack a standard written form. Certain dialects,
such as Algerian, Tunisian, and Moroccan Arabic
also have strong Romance, and Berber substrates,
and may exhibit a high degree of code-switching,
especially with French.

Traditionally, speech translation systems have
been built by cascading ASR and MT models to
form a speech translation chain (Dixon et al., 2011).
However, the more recent end-to-end approach (Be-
rard et al., 2016; Weiss et al., 2017), which directly
translates the source speech to target text, is appeal-
ing for this task since since both ASR and MT are
ill-defined for unwritten spoken dialects, and there
were relatively large amounts of translated speech
(∼160 hrs). We found, somewhat surprisingly dur-
ing initial experimentation (See rows 1,2 of Table
7), that cascaded systems outperformed their end-
to-end counterparts. For this reason, we focused on
building cascaded systems. We leave diagnosis of
the worse performance of the end-to-end systems
to future work.

Our systems incorporated three improvements
over the provided baseline. 1. We aggressively
normalized the Tunisian Arabic transcripts, which
led to improved MT performance. 2. We use addi-
tional MSA bi-text by pretraining models on these
data using a shared BPE model with a large num-
ber of BPE units for both the MSA and Tunisian
data. 3. We show that training on synthetic Tunisian
source sentences instead of the MSA source sen-
tences provides small improvements.
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2 The Dialect Speech Translation Task

The dialect speech translation task permitted sub-
missions using models trained assuming different
resource constraints, called: (A) basic, (B) dialect
adaptation, and (C) unconstrained. We refer to
these conditions as (A), (B) and (C) in the rest of
the paper.

2.1 Data description

The total amount of data for the three conditions is
listed in Table 1, with details of train, development
and test1 sets in Table 2.

The development and test1 sets are provided
by the organizers. The data are 3-way parallel:
Tunisian Arabic transcripts and English transla-
tions are available for each Tunisian Arabic audio
utterance. We use the development set for model
comparison and hyperparameter tuning, and the
test1 set for evaluating our ST systems. Finally,
the task organizers provided a blind evaluation set
(test2) during the evaluation period for final com-
parison of submissions. We used the test2 set to
generate English translations, which were scored
by the organizers.

For condition (C), we explored using pretrained
audio representations trained only on additional
unlabeled audio. However, we applied the exact
same MT models as used in conditions (A) and (B).

3 Methods

We model the speech translation problem as a two
step process. First, input audio is converted to
source language text via an ASR model. Next,
an MT model, which may have been trained on
entirely different data from the ASR model, is used
to translate the ASR output transcript into target
language sentences. This model is known as a
cascade model.

While cascade models suffer from a few well
known problems, such as compounding error and
inability to make direct use of the acoustic signal
to improve translation quality, their modularity fa-
cilitates training on and incorporation of additional
resources such as transcribed speech, bi-text, mono-
lingual text, and unlabeled source language audio.
We describe how we used these available resources
to train the ASR and MT models in our ST cascade
in each data condition.

3.1 ASR

Condition (A). We train our ASR model using
the Tunisian Arabic audio and transcripts from the
training set.

Condition (B). The MGB-2 data from condi-
tion (B) is used to train a large scale MSA con-
former. The parameters of our conformer model
are adopted from (Hussein et al., 2022). Then
the pretrained model is fine-tuned on the Tunisian
training data from condition (A). There are several
sources of domain mismatch since the Tunisian
data is sampled at 8KHz from telephone channel
and the MGB-2 is sampled at 16KHz from broad-
cast news. As a result in this work we compare
between two domain matching strategies for pre-
training and fine-tuning: 1) Pretrain on 16KHz mi-
crophone data and fine-tune on up-sampled 16KHz
telephone data, 2) Pretrain on down-sampled 8KHz
microphone data and fine-tune on 8KHz telephone
data.

Condition (C). We use the pretrained Wav2Vec2
multilingual model, XLSR-53 (Conneau et al.,
2021) and fine-tune with the training data from con-
dition (A). This model was trained on unlabeled
speech in 53 languages, but notably, 1,000+hr of
telephone conversations in 17 languages. There
are some read prompts in Arabic, as well as a
significant amount of French, which we suspect
makes this model a better suited starting point for
a Tunisian dialect ASR system.

3.2 MT

We use a transformer architecture for our MT mod-
els in condition (A) and (B). The model sizes are
adjusted according to the amount of training data.
We did not train MT models with extra data from
condition (C).

Condition (A). We use the training data from
condition (A). Two Byte-pair encoding (BPE) mod-
els were separately trained for Tunisian and English
and applied to train, development and test1 sets.
The trained model is referred as “Ta2En-basic”.

Condition (B). We used two adaptation ap-
proaches. The first one is fine-tuning. We combine
the Tunisian and MSA text to train a universal Ara-
bic BPE model and use it to encode all the Arabic
text. We also combine the English text from condi-
tion (A) and (B) to train an English BPE model and
encode all the English text; an MT model, which
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Condition ASR MT

(A) Basic 166 hours of manually transcribed
Tunisian speech

∼212 k lines of manually translated
English from Tunisian

(B) Dialect adaptation
1200 hours of Modern Standard Arabic
(MSA) broadcast news speech with
transcripts from MGB-2 (Ali et al., 2016)

∼42,000k lines of bitext in
MSA-English for MT
from the organizers (downloaded
from OPUS (Tiedemann, 2012)

(C) Unconstrained
any English, Arabic dialects, or
multilingual models beyond English
and Arabic

any English, Arabic dialects,
or multilingual models
beyond English and Arabic

Table 1: Data for different conditions, provided by the organizers.

ASR (hours) MT (lines)
train (condition A) 160 ∼202k
train (condition B) 1200+160 ∼42M
dev 3.0 3833
test1 3.3 4204
test2 3.6 4288

Table 2: Details for train, dev and test1 sets for condition
(A) and (B).

we call “Msa2En”, is trained with MSA-English
data from condition (B). The Msa2En model is then
fine-tuned with the Tunisian-English data from con-
dition (A), and called “Msa2En-tune”.

The second method additionally tries to reduce
the domain mismatch between conditions (B) and
(A). Let pθ (yt | ys), be an MT model with parame-
ters, θ, trained on MSA-English bi-text, that gen-
erates English target sentences, yt, conditioned
on source sentences, ys. Let p (ys) denote the
marginal density over MSA source sentences. Let
q (ys) denote the marginal density over Tunisian
Arabic source sentences, and let us assume that
the conditional density, p (yt | ys), between English
and MSA sentences, is the same as between En-
glish and Tunisian sentences. A good model should
ideally then minimize

Eq(ys) [D(p (yt | ys) ∥ pθ (yt | ys))] , (1)

the expected value of the KL-divergence between
the model posteriors and ground-truth Tunisian
data over the Tunisian data. However, when train-
ing on the MSA data, the model is instead trained
using

Ep(ys) [D(p (yt | ys) ∥ pθ (yt | ys))] , (2)

i.e, with the empirical MSA data marginal
density, p (ys), instead of the Tunisian marginal,
q (ys). We can reduce this dialect mismatch in
training by using an extra back-translation model

(Sennrich et al., 2016) to convert MSA text to
Tunisian. Formally, we use this back-translation
model, qϕ (ys|y′s), with parameters, ϕ, to generate
samples that approximate draws from q (ys). We
therefore propose to train our model to minimize

Eqϕ(ys|y′s) [D(p (yt | ys) ∥ pθ (yt | ys))] . (3)

Because we have extra bi-text instead of simply
monolingual text, we can choose to either back-
translate the MSA source text to Tunisian, using
English as a pivot language (i.e., y′s is an MSA sen-
tence), or we can back-translate directly from the
English target text (i.e, y′s = yt). We trained both
back-translation models, but ultimately trained us-
ing the MSA to Tunisian model following the steps
below:

• Train an English to MSA MT model using the
data from Table 2 condition (B). This model
is referred to as “En2Msa”,

• Translate the English from condition (A) to
MSA, using the “En2Msa” model from the
previous step. Thus, we obtain the paired
Tunisian-MSA translation data, while the
Tunisian are manually transcribed and the
MSA are machine-translated.

• Train an MSA to Tunisian MT model, which
we call “Msa2Ta”, i.e., qϕ (y|y′), with training
data from the previous step.

• Translate the MSA from condition (B) to
Tunisian, using the “Msa2Ta” model from the
previous step from which we obtain around
42,000k pairs of Tunisian-English MT data.

• Train a Tunisian to English model with the
data obtained from the previous step, referred
as “Ta2En-bt”.
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Figure 1: Generation of the back-translation model,
qϕ (ys | y′s), used in our MT system. The En2Msa
model is trained using the Condition (b) bi-text. The
target English data from Condition (a) is passed through
the En2Msa model to generate Condition (a) MSA
source sentences (Translated MSA). We train an Msa2Ta
model, i.e., qϕ (ys | y′s), using the Condition (a) Tunisian
and Translated MSA. All Condition (b) MSA data is
converted to Tunisian (Translated Tunisian). The final
Ta2En-bt model is trained using the Translated Tunisian
data as source sentences instead of the original Condi-
tion (b) MSA data.

• Fine-tune the above model, with data from
condition (A), this model is referred to as
“Ta2En-bt-tune”.

The steps are illustrated in Figure 1, except the last
step for fine-tuning.

We attempted to benchmark the different back-
translation approaches by comparing the En2Msa
+ Msa2Ta cascade on the dev and test1 sets against
the simpler, direct En2Ta approach using a sin-
gle “En2Ta” model trained using the transcripts
and translations from condition (A). However, the
comparison is not completely fair. We also report
performance of the En2Msa model on the condition
(B) development and test sets, which each contains
40,000 randomly selected sentences from the six
subsets from OPUS. Results are shown in table 3.

First, we see that the En2Msa model performs
fairly well, with a BLEU score above 30, which is
significantly higher than translation from English
to Tunisian (row En2Ta). Next, comparing the
rows En2Ta and Msa2Ta, it appears that direct
translation from English to Tunisian performs bet-
ter. However, the Msa2Ta model may appear to
perform artificially worse due to domain mismatch
between the condition (B) and (A) English targets,
as well as due to compounding errors from the se-
quential use of the 2 translation models, En2Msa,
and Msa2Ta. We will conduct a “real” evaluation of
our “Msa2Ta” model using ground-truth MSA-TA

data (rather than synthetic MSA) in future work.

Model dev test1

En2Msa 31.7 31.4
En2Ta 14.2 12.1
Msa2Ta 10.6 10.6

Table 3: BLEU scores evaluating the back-translation
quality of the En2Msa, En2Ta and Msa2Ta models.

4 Experiments

To test our approach, we conducted experiments
on the ASR, MT, and ST tasks. In all experiments,
unless otherwise stated we performed additional
text normalization in order to reduce some of the
orthographic variation in the Tunisian transcripts.
In all experiments and for all languages / dialects,
we remove punctuation, using the scripts provided
by the organizer.1

For both Tunisian and MSA, we convert eastern
Arabic digits to western Arabic digits, and remove
diacritics and single character words. We also per-
form Alif/Ya/Ta-Marbuta normalization, which re-
moves distinctions within three sets of characters
that are often written inconsistently in dialect Ara-
bic and even sometimes in modern standard Arabic:
Alif forms ( A = @ ,


@ , @,

�
@), Ya forms ( y = ø
 , Y

= ø, and Ta-Marbuta forms ( p = �è , h = è). For
English, we keep all the text in lowercase, as the
evaluation is performed on lowercased English text,
and we use MOSES (Koehn et al., 2007) for text
tokenization. It is difficult to assess the normaliza-
tion affect on the quality of the ASR. However, we
can measure its effect on the downstream task of
translation, described in section 4.2.

4.1 ASR experiments

We tested to what extent additional MSA resources
might benefit the ASR performance on the Tunisian
dialect data. All models for conditions (A) and (B)
are trained using Espnet (Watanabe et al., 2018) us-
ing the hybrid attention / CTC architecture (Watan-
abe et al., 2017) and decoding (Hori et al., 2017).

Baseline-small. We improve the Baseline end-to-
end conformer model provided by the organizer2 by
reducing its number of parameters: BPE units 1000
-> 500, CNN sub-sampling kernel 31 -> 15. This

1https://github.com/kevinduh/iwslt22-dialect
2https://github.com/espnet/espnet/blob/master/egs2/iwslt22_dialect/asr1
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model is trained with only the Tunisian data from
condition (A). The details of the Baseline-small
architecture are provided in Table 4.

MGB-tune. The provided MGB-2 data from con-
dition (B) was used to pretrain a large conformer
model, with parameters parameters adopted from
(Hussein et al., 2022) as shown in Table 4. Then
the pretrained model is fine-tuned on Tunisian data
from condition (A) by updating all model param-
eters with 1/10 of the learning rate that was used
during the training similar to (Hussein et al., 2021).
The original MGB-2 dataset comes with very long
segments >100 seconds. We noticed that training
on these segments was preventing the model from
converging. As a result we used a better MGB-2
segmentation from (Mubarak et al., 2021) which
has segments of maximum length of 15 seconds.

Table 4: Values of Baseline-small hyperparameters
CNN: refers to CNN module kernel, Att: attention, Enc:
encoder, Dec: decoder, and FF: fully connected layer

Model BPE Att heads CNN Enc layers Dec layers dk FF units
Baseline-small 500 4 15 8 4 512 2048

MGB-tune 5000 8 31 12 6 512 2048

MGB2-tune-trans is a pretrained transformer
(Hussein et al., 2022) on 16KHz MGB-2 and then
fine-tuned. This is the state-of-the-art ASR trans-
former model on MGB-2 test set.

MGB2-tune-conf is a conformer trained on
MGB-2 16KHz. The training hyperparameters are
similar to the MGB2-tune-trans model.

MGB2-tune-best is the same model structure as
MGB2-tune-conf, except that the MGB-2 speech
recordings are down sampled from 16KHz to
8KHz.

Wav2Vec2. For the unconstrained submissions
we fine-tuned the self-supervised, Wav2Vec2
model XLSR-53. We fine-tune these models, gen-
erally following the method described in (Baevski
et al., 2020): we added a single additional linear
layer at the output of the XLSR-53 model corre-
sponding to the number of BPE units, and fine-
tuned using the CTC loss on the the normalized
target transcripts. Baevski et al. (2020), only use
character outputs, but since many vowels are not
written in Arabic, we opted to instead use a small
number of BPE units (400, which is roughly the
number of digraphs in Arabic) so that hidden vow-
els might be modeled by surrounding context. As
in (Baevski et al., 2020), we froze only the feature-
extractor, i.e., the convolutional layers in the model

during fine-tuning. We trained with the Adam op-
timizer, using a learning rate of 1e-05, with 8000
warmup steps, after which the learning rate was
decayed exponentially with a decay rate of 1e-05.
We used a gradient threshold of 5.0, and a weight
decay of 1e-06.

We decode using a WFST decoder for CTC mod-
els (Miao et al., 2015) implemented in k2.3 We
trained a 3-gram language model on the Tunisian
transcripts, and used a “pronunciation” lexicon
mapping words to BPE units. We augmented the
fixed vocabulary with the BPE units themselves,
which enables the decoder to decode OOVs (about
5% of the tokens), by taking back-off transitions in
the language model.

Looking at rows “(A) Baseline” and “(C)
Wav2Vec2-tune” in Table 5, we see that fine-tuning
the XLSR-53 model provided very marginal gains
over the baseline model.

MGB-2 TA

Model dev test dev test1

(A) Baseline - - 40.8 45.2
(A) Baseline-small - - 40.8 44.8

(B) MGB2-tune-trans 14.6 14.2 40.5 44.1
(B) MGB2-tune-conf 13.0 13.2 40.1 44.9
(B) MGB2-tune-best 13.0 13.3 38.8 43.8

(C) Wav2Vec2-tune - - 40.6 44.5

Table 5: WER (%) of ASR models.

The best ASR peformance on the TA test1 set
is achieved by MGB2-tune-best. This model is
a large conformer model pre-trained on down-
sampled 8KHz MGB-2 data and fine-tuned on
the Tunisian training data. The MGB2-tune-conf
model achieves (to our knowledge) a new state-of-
the-art on the MGB-2 dataset, with relative im-
provements of 10% on dev and 7% on the test
MGB-2, comparing to MGB2-tune-trans.

4.2 MT experiments

We train the MT models as described in Section
3.2, with Fairseq (Ott et al., 2019). We use Sacre-
bleu (Post, 2018) to compute the case-insensitive
(all text in lowercase) BLEU (Papineni et al., 2002)
scores for the dev and test1 sets. We test mod-
els using either the manual, source language tran-
script (“Gold Source”), or the ASR output (“ASR
Source”), as shown in Table 7. The “ASR Source”

3https://github.com/k2-fsa/k2
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for all the MT models in Table 7 was generated
by ASR model “(A) Baseline” for fair comparison
among MT models.

Condition A B
Encoder layers 6 6
Encoder embed dim 512 512
Encoder ffn embed dim 1024 2048
Encoder attn heads 4 8
Decoder layers 6 6
Decoder embed dim 512 512
Decoder ffn embed dim 1024 2048
Decoder attn heads 4 8

Table 6: MT model parameters. (* “ffn”: feed-forward;
“attn”: attention)

Gold Source ASR Source

Model dev test1 dev test1

(A∗) Ta2En-e2e, raw - - 16.7 13.7
(A∗) Ta2En-basic, raw 24.7 20.9 18.1 15.3
(A) Ta2En-basic 25.3 21.2 18.7 16.1

(B) Msa2En 3.5 2.8 - -
(B) Msa2En-tune 27.4 24.2 19.8 17.0
(B) Ta2En-bt 12.1 11.2 - -
(B) Ta2En-bt-tune 27.6 24.2 19.9 17.2

(B) Ta2En-bt-tune, best 29.0 25.0 20.5 17.8

Table 7: BLEU scores of various MT models using
either the gold reference transcripts or ASR hypotheses.
Bold values indicate the best among comparable results.
Bold and underlined values are the best overall results
using different hyperparameters.

Ta2En-basic. The model parameters can be
found in Table 6 Condition (A). We use 4000 BPE
units for Tunisian Arabic, and 4000 BPE units
for English. We train with the Adam optimizer
(Kingma and Ba, 2015); each batch contains max-
imum 4096 tokens; the maxiumum learning rate
is 5e-04, attained after 4000 warm-up steps, and
then decayed according to an inverse square root
scheduler; we use dropout probability of 0.3; the
model is trained for 50 epochs.

We first evaluate the effects of Arabic text nor-
malization. Without text normalization, as shown
in Table 7 (A∗) Ta2En-basic,raw, the BLEU scores
are consistently worse on both dev and test1 sets re-
gardless of the input source (gold vs. ASR). There-
fore, we use normalized Arabic text for all the
other MT experiments. This simple pre-processing
was the greatest source of improvement that did

not involve training on additional bi-text, or hyper-
parameter tuning.

Msa2En and Msa2En-tune. The model param-
eters can be found in Table 6 Condition (B). We
use 2000 BPE units for the combined MSA and
Tunisian Arabic, and 2000 BPE units for the com-
bined English from conditions (A) and B. The
hyper-parameters are identical to those used when
training “Ta2En-basic”, except that we increase the
batch size to maximum 20000 tokens. When fine-
tuning, we reduce the maximum learning rate to
4e-05, and the batch size to 2048 tokens.

Comparing rows (B) Msa2En and (B) Msa2En-
tune in Table 7, we see a large improvement
in BLEU scores from this fine-tuning procedure,
which is reasonable, since direct application of the
(B) Msa2En without fine-tuning results in signifi-
cant dialect and domain mismatch. However, com-
paring rows (B) Msa2En-tune and (A) Ta2En-basic,
we see that pre-training on unrelated data and fine
tuning with in domain data improves the MT per-
formance on both dev and test1 sets.

Ta2En-bt and Ta2En-bt-tune. We then examine
to what extent back-translation of MSA source sen-
tences to synthetic Tunisian Arabic text improves
adaptation of the MSA MT system. We use the
same BPE models as the one used for Msa2En, as
well as the model parameters and training hyper-
parameters. The tuning hyper-parameters are the
same as used for the Msa2En-tune.

An interesting finding, comparing the Msa2En
and Ta2En-bt models, neither of which is fine-
tuned on any Tunisian-English data, is that the
Ta2En-bt performs, on average, ∼8 BLEU bet-
ter on the dev and test1 set, which indicates that
our method to reduce dialect mismatch between
MSA and Tunisian is helpful. After fine tuning, the
Ta2En-bt-tune still shows some marginal improve-
ment over the Msa2En-tune model.

Ta2En-bt-tune, best The training and tuning
data are exactly the same as the one used for the
Ta2En-bt-tune, except that we increased the BPE
units from 2000 to 32, 000, for both Tunisian and
English. We also increased the model size, using
the model parameters according to the original im-
plementation (Vaswani et al., 2017). This model
gave the best MT performance on both dev and
test1 sets.
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MT Model

(A) Ta2En-basic (B) Msa2En-tune (B) Ta2En-bt-tune, best

ASR Model dev test1 test2 dev test1 dev test1 test2

(A) Baseline 18.7 16.1 17.1 19.8 17.0 20.7 17.8 18.9
(B) MGB2-tune-conf 18.7 15.8 - 19.7 16.9 20.5 17.6 -
(B) MGB2-tune-best 19.1 16.3 - 20.0 17.4 20.7 18.0 -
(C) Wav2Vec2-tune 18.3 15.6 - 19 16.9 20.3 17.5 18.7

Table 8: BLEU scores on the dev, test1 and test2. For the submission, for the basic condition, we use ASR model
“(A) Baseline” and MT model “(A) Ta2En-basic”; for the dialect adaptation condition, we use ASR model “(A)
Baseline” and MT model “(B) Ta2En-bt-tune,best”; for the unconstrained condition, we use ASR model “(C)
Wav2Vec2-tune” and MT model “(B) Ta2En-bt-tune,best”. The BLEU scores for the evaluation set are in bold text.

4.3 ST experiments
For our cascaded ST system, we chose the ASR
and MT models that gave the best BLEU scores on
the dev set in each condition. During the evalua-
tion period, we ran our ST system and generated
translations of the blind evaluation set (test2); the
BLEU scores on this set were calculated by the
organizers and provided to our team. The results
are listed in Table 8.

For the “Basic condition” submission, we used
ASR model: “(A) Baseline” and MT model: “(A)
Ta2En-basic”. For the “Dialect adaptation condi-
tion” submission, we used ASR model: “(A) Base-
line” and MT model: “(B) Ta2En-bt-tune, best”.
For the “Unconstrained condition” submission, we
used ASR model: “(C) Wav2Vec2-tune” and MT
model: “(B) Ta2En-bt-tune, best”.

Note that we actually have better ST perfor-
mance with ASR model “(B) MGB2-tune-best”,
consistently with all MT model combinations.
However, the training of this ASR model was only
completed after the evaluation period, therefore we
did not use it for our final submission.

5 Conclusion

We have detailed the our submission for the IWSLT
2022 dialect speech translation task. We briefly
compared end-to-end to cascaded systems and
found that cascaded models were slightly outper-
forming their end-to-end counterparts despite, a
relative abundance of training data.

We demonstrated that increased text normaliza-
tion, and back-translation to reduce dialect mis-
match improved speech translation performance.
Finally, we described two ways of using extra mis-
matched dialect resources and found surprisingly

that using additional unlabeled data through the use
of the XLSR-53 model resulted in only small im-
provements. Using additional large labeled MSA
resources resulted in slight improvements to the
ASR, and modest improvements in MT.

Future work should expand upon the back-
translation results to determine the optimal method
for minimizing the dialect mismatch when aug-
menting training with additional bi-text.
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Abstract

This paper describes the University of Mary-
land’s submission to the Special Task on For-
mality Control for Spoken Language Transla-
tion at IWSLT, which evaluates translation
from English into 6 languages with diverse
grammatical formality markers. We investigate
to what extent this problem can be addressed
with a single multilingual model, simultane-
ously controlling its output for target language
and formality. Results show that this strategy
can approach the translation quality and formal-
ity control achieved by dedicated translation
models. However, the nature of the underlying
pre-trained language model and of the finetun-
ing samples greatly impact results.

1 Introduction

While machine translation (MT) research has pri-
marily focused on preserving meaning across lan-
guages, linguists and lay-users alike have long
known that pragmatic-preserving communication
is an important aspect of the problem (Hovy, 1987).
To address one dimension of this, several works
have attempted to control aspects of formality in
MT (Sennrich et al., 2016; Feely et al., 2019;
Schioppa et al., 2021). Indeed, this research
area was formalized as formality-sensitive machine
translation (FSMT) by Niu et al. (2017), where
the translation is not only a function of the source
segment but also the desired target formality. The
lack of gold translation with alternate formality
for supervised training and evaluation has lead re-
searchers to rely on manual evaluation and syn-
thetic supervision in past work (Niu and Carpuat,
2020). Additionally, these works broadly adapt to
formal and informal registers as opposed to specifi-
cally controlling grammatical formality.

The Special Task on Formality Control on Spo-
ken Language Translation provides a new bench-
mark by contributing high-quality training datasets

⇤ equal contribution.

Source: Do you like1 Legos? did you2 ever
play with them as a child or even later?

German Informal: Magst du1 Legos? Hast
du2 jemals als Kind mit ihnen gespielt oder
sogar später?

German Formal: Mögen Sie1 Legos? Haben
Sie2 jemals als Kind mit ihnen gespielt oder
sogar später?

Table 1: Contrastive formal and informal translations
into German. Grammatical formality markers are
bolded and aligned via indices.

for diverse languages (Nădejde et al., 2022). In this
task, a source segment in English is paired with two
references which are minimally contrastive in gram-
matical formality, one for each formality level (for-
mal and informal; Table 1). Training and test sam-
ples are provided in the domains of “telephony data”
and “topical chat” (Gopalakrishnan et al., 2019) for
four language pairs (English-{German (DE), Span-
ish (ES), Hindi (HI), Japanese(JA)}) and a test
dataset for two additional “zero-shot” (ZS) lan-
guage pairs (EN-{Russian (RU), Italian (IT)}).
Markers of grammatical formality vary across these
languages. Personal pronouns and verb agreement
mark formality in many Indo-European languages
(e.g., DE, HI, IT, RU, ES), while in JA, Korean
(KO) and other languages, distinctions can be more
extensive (e.g., using morphological markers) to
express polite, respectful, and humble speech.

In this work, we investigate how to control gram-
matical formality in MT for many languages with
minimal resources. Specifically, we ask whether a
single multilingual model can be finetuned to trans-
late in the appropriate formality for any of the task
languages. We introduce additive vector interven-
tions to encode style on top of mT5-large (Xue
et al., 2021) and mBART-large (Liu et al., 2020),
and investigate the impact of finetuning on varying
types of gold and synthetic samples to minimize
reliance on manual annotation.
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2 Method

Given an input sequence x, we design a single
model that produces an output

y⇤ = arg max p(y|x, l, f ; ✓LM , ✓F )

for any language l and formality level f considered
in this task. The bulk of its parameters ✓LM are
initialized with a pre-trained multilingual language
model. A small number of additional parameters
✓F enable formality control. All parameters are
finetuned for formality-controlled translation.

2.1 Multilingual Language Models
We experiment with two underlying multilingual
models: 1) mT5-large1 — a multilingual variant of
T5 that is pre-trained on the Common Crawl-based
dataset covering 101 languages and 2) mBART-
large2 — a Transformer encoder-decoder which
supports multilingual machine translation for 50
languages. While mBART-large is pre-trained
with parallel and monolingual supervision, mT5-
large uses only monolingual dataset during the
pre-training phase. Following standard practice,
mT5 controls the output language, l, via prompts
(“Translate to German”), and mBART replaces the
beginning of sequence token in the decoder with
target language tags (<2xx>).

2.2 Additive Formality Control
While large-scale pre-trained language models
have shown tremendous success in multiple mono-
lingual and multilingual controlled generation
(Zhang et al., 2022) and style transfer tasks, their
application to controlled cross-lingual text gener-
ation have been limited. Few-shot style-transfer
approaches (Garcia et al., 2021; Riley et al., 2021;
Krishna et al., 2022) hold the promise of minimal
supervision but perform poorly on low-resource
settings and their outputs lack diversity.

A popular way of introducing control when
generating text with a particular style attribute
is tagging, where the desired control tags (e.g.,
<2formal>) are appended to the source or the tar-
get sequence. However, as discussed in Schioppa
et al. (2021), this approach has several limitations,
including but not limited to the necessity of includ-
ing the control tokens in the vocabulary at the start

124 layers with 1024 sized embeddings, 2816 FFN embed-
ding dimension, and 16 heads for both encoder and decoder.

212 layers with 1024 sized embeddings, 4096 FFN embed-
ding dimension, and 16 heads for both encoder and decoder.

Figure 1: Controlling the output formality of a multilin-
gual language model with additive interventions.

of the training, which restricts the enhancement of
pre-trained models with controllability.

We introduce formality control by adapting the
vector-valued interventions proposed by Schioppa
et al. (2021) for machine translation (MT), as il-
lustrated in Figure 1. Formally, given source text
x, a formality level f , an encoder E and decoder
D, parameterized by ✓LM , and a style embedding
layer (Emb) parameterized by ✓F with the same
output dimension as E, we have

Z = E(x), V = Emb(f)

y = D(Z + V )

Our formality levels can take values corresponding
to formal, informal, and “neutral” translations, the
last of which is used to generate “generic” transla-
tions in which there is no difference in the gram-
matical formality of the translation of the source if
translated formally or informally. Unlike Schioppa
et al. (2021) who use a zero-vector as their neutral
vector, we learn a separate vector.

2.3 Finetuning

Finetuning each multilingual model requires
triplets of the form (x, y, f) for each available tar-
get language, l, where x, y and f are the source text,
the reference translation and the formality label cor-
responding to the reference translation respectively.
The loss function is then given by:

L =
X

(x,y,l,f)

log p(y|x, l, f ; ✓LM , ✓F ) (1)

Given paired contrastive training samples of the
form (X, Yf , Yif ), as provided by the shared task,
the loss decomposes into balanced formal and in-
formal components, but does not explicitly exploit
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Language Size Length Style
Train Test Source Formal Informal Avg. TER # Phrasal # Neutral

EN-DE 400 600 22.78 24.68 24.57 0.126 1.89 23
EN-ES 400 600 22.72 22.64 22.60 0.089 1.56 49
EN-HI 400 600 22.90 25.92 25.92 0.068 1.57 68
EN-JA 1000 600 24.61 32.43 30.80 0.165 2.47 20

Table 2: Shared Task Data Statistics: We use “13a” tokenization for all languages except Japanese for which we use
“ja-mecab” implemented in the sacrebleu library.

the fact that Yi and Yf align to the same input:

L =
X

(x,yf ,l)

log p(yf |x, l, f ; ✓LM , ✓F )+

X

(x,yif ,l)

log p(yif |x, l, if ; ✓LM , ✓F )
(2)

2.4 Synthetic Supervision
Since paired contrastive samples are expensive to
obtain, we explore the use of synthetic training sam-
ples to replace or complement them. This can be
done either by automatically annotating naturally
occurring bitext for formality, which yields formal
and informal samples, and additionally by rewrit-
ing the translation to alter its formality to obtain
paired contrastive samples. The second approach
was used by Niu and Carpuat (2020) to control the
register of MT output. However, since this shared
task targets grammatical formality and excludes
other markers of formal vs. informal registers, we
focus on the first approach, thus prioritizing control
on the nature of the formality markers in the out-
put over the tighter supervision provided by paired
contrastive samples.

Given a translation example (x, y), we predict a
silver-standard formality label (f ) for the target y
using two distinct approaches:

• Rules (ES, DE, IT, RU): We label formality
using heuristics based on keyword search, de-
pendency parses, and morphological features.
We use spaCy (Honnibal et al., 2020) to (non-
exhaustively) retrieve documents that imply a
necessarily formal, necessarily informal, or am-
biguously formal label. In the case of an ambigu-
ously formal label, we treat it as unambiguously
formal (for examples, see B). The complete set
of rules for each of the languages are included
in the Appendix Table 12. While simple to im-
plement, these heuristics privilege precision over
recall, and risk biasing the synthetic data to the
few grammatical aspects they encode.

• Classifiers (HI, JA, IT, RU): We train a binary
formal vs. informal classifier on the shared task
data (HI, JA) and on the synthetic data (IT,
RU). Unlike rules, they can also be transferred
in a zero-shot fashion to new languages, and
might be less biased toward precision when well-
calibrated.

3 Evaluation Settings

Data The shared task provides English source
segments paired with two contrastive reference
translations, one for each formality level (informal
and formal) for four language pairs: EN-{DE, ES,
JA, HI} in the supervised setting and two language
pairs: EN-{RU, IT} in the zero-shot setting. The
sizes and properties of the datasets for the super-
vised language pairs are listed in Table 2. Formal
texts tend to be longer and more diverse than infor-
mal texts for JA compared to other language pairs.
The percentage of neutral samples (same formal
and informal outputs) vary from 2% (in JA) to 17%
(in HI). In the zero-shot setting, 600 test samples
are released for the two language pairs (RU, IT).

During development, the last 50 paired con-
trastive examples from each domain are set aside
as a validation set for each of the supervised lan-
guages (TASK DEV) and use the remaining samples
for training (TASK TRAIN).

Metrics We evaluate the translation quality of the
detruecased detokenized outputs from each systems
using BLEU (Papineni et al., 2002) and COMET
(Rei et al., 2020). We use the 13A tokenizer to re-
port SACREBLEU3 scores for all languages, except
Japanese, for which we use the JA-MECAB. We
also report the official formality accuracy (ACC.).
Given a set of hypotheses H , sets of corresponding
phrase-annotated formal references F and informal

3https://pypi.org/project/sacrebleu/2.
0.0/
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Model Target Language Size Source

Synthetic Finetuned

JA 15K JParaCrawl (Morishita et al., 2020)
HI 13K CCMatrix (Schwenk et al., 2021b)

IT, RU 15K Paracrawl v8 (Bañón et al., 2020)
DE 15K CommonCrawl, Europarl v7 (Koehn, 2005)
ES 15K CommonCrawl, Europarl v7, UN (Ziemski et al., 2016)

Bilingual Baselines
DE,ES,IT,RU 20M Paracrawl v9

HI 0.7M CCMatrix
JA 3.2M Wikimatrix (Schwenk et al., 2021a), JESC (Pryzant et al., 2018)

Table 3: Data sources from which unlabeled formality parallel examples are sampled for EN-X for training the
Synthetic Finetuned and the Bilingual baselines.

references IF , and a function � yielding phrase-
level contrastive terms from a reference, the task-
specific evaluation metric is defined as follows:

matchf =
X

j

[�(Fj) 2 Hj ^ �(IFj) /2 Hj ]

matchi =
X

j

[�(Fj) /2 Hj ^ �(IFj) 2 Hj ]

accj =
matchj

matchf + matchi
, j 2 {f, i}

We note that the task accuracy is a func-
tion of the number of matches in the hypothe-
ses, not the number of expected phrases, i.e.
matchf + matchif  kHk and discuss the im-
plications in the Appendix (Section C).

4 Experimental Conditions

We compare multilingual models, where a single
model is used to generate formal and informal
translations for all languages with bilingual models
trained for each language pair, as detailed below.

4.1 Multilingual Models
Data We consider three finetuning settings:

• Gold finetuned: the model is finetuned only on
paired contrastive shared task data (400 to 1000
samples per language pair).

• Synthetic finetuned: the model is finetuned on
synthetic silver-labelled triplets (up to 7500 sam-
ples per formality level and language as described
below).

• Two-pass finetuned: the Synthetic finetuned
model is further finetuned on a mixture of gold
data and 1000 examples re-sampled from the syn-
thetic training set for unseen languages, which
we use to avoid catastrophic forgetting from the
silver finetuning stage.

Synthetic samples are drawn from multiple data
sources (3), sampling at most 7500 examples for
each language and formality level. 4 The formality
labels are predicted as described in 2.4. Rule-based
predictors directly give a label. With classifiers, we
assign the formal label if P (formal|y) � 0.85 and
informal if P (formal|y)  0.15.

We additionally compare with the translations
generated from the base mBART-large model with
no finetuning, referred to as the “formality agnostic
mBART-large”.

Training settings We finetune mT5-large and
mBART-large with a batch size of 2 and 8 respec-
tively for 10 and 3 epochs respectively. We mask
the formality labels used to generate vector-valued
interventions with a probability of 0.2. The mT5-
large model — “synthetic finetuned mT5-large” —
is trained for an additional 5 epochs, with a batch
size of 2 on a mixture of task data for seen lan-
guages and a subset of the sampled synthetic data
for unseen languages. Again, we mask the formal-
ity tag with probability 0.2 except in the case of un-
seen languages where the formality tag is masked
with probability 1.0, resulting in the “two-pass fine-
tuned mT5-large” model.

Formality Classifiers Following Briakou et al.
(2021), we finetune XLM-R on binary classifica-
tion between formal and informal classes, using
the shared task datasets for each of the supervised
language pairs (DE, ES, JA, HI) and synthetic
datasets for zero-shot language pairs (RU, IT). We
treat the “neutral” samples as both “formal” and
“informal” when training the classifiers. We use the
Adam optimizer, a batch size of 32, and a learning
rate of 5⇥10�3 to finetune for 3 epochs. We report

4We do not experiment with varying the sizes of the syn-
thetic dataset due to the time constraints and leave it to the
future work.
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SAMPLES TO
EN-DE EN-HI EN-JA EN-ES

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.

Paired Contrastive F 35.0 100 28.7 98.7 33.1 95.3 32.6 100
Unpaired Triplets F 35.5 100 31.6 100 39.6 100 35.5 100

Paired Contrastive IF 32.7 98.5 26.4 98.3 32.3 100 33.8 100
Unpaired Triplets IF 35.9 98.6 30.9 98.4 40.3 100 39.6 97.9

Table 4: Results on the TASK DEV split when training Additive mT5-large with and without contrastive examples:
Sample diversity from Unpaired triplets improve BLEU and Accuracy over paired contrastive samples.

DATA EN-DE EN-HI EN-JA EN-ES

Paired Contrastive 0.397 0.371 0.421 0.505
Unpaired Triplets 0.459 0.415 0.460 0.580

Table 5: Results on the TASK DEV split: TER between
generated formal and informal sentences.

the accuracy of the learned classifiers trained on
the TASK TRAIN dataset in Appendix Table 14.

4.2 Bilingual Models
We consider two types of bilingual models:

1. Formality Agnostic: These models were re-
leased by the shared task organizers. Each
model is bilingual and trained on a sample of 20
million lines from the Paracrawl Corpus (V9)
using the Sockeye NMT toolkit. Models use
big transformers with 20 encoder layers, 2 de-
coder layers, SSRU’s in place of decoder self-
attention, and large batch training.

2. Formality Specific (Gold): We finetune the
models in [1] to generate a formal model and an
informal model for each language pair (except
the zero-shot language pairs).

The effective capacity of the bilingual, formality
specific models is 3.14B parameters.Each model
has 314M parameters, resulting in (314⇥2⇥4) =
2.5B parameters for the four supervised languages
(DE, ES, HI, JA) and two pre-trained models
(314⇥ 2) = 628M parameters for the unseen lan-
guages (RU, IT).This is significantly larger than
the capacities of our single multilingual models
(Additive mT5-large: 1.25B, Additive mBART-
large: 610M).

5 System Development Results

During system development, we explore the im-
pact of different types of training samples and fine-
tuning strategies on translation quality and formal-
ity accuracy on TASK DEV.

Contrastive Samples We estimate the benefits of
fine-tuning on informal vs. formal translations of
the same inputs for this task. We train two variants
of the gold finetuned mT5-large model
using 50% of the paired contrastive samples and
100% of the unpaired triplets (i.e., selecting one for-
mality level per unique source sentence) from the
TASK TRAIN samples (Table 4). Results show that
sample diversity resulting from unpaired triplets
leads to better translation quality as measured by
BLEU (Average Gain: Formal +3.2. Informal
+5.38), without compromising on the formality
accuracy. Training with paired samples result in
lower TER between formal and informal output
compared to unpaired triplets (Table 5), suggesting
that the outputs generated by the model trained on
paired samples are more contrastive. This further
motivates our two-pass finetuned model
which uses gold contrastive samples on the final
stage of finetuning to bias the model towards gen-
erating contrastive MT outputs.

While TASK DEV is too small to make definitive
claims, we report our system development results
in Tables 6 and 7. We observe that finetuning on
gold contrastive examples (gold-finetuned)
improves the translation quality and accuracy of the
translation models (formality-agnostic),
highlighting the importance of limited but high-
quality in-domain supervision on the resulting
models. Further, each of the mT5-large mod-
els improves in translation quality with additional
data and training. While the results are dramatic
due to size of both TASK TRAIN and TASK DEV,
the trends validate the approach to augment both
mBART-large and the mT5-large with additive
interventions to control formality.

6 Official Results

Submissions We submit five variants of multi-
lingual models (numbered [1-5] in Tables 8-11),
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MODEL
EN-DE EN-ES EN-JA EN-HI

BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual
Formality Agnostic 33.2 0.432 33.8 41.3 0.675 24.5 13.0 -0.093 25.6 27.8 0.464 96.5
Formality Specific (Gold) 49.1 0.539 100.0 56.0 0.790 100.0 26.0 0.242 89.1 37.5 0.694 100.0

Multilingual Model
mBART-large
Formality Agnostic 33.3 0.295 68.9 27.0 0.120 56.5 18.3 -0.016 71.9 20.7 0.340 88.4
Gold Finetuned 42.8 0.462 95.9 41.1 0.548 97.7 24.7 0.326 89.4 29.6 0.678 95.6
mT5-large
Gold Finetuned 53.3 0.260 100.0 53.5 0.427 100.0 49.8 0.645 98.1 43.5 0.359 100.0
Synthetic Finetuned 64.5 0.557 100.0 50.7 0.345 100.0 58.5 0.837 97.7 61.2 0.844 100.0
Two-pass Finetuned 86.8 0.824 100.0 88.2 1.070 100.0 68.3 0.980 100.0 70.4 0.975 100.0

Table 6: Results on the TASK DEV split in the formal supervised setting. ACC.: formal accuracy.

MODEL
EN-DE EN-ES EN-JA EN-HI

BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual
Formality Agnostic 37.2 0.470 66.2 45.8 0.691 75.5 13.5 -0.096 74.4 23.7 0.436 3.5
Formality Specific (Gold) 48.4 0.557 98.5 55.1 0.813 95.7 22.6 0.182 97.8 36.3 0.675 91.5

Multilingual Model
mBART-large
Formality Agnostic 29.3 0.262 31.1 26.3 0.101 43.5 16.2 -0.036 28.1 18.7 0.330 11.6
Gold Finetuned 39.6 0.456 76.5 40.4 0.582 95.3 21.6 0.289 72.7 27.7 0.631 82.8
mT5-large
Gold Finetuned 52.8 0.232 100.0 53.8 0.513 100.0 47.3 0.617 100.0 41.7 0.144 100.0
Synthetic Finetuned 66.0 0.563 100.0 57.6 0.530 100.0 59.0 0.813 98.5 57.7 0.761 100.0
Two-pass Finetuned 86.6 0.843 100.0 87.7 1.081 100.0 69.5 0.976 100.0 70.1 0.957 100.0

Table 7: Results on the TASK DEV split in the informal supervised setting. ACC.: informal accuracy.

and compare them to the bilingual models built on
top of the organizers’ baselines. We first discuss
results on the official test split for the supervised
setting (Tables 8, 9). To better understand the de-
gree of overall control afforded, we also report the
average scores of the formal and informal settings
in Table 10 before turning to the zero-shot setting
in Table 11.

Multilingual Approach The best multilingual
models ([1] & [4]) consistently outperform
the bilingual formality-agnostic
baselines, improving both translation quality
(Worst-case gain in Average BLEU: Formal
(+1.67), Informal: (+3.7)) and formality accuracy
(Worst-case gain in Average ACC.: Formal
(+40.38), Informal: (+31.6)). They approach the
quality of formal and informal bilingual systems,
but the gap in translation quality and formality
accuracy varies across languages. While for DE
and ES, there is a large difference in translation
quality (approx. 10 BLEU points) between the
multilingual models and the bilingual baselines,

the multilingual models consistently get higher
formality accuracy across language pairs and style
directions and also perform comparably with the
bilingual models in matching the translation quality
for HI and JA. We attribute these differences
to the amount of training data used across the
language pairs (HI: 0.7M to DE 20M). This is an
encouraging result, since the bilingual approach
uses a much larger language-specific parameter
budget and bitext for training than the all purpose
multilingual models, which can benefit from
transfer learning across languages.

mBART vs. mT5 The gold finetuned
mBART-large model achieves the best overall
translation quality among the multilingual variants
as expected given that mBART-large is pre-trained
on parallel text. Its translation quality is higher
than that of mT5-large models according to BLEU
and COMET for all languages except HI (infor-
mal), which could be attributed to the nature and
amount of pre-training data used for HI. Its formal-
ity accuracy is in the 90’s and within 5 percentage
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EN-DE EN-ES EN-JA EN-HI
BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual Models
Formality Agnostic 33.0 0.472 53.6 37.5 0.646 37.9 14.9 -0.102 23.3 26.5 0.519 98.8
Formal Gold Finetuned 45.9 0.557 100.0 48.6 0.734 98.4 26.0 0.290 87.1 23.0 0.303 98.9

Multilingual Models
mBART-large
Formality Agnostic 35.1 0.344 83.6 26.9 0.210 67.8 18.3 0.051 93.4 20.1 0.383 93.5

[4]Gold Finetuned 38.6 0.484 93.6 38.3 0.549 96.7 26.1 0.397 78.2 29.7 0.691 98.5
mT5-large

[3]Gold Finetuned 7.9 -1.472 100.0 5.2 -1.340 97.0 8.9 -0.792 88.5 3.9 -1.152 99.6
[2] Synthetic Finetuned 22.1 0.076 92.4 28.1 0.274 86.5 16.3 -0.086 84.5 22.6 0.305 99.5
[1]Two-pass Finetuned 37.0 0.302 99.4 38.6 0.509 99.5 24.7 0.273 86.3 29.9 0.471 99.4

Table 8: Results on the official test split in the formal supervised setting. Best scores from multilingual and bilingual
systems are bolded. Our official submissions to the shared task are numbered [1-4].

MODEL
EN-DE EN-ES EN-JA EN-HI

BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual Models
Formality Agnostic 32.3 0.476 46.4 40.4 0.672 62.1 15.5 -0.094 76.7 20.8 0.493 1.2
Formality Specific (Gold) 43.5 0.559 90.0 48.2 0.762 92.9 23.5 0.272 98.7 31.2 0.724 92.1

Multilingual Models
mBART-large
Formality Agnostic 28.4 0.299 16.4 25.3 0.205 32.2 16.2 0.032 6.6 16.7 0.370 6.5

[4]Gold Finetuned 36.1 0.472 77.4 38.3 0.549 82.7 22.8 0.346 88.0 27.6 0.670 64.7
mT5-large

[3]Gold Finetuned 7.3 -1.424 96.0 5.9 -1.295 96.1 7.2 -0.795 98.9 2.7 -1.205 96.5
[2] Synthetic Finetuned 21.7 0.046 91.4 28.2 0.337 91.6 13.6 -0.135 83.3 17.8 0.277 8.3
[1]Two-pass Finetuned 35.9 0.301 96.5 38.0 0.539 93.2 22.3 0.252 97.5 29.2 0.439 98.7

Table 9: Results on the official test split in the informal supervised setting. Best scores from multilingual and
bilingual systems are bolded. Our official submissions to the shared task are numbered [1-4].

points to the highest score for all languages except
Japanese (78.2%) in the formal direction. In the
informal direction, the gap between mBART-large
and the best system on formality accuracy is larger
across the board (Average Acc.: +19.3), suggest-
ing that finetuning on gold data cannot completely
recover an informal translation despite generally
strong performance in formal translations.

Finetuning strategies Results show that the com-
bination of synthetic and gold data is crucial to
help the mT5-large-based model learn to trans-
late and mark formality appropriately. Finetun-
ing only on the gold data leads to overfitting: the
model achieves high formality accuracy scores, but
poor translation quality (BLEU < 10). Manual
inspection of mT5-large-based system outputs sug-
gests that translations often include tokens in the
wrong language (Appendix Table 13). Finetun-
ing on synthetic data improves translation qual-

ity substantially compared to gold data only (Av-
erage gain in BLEU: Formal (+15.8), Informal
(+14.6)). Two-pass finetuning improves formality
control (Average gain in ACC.: Formal (+5.43), In-
formal (+27.85)), with additional translation qual-
ity improvement across the board over synthetic-
finetuned model (Average gain in BLEU: Formal
(+10.27), Informal (+11.03); COMET: Formal
(+0.247), Informal (+0.252)). While we primarily
focused on the impact of synthetic supervision on
mT5-large, we believe a similar investigation using
mBART-large would yield interesting results and
leave this as future work.

Performance across languages While the higher
resource language pairs (DE, ES) achieve better
translation quality (in BLEU and COMET) over
the relatively lower resource languages (HI, JA),
the formality accuracy is more comparable across
the language pairs for the multilingual models
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MODEL
EN-DE EN-ES EN-JA EN-HI

BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual Models
Formality Agnostic 32.7 0.474 50.0 39.0 0.659 50.0 15.2 -0.100 50.0 23.7 0.506 50.0
Formality Specific (Gold) 44.7 0.558 95.0 48.4 0.748 95.7 24.8 0.281 92.9 27.1 0.513 95.5

Multilingual Models
mBART-large
Formality Agnostic 31.8 0.322 50.0 26.1 0.207 50.0 17.3 0.041 50.0 18.4 0.377 50.0

[4]Gold Finetuned 37.4 0.478 85.5 38.3 0.549 89.7 24.5 0.371 83.1 28.7 0.680 81.6
mT5-large

[3]Gold Finetuned 7.6 -1.448 98.0 5.6 -1.317 96.6 8.1 -0.794 93.7 3.3 -1.179 98.1
[2] Synthetic Finetuned 21.9 0.061 91.9 28.2 0.305 89.1 15.0 -0.111 83.9 20.2 0.291 53.9
[1]Two-pass Finetuned 36.5 0.301 98.0 38.3 0.524 96.4 23.5 0.263 91.9 29.6 0.455 99.1

Table 10: Averaged formal and informal results on the official test split in the supervised setting. Best scores from
multilingual and bilingual systems are bolded. Our official submissions to the shared task are numbered [1-4].

MODEL
To Formal To Informal

EN-IT EN-RU EN-IT EN-RU
BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC. BLEU COMET ACC.

Bilingual baselines 37.0 0.557 4.5 27.9 0.220 93.3 44.2 0.618 95.5 22.0 0.169 6.7
[1] mT5-large (ZS) 27.6 0.306 32.8 22.7 0.123 100.0 32.6 0.379 97.9 17.0 0.058 1.1
[4] mBART-large (ZS) 30.2 0.545 38.7 26.2 0.275 100.0 35.0 0.597 95.9 20.8 0.203 13.8
[5] mT5-large (FS) 27.1 0.302 49.7 20.7 0.007 100.0 31.2 0.346 93.3 15.5 -0.050 1.8

Table 11: Results on the official test split for the zero-shot setting. Our official submissions to the shared task are
numbered [1-5].

(standard deviation: mT5-large (4), mBART-large
(10)). We can observe that the task accuracy is low-
est (< 90%) when translating to formal Japanese.
By inspection, we observe three broad classes of er-
rors: 1) lexical choice, 2) cross-script matching, 3)
ambiguity in politeness levels (Feely et al., 2019).
Lexical choice is invariant in machine translation
and is occasionally a valid error in the case of mis-
translation, so we focus on the latter two error cases.
Japanese has three writing systems and false pos-
itives in formality evaluation can occur when sur-
face forms do not match as in the case ofs√⌅
which can also be written as⌦B⌫M⌅ (gloss:
‘interesting’). Finally, there are cases in which the
system and reference formality mismatch but can
both be interpreted as formal (e.g., "�>⇡ vs.
"✏; gloss: ‘work’ (polite) vs. ‘work’ (formal)).

Zero-Shot We observe limited zero-shot trans-
fer of grammatical formality to unseen lan-
guages (Table 11). For both mBART-large and
mT5-large models, the EN-IT performance is
biased towards informal translations, while EN-
RU is biased in the formal direction. In the case of
EN-IT, both mBART-large and mT5-large almost
always interpret the English second person pronoun
as second person plural when translating to formal,

exploiting the ambiguity of English on the source
side. By contrast, when generating informal transla-
tions, pronouns are typically preserved as singular.
In comparison, with mT5-large-based translations
into RU, we see almost unanimous preference to-
ward the formal, likely due to sampling bias when
curating the synthetic training set. We also observe
that mBART-large prefers to translate in a formal
manner irrespective of desired target. In addition,
when mBART-large fails to account for the tar-
get formality, it often generates paraphrases of the
formal target. These strong preferences might be
symptoms of systematic differences in formality
across languages in the training data of these mod-
els. Finally, the use of silver standard formality
labels (“fully supervised” setting (FS)) does not
improve over the zero-shot approach, with similar
observations of mT5-large-based translations as
outlined above. We observe that in the case of EN-
RU, there is a higher incidence of code-switched
translations. This may indicate noise introduced in
the automatic labeling process and requires further
examination in future work.
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7 Related Work

Most MT approaches only indirectly capture the
style properties of the target text. While efforts
have been made to generate better outputs in their
pragmatic context via controlling formality (Sen-
nrich et al., 2016; Feely et al., 2019; Niu and
Carpuat, 2020; Schioppa et al., 2021), complex-
ity (Marchisio et al., 2019; Agrawal and Carpuat,
2019), gender (Rabinovich et al., 2017), these stud-
ies only focus a single language pair. Due to the
paucity of style annotated corpora, zero-shot style
transfer within and across languages has received
a lot of attention. However, adapting pre-trained
large-scale language models during inference us-
ing only a few examples (Garcia et al., 2021; Riley
et al., 2021; Krishna et al., 2022) limits their trans-
fer ability and the diversity of their outputs. While
prior works use pre-trained language models like
BERT, GPT to intialize ✓LM for improving trans-
lation quality (Guo et al., 2020; Zhu et al., 2019),
in this work, we focus on adapting sequence-to-
sequence multilingual models for controlled gener-
ation of a desired formality and study style transfer
in multilingual supervised and zero-shot settings.

8 Conclusion

We present the University of Maryland’s submis-
sion which examines the performance of a single
multilingual model allowing control of both tar-
get language and formality. Results show that
while multilingual FSMT models lag behind large,
bilingual, formality-specific models in terms of
MT quality, they show stronger formality control
performance across all the language pairs. Fur-
thermore, while synthetic unpaired triplets help
mT5-large with FSMT performance and the
two-stage finetuning process improves MT quality
and contrastive task performance, mBART-large
still outperforms this class of models, likely due to
its large amount of pre-training supervision.

In future work, we suggest a deeper investiga-
tion of potentially confounding roles in the study
of FSMT, such as the impact of formal register
as compared to grammatical formality in training
data. We also suggest a thorough analysis of what
is transferred in the zero-shot setting. Finally, we
recommend an audit of underlying pre-training and
finetuning data sources for pre-trained multilingual
models, which we believe hinder zero-shot formal-
ity transfer for EN-IT and EN-RU in which a sin-
gle formality is strongly preferred.
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A Rules for Synthetic Data Curation

LANG Formal Informal

en-de (P=2 ∈M and Num=Plural ∈M) or PP=Sie P=2 ∈M and Num=Plural /∈M
en-es P=2 ∈M and Form=Polite ∈M P=2 ∈M and Num=Singular ∈M and Form=Polite /∈M
en-it PP=voi or PP=lei PP=tu
en-ru PP=Вы PP=ты

Table 12: Rules for extracting formal and informal sentences for each language pair from existing bitext. P: Person;
PP: Personal pronoun; N: Number; x ∈M indicates that some token within the sentence has morphological features
matching x as produced by spaCy.

B Glosses

B.1 Necessarily formal
Appropriate pronouns with accompanying conjugation imply the sentence is grammatically formal.

(1) ¿Cuándo
When

nació
born

usted?
you (form.)?

(Spanish)

‘When were you (form.) born?’

(2) Woher
Where from

kommen
come

Sie?
you (form.)?

(German)

‘Where are you (form.) from?’

B.2 Necessarily informal
Appropriate pronouns with accompanying conjugation imply the sentence is grammatically informal.
Note that Spanish is pro-drop, which relaxes the requirement on personal pronouns.

(3) ¿Cuándo
When

naciste
born

(tú)?
you (inf.)?

(Spanish)

‘When were you (inf.) born?’

(4) Woher
Where from

kommst
come

du?
you (inf.)?

(German)

‘Where are you (inf.) from?’

B.3 Ambiguously formal
Because Spanish is pro-drop, personal pronouns can be omitted depending on context. Since formal
conjugations are shared with neutral third person subjects, this leaves ambiguity when the pronoun is
dropped. For sake of gloss, we use ∅ to indicate a dropped pronoun.

(5) ¿Cuándo
When

nació
born

∅?
{you (form.), he, she, it}?

‘When {were you (form.), was {he, she, it}} born?’

C Official Evaluation

We report the number of examples labeled as FORMAL, INFORMAL, NEUTRAL, OTHER by the
formality scorer for the best multilingual models ( [1, 4]) and the baseline systems for each language
pair and formality direction. As described in 3, the accuracy is computed based on realized matches,
which excludes examples labelled as NEUTRAL and OTHER. Figure 2 shows that the number of these
excluded NEUTRAL samples can range from 15% to 43%.
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D Example Outputs

Source: Wow, that’s awesome! Who is your favorite Baseball team? I like my Az team lol

German Formal Hypothesis: Wow, das ist toll! Wer ist Ihr Lieblings- Baseballteam? Ich mag meine
Az-Team lol.

German Formal Reference: Wow, das ist fantastisch! Welches ist Ihr Lieblingsbaseballteam? Ich
stehe auf mein AZ-Team lol.

German Informal Hypothesis: Wow, das ist toll! Wer ist dein Lieblings野球team? Ich mag meine
Az Team lol.

German Informal Reference: Wow, das ist fantastisch! Welches ist dein Lieblingsbaseballteam? Ich
stehe auf mein AZ-Team lol.

Table 13: Contrastive outputs from English-German. Note that there is not only variety in lexical choice between
references and hypotheses, but also between hypotheses of varying formality (i.e.,野球 is “baseball” in Japanese)

E Accuracy of Formality Classifiers

We report the accuracy of the learned classifiers on the TASK TRAIN dataset in Table 14.

LANGUAGE
Accuracy

Formal Informal

en-de 98% 99%
en-es 99% 92%
en-ja 98% 98%
en-hi 96% 95%

Table 14: Accuracy of trained formality classifiers on the TASK DEV dataset.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2: Class Distribution for the baseline, mBART-large and mT5-large systems for all the supervised language
pairs.
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Abstract

This paper describes the SLT-CDT-UoS group’s
submission to the first Special Task on Formal-
ity Control for Spoken Language Translation,
part of the IWSLT 2022 Evaluation Campaign.
Our efforts were split between two fronts: data
engineering and altering the objective func-
tion for best hypothesis selection. We used
language-independent methods to extract for-
mal and informal sentence pairs from the pro-
vided corpora; using English as a pivot lan-
guage, we propagated formality annotations
to languages treated as zero-shot in the task;
we also further improved formality controlling
with a hypothesis re-ranking approach. On the
test sets for English-to-German and English-
to-Spanish, we achieved an average accuracy
of .935 within the constrained setting and .995
within unconstrained setting. In a zero-shot
setting for English-to-Russian and English-to-
Italian, we scored average accuracy of .590 for
constrained setting and .659 for unconstrained.

1 Introduction

Formality-controlled machine translation enables
the system user to specify the desired formality
level at input so that the produced hypothesis is
expressed in a formal or informal style. Due to
discrepancies between different languages in for-
mality expression, it is often the case that the same
source sentence has several plausible hypotheses,
each aimed at a different audience; leaving this
choice to the model may result in an inappropriate
translation.

This paper describes our team’s submission to
the first Special Task on Formality Control in
SLT at IWSLT 2022 (Anastasopoulos et al., 2022),
where the objective was to achieve control over bi-
nary expression of formality in translation (enable
the translation pipeline to generate formal or infor-
mal translations depending on user input). The task
evaluated translations from English (EN) into Ger-
man (DE), Spanish (ES), Russian (RU), Italian (IT),

Japanese (JA) and Hindi (HI). Among these, EN-
{RU,IT} were considered zero-shot; for other pairs,
small paired formality-annotated corpora were pro-
vided. The task ran in two settings: constrained
(limited data and pre-trained model resources) and
unconstrained (no limitations on either resource).
Submissions within both the constrained and un-
constrained track were additionally considered in
two categories: full supervision and zero-shot.

Our submission consisted of four primary sys-
tems, one for each track/subtrack combination,
and we focused on the EN-{DE,ES,RU,IT} lan-
guage directions. We were interested in lever-
aging the provided formality-annotated triplets
(src, tgtformal, tgtinformal) to extract sufficiently
large annotated datasets from the permitted training
corpora, without using language-specific resources
or tools. We built a multilingual translation model
in the given translation directions and fine-tuned
it on our collected data. Our zero-shot submis-
sions used fine-tuning data only for the non-zero-
shot pairs. To boost the formality control (espe-
cially within the constrained track), we included a
formality-focused hypothesis re-ranking step. Our
submissions to both tracks followed the same con-
cepts, with the unconstrained one benefitting from
larger corpora, and thus more fine-tuning data.

In Section 2 we describe our submission to the
constrained track, including the data extraction step
(Section 2.2, 2.3). Our approach begins with ex-
tending this small set to cover more samples by
extracting them from the allowed corpora. We
use a language-independent approach of domain
adaptation for this. Then, we extract samples for
the zero-shot pairs (EN-{RU,IT}) based on data
collected for (EN-{DE,ES}). We then experiment
with re-ranking the top n model hypotheses with a
formality-focused objective function. Within our
systems, we provide the formality information as a
tag appended to the input of the model. Through-
out the paper we use F to denote the formal style
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and I to denote the informal style.
All our models submitted to the “supervised”

subtracks achieved an average of +.284 accuracy
point over a baseline for all EN-{DE,ES,RU,IT} test
sets, while the “zero-shot” models achieved an aver-
age improvement of .124 points on the EN-{RU,IT}
test sets. Our work highlights the potential of both
data adaptation and re-ranking approaches in at-
tribute control for NMT.

2 Constrained Track

The MuST-C textual corpus (Di Gangi et al., 2019)
with quantities listed in Table 1 was the only data
source allowed within the constrained track, along-
side the IWSLT corpus of formality-annotated sen-
tences (Nadejde et al., 2022). MuST-C is a collec-
tion of transcribed TED talks, all translated from
English. The IWSLT data itself came from two
domains: telephone conversations and topical chat
(Gopalakrishnan et al., 2019). The data was ad-
ditionally manually annotated at phrase level for
formal and informal phrases, and the organisers
provided an evaluation tool scorer.py which,
given a set of hypotheses, used these annotations
to match sought formal or informal phrases, yield-
ing an accuracy score when the number of correct
matches is greater than the number of incorrect
matches1. This scorer skips test cases where no
matches are found in the hypotheses.

In all our experiments we used the multilingual
Transformer model architecture provided within
fairseq (Ott et al., 2019). For our pre-training
data we used the full MuST-C corpus. We ap-
plied SentencePiece (Kudo and Richardson, 2018)
to build a joint vocabulary of 32K tokens across
all languages. We list the model specifications in
Table 2. Pre-training lasts 100K iterations or 63
epochs. We average checkpoints saved at roughly
the last 10 epochs.

2.1 Formality Controlling
Once the model was pre-trained, we fine-tuned it on
the supervised data to control the desired formality
of the hypothesis with a tagging approach (Sen-
nrich et al., 2016), whereby a formality-indicating
tag is appended to the source input. This method
has been widely used in research in various control-
ling tasks (e.g. Johnson et al., 2017; Vanmassen-
hove et al., 2018; Lakew et al., 2019).

1https://github.com/amazon-research/
contrastive-controlled-mt/blob/main/
IWSLT2022/scorer.py, accessed 8 April 2022.

2.2 Automatic Extraction of Formal and
Informal Data

Since our approach was strongly dependent on the
availability of labelled data, our initial efforts fo-
cused on making the training corpus larger by ex-
tracting sentence pairs with formal and informal
target sentences from the provided MuST-C corpus.
We made the assumption that similar sentences
would correspond to a similar formality level. Thus,
we decided to use the data selection approach to
select the most similar sentence pairs from the out-
of-domain corpus (MuST-C) to both the formal
and informal sides of the IWSLT corpus, which we
consider our in-domain data (each side separately).

Specifically, let G = (Gsrc, Gtgt) be the
out-of-domain corpus (MuST-C), and let SF =
(Ssrc, Stgt,F) and S I = (Ssrc, Stgt, I) be the in-
domain corpora (IWSLT). For simplicity, let us
focus on adaptation to SF.

Our adaptation approach focuses on the target-
side sentences because the IWSLT corpus is paired
(for each English sentence there is a formal and
informal variant in the target language). The ap-
proach builds a vocabulary of non-singleton to-
kens from Stgt,F, then builds two language models:
LMS from Stgt,F and LMG from a random sam-
ple of 10K sentences from Gtgt; both language
models use the originally extracted vocabulary.
Then, we calculate the sentence-level perplexity
PP (LMG, Gtgt) and PP (LMS , Gtgt). Finally,
the sentence pairs within G are ranked by

PP (LMS , Gtgt)− PP (LMG, Gtgt).

Let Gsorted_by_F, Gsorted_by_ I denote the resulting
corpora sorted by the perplexity difference. The in-
tuition behind this approach is that sentences which
use a certain formality will naturally rank higher on
the ranked list for that formality, due to similarities
in the used vocabulary.

To obtain the formal and informal corpora from
the sorted data, we needed to decide on a criterion.
Let Fpos and Ipos be the position of a sentence pair
in the formal/informal ranking, respectively. Our
first approach was simple: let C denote the size
of the out-of-domain corpus; we implemented an
Assignθ function which, for a θ ∈ [0, C), assigned
a label to the sentence pair (src, tgt), using the
following rules:

Assignθ





F, if Fpos < θ < Ipos;
I, if Ipos < θ < Fpos;

None, otherwise.
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Corpus EN-DE EN-ES EN-IT EN-RU

MuST-C (v1.2) 229.7K 265.6K 253.6K 265.5K
IWSLT-22 0.8K 0.8K − −
Formality-annotated F I F I F I F I

INFEREASY 8.6K 8.6K 6.7K 6.7K 36.6K 36.6K 38.3K 38.3K
INFERFULL 13.7K 9.5K 10.5K 4.5K 11.4K 13.5K 12.0K 14.1K

+ZERO SHOT ON EN-{RU,IT} 13.7K 9.5K 10.5K 4.5K 0K 0K 0K 0K
+IWSLT-22 14.1K 9.9K 10.9K 4.9K 11.4K 13.5K 12.0K 14.1K

Table 1: Corpora containing training data used in the constrained track. Values indicate number of sentence pairs
after preprocessing.

CUDA_VISIBLE_DEVICES 0,1,2,3
-finetune-from-model *
-max-update *
-ddp-backend=legacy_ddp
-task multilingual_translation
-arch multilingual_transformer_iwslt_de_en
-lang-pairs en-de,en-es,en-ru,en-it
-encoder-langtok tgt
-share-encoders
-share-decoder-input-output-embed
-optimizer adam
-adam-betas ’(0.9, 0.98)’
-lr 0.0005
-lr-scheduler inverse_sqrt
-warmup-updates 4000
-warmup-init-lr ’1e-07’
-label-smoothing 0.1
-criterion label_smoothed_cross_entropy
-dropout 0.3
-weight-decay 0.0001
-save-interval-updates *
-keep-interval-updates 10
-no-epoch-checkpoints
-max-tokens 1000
-update-freq 2
-fp16

Table 2: Parameters of fairseq-train for pre-
training and fine-tuning all models. The starred (*)
parameters depend on the track/subtrack and can be
found in the paper description or in the implementation.

We condition assignment on both positional lists
since common phrases such as (Yes! – Ja!) may
rank high on both sides, but should not get included
in either corpus. We determine θ empirically by
selecting a value that yields the most data as a
result. These values were selected dynamically for
each language pair, and resulted in θ = 0.45C for
EN-DE and θ = 0.5C for EN-ES. We refer to this
approach as INFEREASY.

We quickly observed that the selection method
needed to take into account the relative ranking of
a sentence pair for both formalities. To illustrate
this, let θ = 50, the number of sentences n = 100;
a sentence pair with rankings Fpos = 49, Ipos = 51

will get included in the formal corpus, but with
Fpos = 1, Ipos = 50 it will not, because Ipos is
in the top k for the informal set, even though the
relative difference between the two positions is
large. To amend this, we introduced a classifica-
tion by relative position difference: for any sen-
tence pair with positions (Fpos, Ipos) we classify
it as formal if Fpos − Ipos > α. We determine
α empirically: using 0.05C and 0.2C as the lower
and upper bound, respectively, for several values
α in range we compute a language model from
the resulting data and calculate average perplexity
PP (LMCorpus(α), IWSLT). We select the α value
which minimises this perplexity. We refer to this
approach as INFERFULL.

2.3 Generalisation for Zero-Shot Language
Pairs

For two language pairs (EN-{RU,IT}) no super-
vised training data was provided, meaning we could
only use the IWSLT corpus and our inferred data
from EN-{DE,ES} to obtain data for these pairs.
We decided to focus on comparisons on the source
(EN) side, meaning we could not use the IWSLT
corpus as it was paired. One observation we made
at this point was that, contrary to intuition, the same
source sentences within the MuST-C corpus had
different formality expressions in the German and
Spanish corpora, respectively.

Let EN-DEXES be a corpus of triplets of sen-
tences (srcEN, tgtDE, tgtES) obtained by identifying
English sentences which occur in both the EN-DE

and EN-ES corpora. Since there are many such
sentences in the MuST-C corpus, the EN-DEXES

contains 85.72% of sentence pairs from the EN-DE

and 74.13% of pairs from the EN-ES corpus. After
marking the target sides of the EN-DEXES corpus
for formality with INFERFULL, we quantified in
how many cases both languages get the same label
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(formal of informal), and in how many cases they
get a different label (Table 3). Out of all annotated
triplets, only 5.8% triplets were annotated in both
target languages; this is a significantly smaller frac-
tion than expected. Within that group, almost 60%
triplets had matching annotations. This implies that
the same English sentence can sometimes (approx.
2 out of 5 times in our case) be expressed with dif-
ferent formality in the target language in the same
discourse situation.

EN-DE EN-ES Count % of annotated

F F 845 2.85%
I I 233 0.78%
F I 381 0.95%
I F 362 1.22%
F ∅ 10851 36.54%
I ∅ 7805 26.29%
∅ F 6567 22.12%
∅ I 2749 9.26%

Table 3: Context combinations for the EN-DEXES triplet
extracted from the MuST-C dataset. “∅” denotes “no
context”.

Given the non-zero count of triplets with match-
ing formalities, we make another assumption:
namely that the English sentences of the triplets
with matching formalities may be of “strictly for-
mal” or “strictly informal” nature, meaning the
translations of at least some of those sentences to
Russian and Italian may express the same formality.
To extract formal and informal sentences for the
zero-shot pairs, we adapted the original method,
but this time using English as a pivot to convey the
formality information. As the in-domain corpus,
we used the English sentences whose German and
Spanish translations were both labelled as formal
or both as informal, respectively (columns 1, 2 in
Table 3). We ranked the EN-RU and EN-IT corpora
by their source sentences’ similarity to that inter-
section (using the perplexity difference as before).

To infer the final corpora with the INFERFULL

method, we used the α which yielded corpora of
similar quantity to the ones for EN-{DE,ES}, since
we could not determine that value empirically.

2.4 Relative Frequency Model for Reranking:
FORMALITYRERANK

We observed that even when a model gets the for-
mality wrong in its best hypothesis, the correct
answer is sometimes found within the n best hy-

potheses, but at a lower position. We hypothesised
that by re-ranking the n-best list according to a
criterion different from the beam search log proba-
bility we could push the hypothesis with the correct
formality to the first position.

We performed an oracle experiment with
scorer.py to obtain an upper bound on what
can be gained by re-scoring the n-best list per-
fectly: we generated k-best hypotheses for k ∈
{1, 5, 10, 20, 30, ..100}2 and from each list of k
hypotheses we selected the first hypothesis (if any)
which scorer.py deemed of correct formality.
The results (Table 4) show that as we expand the
list of hypotheses, among them we can find more
translations of correct formality, up to a .959 aver-
age accuracy (+.106 w.r.t. the model) for k = 100.
The column “# Cases” shows that on average in up
to 21 cases a hypothesis of the correct formality
could be found with re-ranking. Finally, for any k,
selecting the hypotheses with the correct formality
(Oracle) in place of the most probable ones does
(Model) not decrease translation quality, and may
improve it (column “BLEU”).

k
Accuracy

δto_best # Cases
BLEU

Model Oracle Model Oracle

1 .838 .838 0.00 0.00 25.28 25.28
5 .858 .892 1.79 7.00 24.80 24.80

10 .857 .913 2.66 11.50 25.10 25.53
20 .853 .921 3.46 13.75 24.74 25.15
30 .851 .930 5.75 16.00 24.68 25.06
40 .853 .936 7.84 16.75 24.88 25.24
50 .853 .944 9.64 18.25 24.84 25.20
60 .852 .950 11.78 19.75 24.71 25.04
70 .852 .950 12.08 19.75 24.71 25.04
80 .852 .952 12.78 20.25 24.72 25.04
90 .852 .954 13.58 20.50 24.72 25.04

100 .853 .959 14.66 21.25 24.72 25.04

Table 4: Results of the oracle experiment. The used
model was constrained and trained with the INFERFULL
method, provided values are averaged across the devel-
opment set. δto_best describes the average distance to
the first hypothesis of correct formality for cases where
the most probable hypothesis is incorrect. The column
“# Cases” quantifies that phenomenon.

To re-rank the hypotheses we built a simple rel-
ative frequency model from the IWSLT data. For
each term ti ∈ T we calculated its occurrence
counts Fcount in the formal set and Icount in the in-
formal set. Let count(ti) = Fcount(ti)+Icount(ti).
Since we wished to focus on terms differentiating

2We capped the search at k = 100 due to long inference
times for higher k values.
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Figure 1: Validation accuracy plot showing the effect
of applying FORMALITYRERANK to a list of k model
hypotheses.

the two sets, we calculated the count difference
ratio and used it as the weight β:

β(ti) =
|Fcount(ti)− Icount(ti)|

max
tk∈T

|Fcount(tk)− Icount(tk)|

We additionally nullified probabilities for terms for
which the difference of the number of occurrences
in the formal and informal sets was lower than the
third of total occurrences:

κ(ti) =

{
0, if |Fcount(ti)−Icount(ti)|

Fcount(ti)+Icount(ti)
< 0.333;

1, otherwise

The probabilities could now be calculated as

p(F|ti) =
Fcount(ti)

count(ti)
∗ β(ti) ∗ κ(ti)

p(I|ti) =
Icount(ti)
count(ti)

∗ β(ti) ∗ κ(ti)

For a hypothesis Y , a source sentence S and con-
texts c, ĉ ∈ {F, I}, c ̸= ĉ, our objective function in
translation thus became

p(Y |X, c) = p(Y |X) + p(c|Y )− p(ĉ|Y )

where
p(c|Y ) =

∑

i

p(c|yi)

Figure 1 shows how validation accuracy in-
creases when this method is used, and that the
model is now able to match the oracle accuracy for
nearly every k. For k = 100 the average improve-
ment in accuracy is .102. The effect of model’s

accuracy sometimes surpassing the oracle accuracy
(e.g. for k = 30) is a by-product of slight sample
size variations: the evaluation script scorer.py
depends on phrase matches, and a sample is only
counted for evaluation if a hypothesis has at least
one phrase match against the formality-annotated
reference.

2.5 Model Selection: BESTACCAVERAGING

We fine-tuned each model for 100K iterations on
the MuST-C corpus with formality tags appended
to relevant sentences. We then evaluated every
checkpoint (saved each epoch) with scorer.py
on IWSLT data. Our initial approach to selecting a
model assumed averaging the last 10 checkpoints
from training. We experimented with an alterna-
tive method to finding which checkpoints to aver-
age: we first computed the accuracy on the IWSLT
dataset for each checkpoint, and then selected a
window of 10 consecutive checkpoints with the
highest average accuracy (BESTACCAVERAGING).

2.6 Development Results
We report the validation results in Table 5. The first
result we observed was that in both language pairs
the pre-trained model (a strong baseline) learned
a dominant formality: formal for EN-DE (.853
accuracy to .147) and informal for EN-ES (.632
accuracy to .368).

We observed that both methods (INFEREASY

and INFERFULL) yield consistently better accu-
racy for dominant formalities than non-dominant
ones. Nevertheless, with INFERFULL we obtain an
average +.474 accuracy points over the baseline
for non-dominant formalities; INFEREASY fails to
learn meaningful control for non-dominant formal-
ities. Based on these results we focused out later
efforts on INFERFULL alone.

Continuing with INFERFULL, we noticed a sig-
nificant improvement of up to +.223 accuracy
points for (EN-DE, I) when using FORMALITYR-
ERANK on top of standard beam search (k = 100)
without impacting the translation quality. Finally,
BESTACCAVERAGING helped bring the average
accuracy score up to .961 without impacting trans-
lation quality.

2.7 Submitted Models
Based on the validation results, we submitted two
models to the constrained track: to the full su-
pervision subtrack, we submitted the INFERFULL

model with FORMALITYRERANK (k = 100) and
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MuST-C (BLEU) IWSLT (Accuracy)

EN-DE EN-ES EN-RU EN-IT
EN-DE EN-ES

MeanF I F I

Pre-trained 30.7 39.7 19.5 31.3 .853 .147 .368 .632 .500
INFEREASY 30.1 39.3 19.9 31.1 .967 .167 .376 .595 .526
INFERFULL 30.1 39.8 19.8 31.2 .978 .637 .854 .963 .858
+FORMALITYRERANK 30.1 39.8 19.8 31.2 1.000 .860 .968 .990 .955
+BESTACCAVERAGING 30.3 39.6 20.0 31.2 1.000 .899 .956 .990 .961

Table 5: Results on the development sets for models built within the constrained track.

BESTACCAVERAGING upgrades; for the zero-shot
subtrack, we fine-tuned an alternative version of
the model where we skipped the EN-{RU,IT} fine-
tuning data, effectively making inference for these
zero-shot pairs4. We used the same augments as in
full supervision.

3 Unconstrained Track

Our submission for the unconstrained track largely
copies the constrained track one, but is applied to a
larger training corpus.

3.1 Data Collection and Preprocessing

We collect all datasets permitted by the organisers
for our selected language pairs, including:

• MuST-C (v1.2) (Di Gangi et al., 2019),

• Paracrawl (v9) (Bañón et al., 2020),

• WMT Corpora (from the News Translation
task) (Barrault et al., 2021):

– NewsCommentary (v16) (Tiedemann,
2012),

– CommonCrawl (Smith et al., 2013),
– WikiMatrix (Schwenk et al., 2021),
– WikiTitles (v3) (Barrault et al., 2020),
– Europarl (v7, v10) (Koehn, 2005),
– UN (v1) (Ziemski et al., 2016),
– Tilde Rapid (Rozis and Skadin, š, 2017),
– Yandex5.

We list data quantities as well as availability for
all language pairs in Table 6. We preprocessed
the WMT and Paracrawl corpora: for both we first

4We labelled a small random sample of training data with
a random formality tag so the model learned to recognise the
symbol as part of the input.

5https://translate.yandex.ru/corpus?
lang=en, accessed 4 Apr 2022.

ran a simple rule-based heuristic of removing sen-
tence pairs with sentences longer than 250 tokens,
and with a source-target ratio greater than 1.5; re-
moving non-ASCII characters on the English side,
pruning some problematic sentences (e.g. links).
We normalised punctuation using the script from
Moses (Koehn et al., 2007). We removed cases
where either sentence is empty or where the source
is the same as the target. Finally, we asserted that
the case (lower/upper) of the first characters must
be the same between source and target and that
if either sentence ends in a punctuation mark, its
counterpart must end in the same one. As the last
step, we removed identical and very similar sen-
tence pairs.

After the initial preprocessing, we ran the Bi-
Cleaner tool (Ramírez-Sánchez et al., 2020) on
each corpus; the algorithm assigns a confidence
score ∈ [0, 1] to each pair, measuring whether the
sentences are good translations of each other, ef-
fectively removing potentially noisy sentences. We
removed all sentence pairs from the corpora which
scored below 0.7 confidence. The final training
data quantities are reported in Table 6.

3.2 Data Labelling

Before we applied the same method to obtain fine-
tuning data for the unconstrained track, we ob-
served that many sentence pairs in this corpus are
not dialogue, and hence useless for fine-tuning. As
the first step, we used the original perplexity-based
re-ranking algorithm to prune the unconstrained
corpus. We used the MuST-C corpus as in-domain
and all the unconstrained data as out-of-domain.
We truncated the unconstrained set to the top 5M
sentences most like the MuST-C data. We then
applied INFERFULL with α threshold adapted to
the data volume. The resulting data quantities can
be found in the last row of Table 6.
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Corpus EN-DE EN-ES EN-IT EN-RU

MuST-C (v1.2) 0.23M 0.27M 0.25M 0.27M
Paracrawl (v9) 278.31M 269.39M 96.98M 5.38M

NewsCommentary v16 0.40M 0.38M 0.09M 0.34M
CommonCrawl 2.40M 1.85M − 0.88M

WikiMatrix 5.47M − − 3.78M
WikiTitles (v3) 1.47M − − 1.19M

Europarl (v7|v10) 1.83M 1.97M 1.91M −
UN (v1) − 11.20M − −

Tilde Rapid 1.03M − − −
Yandex − − − 1M

Total

Raw 291.14M 285.06M 99.23M 12.84M
Preprocessed 76.99M 91.29M 36.99M 3.86M

Formality-annotated
F I F I F I F I

216.5K 187.2K 111.8K 129.7K 101.0K 172.0K 195.9K 218.4K

Table 6: Corpora containing training data used in the unconstrained experiments. Values indicate number of sentence
pairs after preprocessing.

3.3 Pre-training and Fine-tuning

We used an identical model architecture to the one
from the constrained track but extended the training
time: we pre-trained for 1.5M iterations (approx.
1.5 epochs) and fine-tuned for 0.25M iterations
(approx. 47 epochs). For fine-tuning, we used
the MuST-C corpus (to maintain high translation
quality) concatenated with the inferred formality-
annotated data (to learn formality control). We ap-
plied FORMALITYRERANK with k = 50, but not
BESTACCAVERAGING as we found that the differ-
ences in average accuracy for most checkpoints is
minimal (and nears 100); instead, we averaged the
last 10 checkpoints.

3.4 Development Results

The development results (Table 7) surpassed those
achieved in the constrained track, presumably
thanks to richer corpora extracted for both formal-
ities. INFERFULL yielded near-perfect accuracy
for all sets but (EN-DE, I), and applying FORMALI-
TYRERANK effectively brought all scores up to a
mean accuracy of .999. Our pre-trained model for
this track achieved lower BLEU scores than for the
constrained track, which is explained by the test set
coming from the same domain as the constrained
training data.

3.5 Submitted model

Similarly to the constrained track, we submit two
models to the unconstrained track: to the full super-

vision subtrack, we submit the INFERFULL model
with FORMALITYRERANK (k = 50); for the zero-
shot subtrack, we fine-tune an alternative version of
that in which we skip the EN-{RU,IT} fine-tuning
data, effectively making inference for these pairs
zero shot.

4 Final Results

We report the final evaluation results in Table 8
(translation quality) and Table 9 (formality control).
In the latter we also provide the performance of our
baseline (pre-trained) model for reference.

Within the constrained track, we achieved near-
ideal accuracy for the dominant formality for each
language pair (between .961 and 1.000) with the
supervised model. Scores for non-dominant formal-
ities are weaker but still impressive for EN-{DE,ES}
with an average of .880. Our best model for EN-
{RU,IT} improved by .193 accuracy points over
the baseline. The models submitted to the uncon-
strained track again achieved an impressive average
accuracy of .992 for dominant formality; addition-
ally, performance for non-dominant formality in
EN-{DE,ES} improved significantly w.r.t. the con-
strained model, also averaging .992. This means
that with enough training data our methods were
capable of matching the performance on a minority
class w.r.t. a majority class.

Finally, contrary to the constrained track, the
unconstrained-zero-shot model achieved the best
accuracy for zero-shot pairs, to an average of .659.
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MuST-C (BLEU) IWSLT (Accuracy)

EN-DE EN-ES EN-RU EN-IT
EN-DE EN-ES

MeanF I F I

Pre-trained 28.9 39.5 18.5 29.3 .634 .366 .215 .785 .500
INFERFULL 32.3 40.8 20.4 32.0 .990 1.000 .952 .991 .983
+FORMALITYRERANK 32.3 40.8 20.4 32.0 1.000 1.000 .995 1.000 .999

Table 7: Results on the development sets for models built within the unconstrained track.

Model name
BLEU COMET

EN-DE EN-ES EN-RU EN-IT EN-DE EN-ES EN-RU EN-IT

constrained-supervised (1) 31.50 36.53 21.41 33.28 .4477 .6076 .3311 .5676
constrained-zero-shot (2) 31.25 36.65 21.43 33.15 .4368 .6108 .3298 .5525

unconstrained-supervised (3) 32.50 36.98 22.01 33.56 .4972 .6349 .3846 .5927
unconstrained-zero-shot (4) 32.47 36.83 21.45 33.12 .4851 .6209 .3565 .5623

Table 8: Translation quality results on the test sets for all submitted models. Numbers in brackets indicate number
of model submitted.

Model name
EN-DE EN-ES EN-RU EN-IT

F I F I F I F I

constrained-pre-trained .885 .115 .457 .543 .951 .049 .149 .851
constrained-supervised (1) 1.000 .886 .874 .980 .981 .234 .349 .961

constrained-zero-shot (2) − − − − .981 .154 .294 .929

unconstrained-pre-trained .745 .255 .323 .677 .964 .036 .052 .948
unconstrained-supervised (3) 1.000 1.000 .981 1.000 .992 .136 .188 .980

unconstrained-zero-shot (4) − − − − .995 .142 .512 .986

Table 9: Accuracy results on the test data as measured by scorer.py.

5 Conclusions

Overall results suggest that it is easy for a pre-
trained translation model to learn controlled ex-
pression of the dominant type within a dichoto-
mous phenomenon while learning to render the
less-expressed type is significantly harder, espe-
cially in a low-resource scenario. Our methods
applied to the supervised language pairs (English-
to-German, English-to-Spanish) worked near un-
failingly, but using English as a pivot language
to propagate formality information did not help
achieve similar results for the zero-shot pairs.

We suspect that the significant accuracy gains
from FORMALITYRERANKING may have been par-
tially due to formality in the studied language pairs
itself being expressed primarily via certain token
words such as the honorific Sie in German creating
a pivot effect (Fu et al., 2019). As such, it may be
of interest for future research to study such meth-
ods applied to more complex phenomena, such as
grammatical expression of gender.

Finally, results for the EN-{RU,IT} language
pairs may not have been as good as expected be-
cause we used the inferred data from the con-
strained track to build the relative frequency model,
but the inferred data turned out to be not as high
quality as we expected. Future work may inves-
tigate a robust solution to this problem of propa-
gating formality via a source (pivot) language to
extract training data for other language pairs.

Code used for our implementation can
be accessed at https://github.com/
st-vincent1/iwslt_formality_slt_
cdt_uos/.

Acknowledgements

This work was supported by the Centre for Doc-
toral Training in Speech and Language Tech-
nologies (SLT) and their Applications funded
by UK Research and Innovation [grant number
EP/S023062/1].

348



References
Antonios Anastasopoulos, Luisa Bentivogli, Marcely Z
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Abstract
This paper describes Amazon Alexa AI’s im-
plementation for the IWSLT 2022 shared task
on formality control. We focus on the uncon-
strained and supervised task for en→hi (Hindi)
and en→ja (Japanese) pairs where very lim-
ited formality annotated data is available. We
propose three simple yet effective post editing
strategies namely, T-V conversion, utilizing a
verb conjugator and seq2seq models in order to
rewrite the translated phrases into formal or in-
formal language. Considering nuances for for-
mality and informality in different languages,
our analysis shows that a language-specific
post editing strategy achieves the best perfor-
mance. To address the unique challenge of
limited formality annotations, we further de-
velop a formality classifier to perform weakly-
labelled data augmentation which automati-
cally generates synthetic formality labels from
large parallel corpus. Empirical results on the
IWSLT formality testset have shown that pro-
posed system achieved significant improve-
ments in terms of formality accuracy while re-
taining BLEU score on-par with baseline.

1 Introduction
Although neural machine translation (NMT) mod-
els have achieved state-of-the-art results with high
BLEU scores1, given a language pair, they are
trained on generic parallel corpora that are ex-
tracted from various open source datasets such as
the Europarl corpus (Koehn; Iranzo-Sánchez et al.,
2019). These datasets make an implicit assumption
that there is a single translation in the target lan-
guage to a sentence from the source language. But
the style of the language generated, through which
meaning is conveyed, is also important (Heylighen
et al., 1999). Thus, there is a need to control certain
attributes of the text generated in a target language
such as politeness or formality.

*Equal contribution.
1http://nlpprogress.com/english/machine_translation.

html

In this paper, we present our system for the
IWSLT 2022 formality control task for machine
translation.2 We focus on the unconstrained and su-
pervised scenario for en→hi and en→ja language
pairs. In the proposed system, we explore post edit-
ing strategies that correct or alter textual formality
once the translation has been completed. Post edit-
ing strategies can be language specific or language
agnostic. We propose three strategies, T-V conver-
sion (deterministically converting the informal or
T-form of a pronoun to its corresponding formal or
V-form) , verb conjugation, and a seq2seq model
that learns to transform input text to be of a for-
mal or informal nature. The T-V conversion and
verb conjugation are language-specific strategies
that are applied to en→hi, and en→ja pairs respec-
tively. These two methods are compared against
an alternative seq2seq model (Enarvi et al., 2020)
that is language agnostic. We show that compared
to a baseline translation model provided in task, a
finetuned mBART model (Liu et al., 2020) with
language-specific rule-based post editing signifi-
cantly improved the baseline model performance
and achieved the best formality control accuracy
and BLEU score.

A unique challenge in this IWSLT Formal-
ity shared task is data sparsity - only few hun-
dred formality annotated samples are available for
finetuning the formality controlled NMT model.
Therefore, we further devise a data augmentation
method, utilizing linguistic cues to automatically
annotate a small seed set of target (i.e., Hindi
and Japanese) texts with formality labels. Then
the seed set is utilized to train a multilingual text
formality classifier that can further mine massive
parallel corpus to find extra formality annotated
data. We found such weakly-labeled data augmen-
tation strategy significantly improved en→ja per-
formance.

The paper is organized into the following sec-
2https://iwslt.org/2022/formality
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T-form (Informal) V-form (Formal) Translation
तुम आप you
तुम्हारा आपका your
तुम्हें आपको to you

Table 1: Examples of T-V distinction in Hindi.

tions: §2 describes each method, §3 shows the per-
formance of each method and language it is applied
to and §4 discusses the prior work on formality.

2 System Design
2.1 Task Definition
In this submission, we focus on unconstrained
and supervised formality control machine trans-
lation task. Formally, given a source segment
X = {x1, x2, ..., xm}, and a formality level l ∈
{formal, informal}, the goal is to find the model
characterized by parameters Θ that generates the
most likely translation Y = {y1, y2, ..., yn} corre-
sponding to the formality level:

Y = arg max
Yl

P (X, l;Θ) (1)

The overall architecture and workflow of the pro-
posed system is described in Figure 1. We present
the design of each component below.

2.2 NMT & Formality Finetuning
We took a two-step process to finetune the for-
mality controlled NMT model. First, we pretrain
a generic NMT model using a large-scale par-
allel corpus. We chose two model architectures
for building the NMT model - 1) the provided
Transformer-based pretrained model implemented
using Sockeye3, and 2) a mBART model imple-
mented using fairseq.4 We described the datasets
used and finetuning details of the NMT models in
§3.1.

2.3 Post Editing
We explore three post editing strategies that
rewrite the hypotheses generated for the for-
mal/informal translations from the formality con-
trolled NMT models.

T-V Conversion
Many languages use honorifics to convey vary-
ing levels of politeness, social distance, courtesy,
differences in age, etc. between addressor and ad-
dressee in a conversation. Even though the use of

3https://github.com/awslabs/sockeye
4https://github.com/pytorch/fairseq

honorifics is not the only way to convey register
(Wardhaugh, 1986), it is a way to ascertain regis-
ter in sentences where pronouns are explicitly men-
tioned. The T-V distinction (Brown and Gilman,
1960) is a convention followed by many languages
wherein different pronouns are used to convey fa-
miliarity or formality. In languages following this
T-V distinction, it is applied to most pronouns of
address, along with their verb conjugations. For
sentences explicitly having pronouns of address,
it is possible to write a simple, albeit noisy regex-
based classifier to deterministically recognize the
form (T-form or informal form; V-form or formal
form) of the pronoun and thus output the grammat-
ical register of the sentence in question. Examples
of such T-V classification for Hindi is shown in Ta-
ble 6.

For post editing using the T-V distinction in
Hindi, we use a deterministic map of pronouns of
address in T-form and their corresponding V-form
in Hindi. For Hindi, this mapping is almost one-to-
one, i.e. the map can be flipped along the horizon-
tal axis to map V-form keys to T-form values with-
out any loss in fidelity. This map can simply be
looked up in the correct direction, and the values
substituted for the keys in order to do a post-edit.
We note that this method can be somewhat noisy as
it only takes the pronouns of address into account
and not the corresponding verb agreement. How-
ever, in our experiments this method has worked
well in situations where some noise can be toler-
ated, such as post editing mistakes made by a pre-
dictive model, use in data augmentation, etc. The
rules for T-V conversion and vice-versa are given
in Appendix A.

Verb Conjugation
Apart from pronoun-based T-V form distinction,
formality distinctions can be further encoded with
verb morphology. For example, the word “to
write” in Japanese書く (kaku) can be transformed
into its formal/polite form as 書きます (kaki-
masu). One complexity is that the conjugation of
each verb depends on the class of the verb as well
as its syntactic context in the sentence. For exam-
ple, the verb “write!” 書け (kake) has the same
stem “書” as書く, yet its formal form is書いて
ください (kaite kudasai). To address this issue,
we first apply morphological analyzer that jointly
identifies the verb and its corresponding verb class,
as well as it Part-of-Speech Tag. Then dictionary
rules adopted from (Feely et al., 2019a) are applied
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Workflow Description. 1⃝ Parallel NMT corpus is used to train a generic NMT model. 2⃝ We leverage linguistic cues (dictio-
naries of formality indicators) to extract formal/informal target segments in the parallel corpus, and use then as seed formality
annotated training data. 3⃝ The seed training data is used to train a multilingual formality classifier which then during inference
time, automatically labels the formality in the unannotated parallel corpus. 4⃝ The segments that have prediction confidence
>95%, together with the seed formality annotated data is selected as augmented formality data. 5⃝ The augmented formality data
and the provided IWSLT formality training data together finetune the NMT model for the formality control task. 6⃝ Finally, the
translation output of the formality controlled NMT model is further processed by one of three post editing strategies.

Figure 1: System Architecture Overview

to convert the verb into its formal/informal counter-
parts. In the proposed system, we applied verb con-
jugation for en→ja, and used Kytea5 as the mor-
phological analyzer.

Using Sequence-to-Sequence Model
Similar to neural machine translations architec-
tures, post editing can be performed by a sequence-
to-sequence model where the input is informal
or formal while the output is the opposite. In
our work, we experiment with transformer based
pointer network from Enarvi et al. (2020).6 The
architecture, originally used for text summarizing,
modifies the NMT transformer architecture from
Vaswani et al. (2017) with a copy attention mech-
anism. In tasks where the input and output dic-
tionary are highly similar such grammatical error
correction or formality, copy attention allows the
model to replicate parts of the input while autore-
gressing the output sequence (See et al., 2017). The
main benefit of using such a post editing model
is that it can be consistently applied across lan-
guages i.e. it is language agnostic and does not
need any language specific editing methods com-
pared to prior approaches.

In our implementation, we use the transformer
pointer network that is part of the fairseq pack-
age and additionally finetune a pretrained mBART
(Liu et al., 2020) with the formal-informal parallel
corpus provided in this task and monolingual data
from the standard translation corpus. For the mono-

5http://www.phontron.com/kytea/
6https://github.com/pytorch/fairseq/tree/main/examples/

pointer_generator

lingual data, the source and target sequences are
the same (we copy the source text to the target), al-
lowing the model to be trained as an auto-encoder
(pre-training the copy attention mechanism). We
add two tokens i.e. __F__ at the end of formal sen-
tences and __IF__ at the end of informal sentences
to provide a signal to the model of the formality
change intent similar to Niu et al. (2018). These
tokens are added only to the training data from
the formality control corpus provided in this task
while the monolingual data remains unchanged.
The model is trained in two phases. The first phase
pretrains the model as an auto-encoder. The second
phase finetunes the model to perform the formality
change.

For en→hi, we use the target language corpus
from Kunchukuttan et al. (2018) while for en→ja,
we reuse the corpus from Morishita et al. (2020).
A subset of 20, 000 Hindi or Japanese sequences
are randomly sampled from the dataset.

2.4 Augment Weakly-Labeled Data

We further explore data augmentation technique to
tackle the very limited access to formality anno-
tated data. We propose to build a formality classi-
fier that automatically labels an unannotated text
as “formal” or “informal”. The formality classifier
can be trained using a set of seed training data
with rule-based automatic annotations. In partic-
ular, we apply the T-V distinction technique for
en→hi to automatically annotate Hindi texts in
the en→hi parallel corpus as “formal” or “infor-
mal”. Note that not all Hindi texts have T-V in-
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dicators, therefore, only a small subset from the
parallel corpus are labelled. Similarly, for en→ja,
we follow the technique in Feely et al. (2019b),
where we search for Japanese sentences that have
more than one verb that indicates formality, and
annotate these sentences accordingly. Tables 6-8
in Appendix summarize the T-V rule for en→hi
and formality-indicating verbs for en→ja that were
used to generate seed training data.

Using the formality labeled texts, we train a mul-
tilingual text classifier using multilingual Bert im-
plemented with SimpleTransformers.7 Then given
the text classifier, we automatically label each tar-
get segments in the unannotated parallel corpus as
formal or informal, which will be used during for-
mality control finetuning. To ensure the quality of
the formality label, we only select the annotated
sentences that have a prediction score higher than
a predefined threshold of 0.95. During formality
finetuning, we upsampled the formality training
data to a 1:1 ratio compared to the automatically
annotated data. We summarize the size of the aug-
mented data as well as the formality classifier ac-
curacy in Appendix C.

3 Experiments

3.1 Training Details
The NMT model is first finetuned using a large par-
allel corpus. For the en→hi pair, we use IIT Bom-
bay English-Hindi parallel corpus (Kunchukuttan
et al., 2017) that contains 1.6 Million segments
for training. For en→ja, we use two parallel cor-
pora - WikiMatrix (Schwenk et al., 2019) and
JParaCrawl (Morishita et al., 2019). When fine-
tuning the mBART models for both en→hi and
en→ja formality tasks, we set the following hyper-
parameters: maximum tokens = 512, drop out =
0.3, learning rate is 3e-05 for en→ja and 3e-04 for
en→hi, random seed = 222, attention-dropout =
0.1, weight-decay = 0.0. The model is trained for
a total of 20, 000 updates for en→ja and 160, 000
updates for en→hi, and the first 500 updates are
used as warmup steps. The model is trained using
Adam Optimizer (Kingma and Ba, 2015) with β1

= 0.9. β2 = 0.98, and ϵ = 1e-06. For the alterna-
tive Transformer-based NMT architecture, we pre-
trained the model with the same dataset, using the
same model architecture and setup as the WMT14
en-de Transformer model (Gehring et al., 2017).

7https://simpletransformers.ai/

We further finetune the NMT models using the
IWSLT Formality dataset for 1,000 steps for both
language pairs. We chose a small number of train-
ing steps for this finetuning step to avoid over-
fitting the model and maintain a balanced BLEU
score on the generic NMT performance.

3.2 Evaluation Dataset & Metrics
We evaluate the proposed system using the novel
IWSLT Formality Dataset from Nădejde et al.
(2022), which is part of the shared IWSLT task.
This dataset comprises of source segments paired
with two contrastive reference translations, one for
each formality level (informal and formal). Since
the reference was not disclosed during submission,
we used a random sample of 25% of the training
set as validation data and another non-overlapping
25% of the training set as test data. We report the
BLEU score (Post, 2018) for measuring machine
translation quality. We also report the formality
control accuracy leveraging phrase-level formal-
ity annotations.8 We use training / test dataset
from both domains, i.e., telephony and topical-
chats (Gopalakrishnan et al., 2019).

3.3 Results & Findings
The performance of all candidates are presented
in Table 2. We make the following observations.
First, compared to the pretrained base model,
finetuning strategies significantly improved both
BLEU score and formality accuracy. Moreover,
the rule-based post editing strategy significantly
improves the formality accuracy as compared to
the finetuned model without post editing, while
maintaining on-par BLEU scores. In particular, the
formal accuracy improved from 93.9% to 95.5%,
whereas the informal accuracy improved from
98.1% to 100% for the en→ja pair. For en→hi,
the formal accuracy already reached 100% accu-
racy without post editing. Therefore, post editing
was only performed to improve the informal accu-
racy where we observe a huge improvement from
84.4% to 97.8%.

For the seq2seq model-based post editing strat-
egy, we only change formal text to informal text.
The hypothesis generated is assumed to be for-
mal and then post editing is applied to make it in-
formal when necessary. Hence, the performance
of the model for formal translation is the same

8https://github.com/amazon-research/
contrastive-controlled-mt/tree/main/IWSLT2022#evaluation
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Formal BLEU Informal BLEU Formal Accuracy Informal Accuracy
en→hi en→ja en→hi en→ja en→hi en→ja en→hi en→ja

BaseTRF 19.2 13.0 15.9 13.5 0.982 0.256 0.018 0.744
BasemBART 22.0 19.4 20.3 16.9 0.857 0.585 0.143 0.415
FinetunedTRF 21.8 23.1 17.5 20.7 1.000 0.763 0.844 0.854
FinetunedmBART 33.7 27.8 32.7 23.6 1.000 0.939 0.973 0.981
FinetunedTRF + Augmentation 17.1 22.1 14.5 18.3 1.000 0.776 0.714 0.931
FinetunedmBART + Augmentation 29.6 27.9 25.4 23.7 1.000 0.962 1.000 1.000
FinetunedTRF + Rule-based Editing 21.8 23.2 17.4 20.7 1.000 0.789 0.978 0.935
FinetunedmBART + Rule-based Editing 33.7 27.7 32.9 23.9 1.000 0.955 0.987 1.000
FinetunedTRF + Model-Based Editing 21.8* 10.4 20.4 20.7* 1.000* 0.594 0.972 0.854*
FinetunedmBART + Model-Based Editing 33.7* 27.8* 30.9 25.8 1.000* 0.939* 1.000 0.262

Table 2: Summary of overall performance. The Base model is the pretrained translation model available through sockeye
(Domhan et al., 2020). The Finetuned model represents the model finetuned on the IWSLT dataset provided. We utilize two
different types of encoder-decoder models. TRF is the Transformer-based translation model available from sockeye, while
mBART is the multilingual BART model. We provide results with data augmentation and post editing strategies that include
rule-base editing (T-V conversion or verb conjugation) and model-based editing (using mBART transformers from Enarvi et al.
(2020)). * represents the type that is generated directly by the FinetunedmBART/TRF model without post editing.

as FinetunedmBART, while the informal accuracy
and BLEU score changes. We observe that in case
of Japanese, the model improves the BLEU score
from 23.1 to 25.8 but the informal output’s accu-
racy score is low at 26.2%. For Hindi, the BLEU
score is 30.9 while informal accuracy is 1.00%.
Analysis of generated informal sentences shows
that the model arbitrarily creates copies of text
segments (repetition), leading to a reduced BLEU
score.

We also observe that the data augmentation
strategy improves the en→ja pair significantly, re-
sulting in formal accuracy increased from 93.9%
to 96.2%, and informal accuracy increases from
98.1% to 100%. In contrast, the data augmentation
causes degradation on the formality accuracy for
en→hi and did not improve the BLEU score. This
may be due to the noisy seed training data where
we used single T-V pronoun matching heuristics
for Hindi to select formal/informal seed data in-
stead of using a more complete set of heuristics in-
cluding verb conjugation matching together with
T-V pronoun matching. For Japanese however, the
annotations are more accurate as we only select
seed data that contains multiple formality indicat-
ing verbs.

While applying post editing strategies, we made
an observation that using different conversion di-
rections lead to very different results as indi-
cated in Table 3. In particular, we found that uni-
directional conversions, including formal→formal
(i.e., convert formal hypothesis to formal) and in-
formal→informal perform much better than cross-
directional conversions such as formal→informal

(i.e.,convert formal hypothesis to informal) and in-
formal→formal. This is expected due to the typ-
ically high precision but low recall of rule-based
formality conversions (Feely et al., 2019a), mean-
ing that it cannot capture all formality pairs during
the conversion, causing degraded accuracy.

Direction BLEU Accuracy
en→hi en→ja en→hi en→ja

Formal hypothesis 23.5 23.8 0.896 0.789
Formal → Formal 24.2 23.7 0.982 0.810
Informal → Formal 23.7 21.6 0.981 0.612
Informal hypothesis 21.4 20.4 0.353 0.935
Informal → Informal 22.3 20.5 0.902 1.000
Formal → Informal 22.3 18.8 0.775 0.581

Table 3: Rule-based Post Editing Effect w.r.t. Conver-
sion Directions. → represents the direction in which
post editing happens.

Testset BLEU COMET
en→hi newstest2014 38.9 0.8741
en→ja newstest2020 19.4 0.3783

Table 4: Generic NMT performance.

Finally, we report the performance of our sub-
mitted system on generic NMT test set, and blind
IWSLT test set in Table 4 and Table 5 as re-
quired by the task. For en→hi, our submitted sys-
tem employed finetuned mBART + data augmen-
tation strategy which demonstrated the best perfor-
mance on the development set. For en→ja, the sub-
mitted system employs finetuned mBART + data
augmentation + post editing (verb conjugation).
We have observed that the formality accuracy im-
provements are consistent with the observation in
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Formal BLEU Informal BLEU Formal Accuracy Informal Accuracy
en→hi en→ja en→hi en→ja en→hi en→ja en→hi en→ja

FinetunedmBART 30.3 27.1 29.3 24.6 0.989 0.858 0.919 0.949
Our System 27.7 28.9 22.6 25.1 0.998 0.888 0.993 0.988

Table 5: Formality control performance on blind submission.

Table 2. Specifically, compared to the finetuned
mBART candidate system, we observed 0.09% for-
mal and 7.4% informal absolute accuracy improve-
ments for en→hi. For en→ja, we observed 3.0%
formal and and 3.9% informal absolute accuracy
improvements. These results indicate the effective-
ness of the proposed post editing and data augmen-
tation strategies. We observed en→ja improved
BLEU score as well. Interestingly, we observed
that the proposed system for en→hi had worse
BLEU score compared to the finetuned mBART
model. One potential cause of this is that the for-
mality augmented data for en→hi came from a
different domain than the test set which is con-
versational in nature. We can potentially improve
the BLEU score by augmenting the training data
with more conversational data or up-sampling the
IWSLT formality data during training. We leave
these directions for future improvement.

4 Background
The task of controlling formality in the output of
machine translation has drawn much attention in
recent MT architectures. Earlier approaches are
rule-based systems where non-linguistic informa-
tion such as speaker profile and gender information
is used to personalized MT with gender/speaker-
specific data (Rabinovich et al., 2016; Michel
and Neubig, 2018). More recently, Niu et al.
(2017) coined the term Formality Sensitive Ma-
chine Translation (FSMT), and proposed lexical
formality models to control the level of formal-
ity of MT output by selecting phrases of that are
most similar to a desired formality level from the
k-best list during decoding. Alternatively, a pop-
ular formality control approach is by leveraging
side constraints in NMT where a style tag (e.g.,
<Formal>/<Informal>) is attached to the beginning
of each source example, and the NMT model is
forced to “pay attention to” these style tags during
translation (Sennrich et al., 2016; Niu and Carpuat,
2020).

Formality control for machine translation is
closely related to formality transfer (FT), which

is the task of automatically transforming text in
one formality style (e.g., ”informal”) into another
(e.g., polite) (Niu et al., 2018). The FT task usu-
ally takes a seq2seq-like approach (Zhang et al.,
2020) given parallel corpus such as Grammarly’s
Yahoo Answers Formality Corpus (GYAFC) (Rao
and Tetreault, 2018). These FT models are often
applied as a rewriting mechanism after the MT out-
puts are generated. Recently, Niu et al. (2018) pro-
posed a novel multi-task model that jointly per-
form FT and FSMT. Honorifics based post editing
approaches have also been widely deployed for for-
mality control tasks. A widespread instance of us-
ing honorifics to determine register is the grammat-
ical T-V distinction (Brown and Gilman, 1960),
distinguishing between the informal (Latin Tu) and
the formal (Latin Vos). Alternatively, verb conjuga-
tion combined with syntactic parsing has been used
to alter the inflection of the main verb of the sen-
tence to achieve multiple levels of formality (Feely
et al., 2019a).

5 Conclusion

In this paper, we target improving the ma-
chine translation formality control performance
given limited formality annotated training data.
We explored three different strategies including
rule-based post editing, seq2seq point networks,
and formality classifier-based augmentation. We
found that data augmentation using formality clas-
sifier significantly improved formality accuracy on
en→ja pair. We also found that post editing strate-
gies on top of finetuned mBART models are sim-
ple and effective ways to improve the formality
control performance. Results on the IWSLT test-
set have indicated performance improvements in
terms of formality accuracy in both en→hi and
en→ja pairs while retaining on-par BLEU score.
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Appendix

A T-V conversion

Following tables 6 and 7, provide a list of rules ap-
plied to the dataset in order to change formality.
Table 6 provides rules to change the language from
informal to formal, while table 7 performs the in-
verse.

T-form (Informal) V-form (Formal)

"तुम्हें" "आपको"
"तुमको" "आपको"
"तुम्हारे" "आपके"
"तुम्हारा" "आपका"
"तुम्हारी" "आपकʏ"
"तुम" "आप"
" हो " " हैं "

Table 6: Rules for converting T-form to V-form for
Hindi. The order of applying the rules is significant,
along with the spaces within quotes, if present.

V-form (Formal) T-form (Informal)

"आपको" "तुम्हें"
"आपके" "तुम्हारे"
"तुम्हारे" "आपके"
"आपका" "तुम्हारा"
"आपकʏ" "तुम्हारी"
"आप " "तुम "
" हैं " " हो "

Table 7: Rules for converting V-form to T-form for
Hindi. The order of applying the rules is significant,
along with the spaces within quotes, if present.

B Formality-indicating verbs for
Japanese

Formality-indicating verbs

Formal

ございます,いらっしゃいます,おります,
なさいます,致します,ご覧になります,
おいでになります,伺います,参ります,
存知します,存じ上げます,召し上がります,
頂く,頂きます,頂いて,差しあげます,
下さいます,おっしゃいます,申し上げます,
拝見します,お目に掛かります

Informal
だ,だった,じゃない,じゃなかった,だろう,
だから,だけど,だって,だっけ,そうだ,
ようだ

Table 8: Indicating verbs for generating seed training
data for en→ja formality classifier.

C Formality Classifier Accuracy and
Data Sizes

Precision Recall F1

en→hi Formal 0.802 0.757 0.779
Informal 0.776 0.827 0.801

en→ja Formal 0.885 0.817 0.850
Informal 1.0 0.852 0.920

Table 9: Formality classifier accuracy using IWSLT for-
mality testset as groundtruth.

Seed Unlabeled Augmented
en→hi 142,900 1,667,803 142,900*
en→ja 9,856 13,956,005 26,294

Table 10: Weakly labeled data sizes. *Due to the rela-
tively poor performance of the formality classifier for
en→hi, only the seed training data was used for data
augmentation.

D Post Editing Seq2seq Model

Following are details about the post editing model
utilized to perform formality change. We use a
base model architecture from Enarvi et al. (2020).
As described in §2.3, the transformer model is
trained in two phases, viz., pretraining with mono-
lingual language data and then finetuning the for-
mality control dataset.

Following are the hyper-parameters with which
the model is trained and later inference is per-
formed:
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Hyperparameter Value
Tokenizer Sacremoses
Pointer layers -2
Pointer head 2
Pointer markers 1000
Label Smoothing 0.1
Weight Decay 0.0
Learning Rate 0.001
Batch Size 512
Total Number of Updates 20000

Table 11: Hyperparameters of Post Editing model.
The table shows values of hyperparameters that are
manually set. All other parameters are set to their de-
fault value in the package. Pointer layers are the atten-
tion layers being pointed to and Pointer head denotes
the number of attention heads used.
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Abstract

This paper presents our submissions to the
IWSLT 2022 Isometric Spoken Language
Translation task. We participate in all three lan-
guage pairs (English-German, English-French,
and English-Spanish) under the constrained set-
ting, and submit an English-German result un-
der the unconstrained setting. We use the stan-
dard Transformer model as the baseline and ob-
tain the best performance via one of its variants
that shares the decoder input and output em-
bedding. We perform detailed pre-processing
and filtering on the provided bilingual data.
Several strategies are used to train our models,
such as Multilingual Translation, Back Trans-
lation, Forward Translation, R-Drop, Average
Checkpoint, and Ensemble. We experiment on
three methods for biasing the output length:
i) conditioning the output to a given target-
source length-ratio class; ii) enriching the trans-
former positional embedding with length in-
formation and iii) length control decoding for
non-autoregressive translation etc. Our sub-
missions achieve 30.7, 41.6 and 36.7 BLEU
respectively on the tst-COMMON test sets
for English-German, English-French, English-
Spanish tasks and 100% comply with the length
requirements.

1 Introduction

This paper introduces our submissions to the
IWSLT 2022 Isometric Spoken Language Trans-
lation task. To train our models, we perform mul-
tiple data filtering strategies to enhance data qual-
ity. In addition, we leverage Multilingual model
(Johnson et al., 2017), Forward (Wu et al., 2019)
and Back Translation (Edunov et al., 2018), and
R-Drop (Wu et al., 2021) strategies to further en-
hance training effects. We also adopt Length Token
(Lakew et al., 2019), Length Encoding (Takase and
Okazaki, 2019) and Non-Autoregressive Transla-
tion (NAT) to further enhance system performances.
We compare and contrast different strategies in

Length-aware beam 

Enhanced 

model

Length 

token 

Method

Length 

encoding

Method

NAT

Rerank

Figure 1: The training process for the IWSLT 2022
Isometric Spoken Language Translation.

light of our experiment results and conduct analy-
sis accordingly.

The overall training process is illustrated in Fig-
ure 1. Section 2 focuses on our training techniques,
including model architecture, data processing and
training strategies. Section 3 describes our ex-
periment settings and training process. Section
4 presents the experiment results while section 5
analyzes the effects of different model enhance-
ment and length control strategies on the quality
and length of translation outputs.

2 Method

2.1 Model Architecture

2.1.1 Autoregressive NMT Model
Transformer-based model with the self-attention
mechanism (Vaswani et al., 2017) has achieved the
state-of-the-art translation performance. The Trans-
former architecture is a standard encoder-decoder
model. The encoder can be viewed as a stack of
N layers, including a self-attention sub-layer and a
feed-forward (FFN) sub-layer. The decoder shares
a similar architecture as the encoder but integrates
an encoder-decoder attention sub-layer to capture
the mapping between two languages.

For autoregressive translation (AT) models we
trained in this shared task, Transformer-Base ar-
chitecture is used, which features 6-layer encoder,
6-layer decoder, 512 dimensions of word vec-

361



tor, 2048-hidden-state, 8-head self-attention, post-
norm, share decoder input, and output embedding.

2.1.2 Non-autoregressive NMT Model
Non-autoregressive models generate all outputs in
parallel and break the dependency between output
tokens. For AT models, EOS (end of sentence)
token is used to indicate the end of a sentence and
thus determines the length of the sequence. On
the contrary, for NAT models, the output length
should be predicted in advance. We believe such
mechanism is more suitable for this task.

CMLM (Ghazvininejad et al., 2019) adopts a
masked language model to progressively gener-
ate the sequence from entirely masked inputs and
has achieved stunning performance among non-
autoregressive NMT models. HI-CMLM (Wang
et al., 2021a) extends CMLM using a novel heuris-
tic hybrid strategy, i.e. fence-mask, to improve
the translation quality of short texts and speed up
early-stage convergence. In the constrained task,
HI-CMLM is used, which features 6-layer encoder,
6-layer decoder, 512 dimensions of word vector,
1024-hidden-state, and 4-head self-attention.

AT and NAT models have distinctive superior-
ities and drawbacks in terms of performance and
latency. We try to combine the two strategies into
one model, hoping to leverage advantages of both.
Diformer (Wang et al., 2021b) (Directional Trans-
former), with a newly introduced direction variable,
is a unified framework that jointly models Autore-
gressive and Non-autoregressive settings into three
generation directions (left-to-right, right-to-left and
straight). It works by controlling the prediction of
each token to have specific dependencies under
that direction. In the unconstrained task, Diformer
is used, which features 6-layer encoder, 6-layer
decoder, 512 dimensions of word vector, 2048-
hidden-state, and 8-head self-attention.

2.2 Data Processing and Augmentation

As for the constrained task, we use only the offi-
cially provided data, MuST-C v1.2. As for the un-
constrained task, we additionally apply WMT2014
data to the English-German task for NAT model
training.

2.2.1 Data Filtering
We perform the following steps to cleanse all data:

• Filter out repeated sentences (Khayrallah and
Koehn, 2018; Ott et al., 2018).

Language pair Raw data Data filtering
en-de 229.7K 211.1K
en-fr 275.1K 253.9K
en-es 265.6K 247.8K

Table 1: Data sizes before and after filtering.

• Convert XML escape characters.

• Normalize punctuations using Moses (Koehn
et al., 2007).

• Delete HTML tags, non-UTF-8 characters,
unicode characters and invisible characters.

• Filter out sentences with mismatched paren-
theses and quotation marks; sentences of
which punctuation exceeds 30%; sentences
with the character-to-word ratio greater than
12 or less than 1.5; sentences of which the
source-to-target token ratio higher than 3 or
lowers than 0.3; sentences with more than 120
tokens.

• Apply langid (Joulin et al., 2016b,a) to filter
sentences in other languages.

• Use fast-align (Dyer et al., 2013) to filter sen-
tence pairs with poor alignment, and about
10% of the data is filtered out.

Data sizes before and after filtering are listed in
Table 1.

2.2.2 Data Diversification
Nguyen et al. (2020) introduce Data Diversification,
a simple but effective strategy to enhance neural
machine translation (NMT) performance. It diver-
sifies the training data by using the predictions of
multiple forward and backward models and then
merging the generated text with the original dataset
on which the final NMT model is trained.

In terms of back translation, we adopt top-k sam-
pling to translate data (BT sampling). With regard
to forward translation, we translate data using beam
search. Through sampling, we ensure that the sizes
of data generated by forward and back translation
are relatively equal. In this paper, we refer to the
combination of forward and backward translation
sampling as FBTS.

Inspired by Iterative Joint Training (Zhang et al.,
2018), we first adopt multiple copies of BT sam-
pling data for model training in this task. Then, we
further perform model augmentation training by
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merging multiple copies of FBTS data generated
by the optimized model with the authentic bilingual
data. Since model performance (Zhang et al., 2019)
will be affected due to length control, we generate
a great amount of synthetic parallel data to enrich
data diversity, in hope of minimizing the effect of
length control.

2.2.3 Data Distillation and Self-Distillation
Mixup Training

Knowledge distillation trains a student model to
perform better by learning from a stronger teacher
model. This method has been proved effective for
NAT models training by Zhou et al. (2019). In
this work, we use enhanced AT models as teacher
models to generate distilled data, and use self-
distillation mixup training (Guo et al., 2021) strat-
egy to train the NAT student models.

2.3 Model Augmentation

2.3.1 Multilingual Model

Johnson et al. (2017) proposes a simple solution
that uses a single neural machine translation model
to translate across multiple languages, without ar-
chitecture changes. The model introduces an arti-
ficial token at the beginning of the input sentence
to specify the required target language. All lan-
guages use a shared vocabulary. No additional
parameters are required. The experiments surpris-
ingly show that such model design can achieve
better translation qualities across languages. In the
task, we use only constrained data of the partic-
ular language pair for training. Taking en2de as
an example, we use only English-to-German and
German-to-English data.

2.3.2 R-Drop Training

R-Drop (Wu et al., 2021) uses a simple dropout
twice method to construct positive samples for com-
parative learning, significantly improving the ex-
perimental results in supervised tasks. We apply
R-Drop with a = 5 to regularize the model so as to
prevent over-fitting.

2.3.3 Ensemble

Model ensemble is a widely used technique in
previous WMT workshops (Garmash and Monz,
2016), which enhances the performance by com-
bining the predictions of several models at each
decoding step. We train multiple models (generally
four models) by shuffling training data and perform

ensemble decoding with the above models in the
inference phase.

2.4 Output Length Control

As described in the task, we define length compli-
ance (LC) as the percentage of translations in a
given test set falling in a predefined length thresh-
old of ±10% of the number of characters in the
source sentence.

2.4.1 Length Token
Lakew et al. (2019) classify bi-text into three
classes based on the target-to-source character
ratio (LR) of each sample (s; t) pair. The
labels are defined based on LR thresholds:
short < 0.9 < normal < 1.1 < long in
our experiment. We prepend the length token
vϵ{short;normal; long} at the beginning of the
source sentence during training. The desired v is
prepended on the input sentence during inference.

2.4.2 Length Encoding
Takase and Okazaki (2019) propose a simple but
effective extension of sinusoidal positional encod-
ing to constrain the length of outputs generated
by a neural encoder-decoder model. We adopt the
length-ratio positional encoding (LRPE) method
mentioned in the paper. LRPE is expected to gen-
erate sentences of any length even if sentences of
exact lengths are not included in the training data.

2.4.3 Length-control decoding for NAT
Traditional NAT models predict the output token
numbers first and then generate all output tokens
in parallel. Some prior work (Wang et al., 2021c)
has analyzed how length prediction influences the
performance of NAT. To further improve the length
compliance, we propose length-control decoding
(LCD), which sets the length of the target tokens
as that of the source tokens. We assume that if the
source and target sentences have the same number
of tokens, their sentence lengths are also approxi-
mately the same.

2.4.4 Length-aware beam
In order to get better translation results, we gener-
ate n-best hypotheses with a multi-model ensemble.
In this task, beam-size is set to 12, so that 12 candi-
date outputs are generated for one source sentence,
among which we select the one that comply with
the +-10% length requirements. The candidate out-
put with the least loss value is selected when all
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the 12 outputs fail to meet the length requirement.
This method is called length-aware beam (LAB).

2.4.5 Rerank
We try various strategies in our experiments. With
LAB strategy, each model has its own trade off on
quality and length control. We ensemble several
models of which BLEU is better on tst-COMMON
test sets to score all the candidate outputs. Based
on the scores, we rerank the candidates to select
the best one.

3 Settings

3.1 Experiment Settings

We use the open-source fairseq (Ott et al., 2019)
for training. BERTScore is used to measure sys-
tem performances and the script officially provided
is used to calculate the output lengths in the task.
Each model is trained using 8 GPUs. The size of
each batch is set to 2048, parameter update fre-
quency to 2, and learning rate to 5e-4. The number
of warmup steps is 4000, and the dropout is 0.3. We
share vocabulary for source and target languages,
and sizes of the vocabularies for English-German,
English-French and English-Spanish are 30k, 27k,
and 30k respectively. We use early stopping when
validation loss stops improving and apply check-
point averaging on last 5 checkpoints. In the in-
ference phase, the beam-size is 12 and the length
penalty is set to 0.6.

3.2 System Process

Our overall training strategy is to train a base-
line model, conduct enhanced training with tech-
niques such as multilingual translation, R-Drop,
and data augmentation. After obtaining the opti-
mized model, we add length token to the training
data, adopt length encoding to the model, and use
non-autoregressive decoding to control the output
length. In addition, we ensemble multiple mod-
els to achieve the submitted results. Our training
process is as follows:

1) We preprocess the training data using methods
mentioned in section 2.2.1 and train four mod-
els using Multilingual Translation and R-Drop
strategies with shuffled training data.

2) We perform data augmentation as described
in section 2.2.2. We train four models with
bilingual data and BT sampling data gener-
ated by the models mentioned in step 1. Then,

we perform FBTS data augmentation on the
basis of the enhanced models and train four
more models. For the constrained setting, we
use both source and target sides of the bilin-
gual data to generate four copies of forward
and backward translated pseudo bi-texts (one
model generates one copy), respectively.

3) We add length token to authentic and synthetic
parallel data as described in section 2.4.1, and
train four models to ensemble. We also train
a model using length encoding, as mentioned
in section 2.4.2.

4) We train the NAT models using the method
described in section 2.4.3 with authentic bilin-
gual data and synthetic parallel data generated
in step 2).

5) We average the last five checkpoints and per-
form separate inference on each model, and
then ensemble the models. We change length
token (long, normal, short) for models us-
ing Length Token strategy to generate multi-
ple results.

6) We use the method described in section 2.4.4
and 2.4.5 rerank hypotheses generated from
models trained by different strategies to get
the final results.

4 Experiment Result

Table 2 lists the results of our submissions on
the tst-COMMON test sets. The baseline models,
trained on transformer-base architecture, achieve
the poorest performances on BLEU and rather poor
performance on LC. Our enhanced models (En-
hanced), trained with data and model augmentation
strategies, achieve the highest BLEU scores (33.3,
45.9, 37.1) but the lowest LC scores (36.9, 36.6,
57.9) on the three language pairs. Len-tok mod-
els are trained with Length Token strategy and the
length token is set to normal, and an improvement
on LC has been witnessed. Len-control decoding
for nat models uses NAT Decoding. Length-aware
beam strategy is demonstrated useful for all of the
three types of models as we witness significant
improvements on LC for those models by using
the strategy. Rerank1 reranks hypotheses from the
enhanced and Len-tok models; Rerank2 reranks hy-
potheses from the enhanced and len-control decod-
ing for nat models; and Rerank3 reranks hypothe-
ses from all of the three types of models. Accord-
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Pairs English-German English-French English-Spanish
System BLEU F1 LR LC BLEU F1 LR LC BLEU F1 LR LC
Baseline 28.9 0.828 1.12 41.0 35.6 0.812 1.22 33.1 30.5 0.809 1.11 44.0
Enhanced 33.3 0.842 1.14 36.9 45.9 0.872 1.14 36.6 37.1 0.850 1.04 57.9

+LAB 33.0 0.838 1.10 68.6 45.4 0.869 1.13 50.5 36.9 0.848 1.03 72.1
Len-tok 32.1 0.835 1.06 54.7 44.1 0.866 1.09 49.1 36.8 0.848 1.02 66.8

+LAB 31.2 0.830 1.04 80.8 42.9 0.859 1.07 73.s1 37.1 0.845 1.01 84.2
NAT 30.4 0.829 1.04 83.5 42.3 0.848 1.05 82.3 36.1 0.830 1.01 89.9

+LAB 29.8 0.826 1.05 89.0 41.6 0.848 1.05 87.3 35.9 0.833 1.01 93.7
Rerank1 30.7 0.830 1.03 99.8 41.5 0.851 1.03 98.7 36.8 0.845 1.01 98.9
Rerank2 29.9 0.829 1.02 100 40.9 0.849 1.02 100 36.0 0.844 1.01 100
Rerank3 30.7 0.830 1.04 100 41.6 0.851 1.02 100 36.7 0.845 1.01 100

Table 2: Experimental results of our submitted system. (F1 is short for BERTScore F1.)

Pairs English-German English-French English-Spanish
System BLEU F1 LR LC BLEU F1 LR LC BLEU F1 LR LC
Enhanced 33.0 0.838 1.10 68.6 45.4 0.869 1.13 50.5 36.9 0.848 1.03 72.1
LT-normal 31.2 0.830 1.04 80.8 42.9 0.859 1.07 73.1 37.1 0.845 1.01 84.2
LT-short 27.2 0.818 0.94 82.0 38.0 0.845 0.98 85.3 36.3 0.841 0.95 83.3
LT-long 32.6 0.839 1.15 45.4 44.9 0.864 1.17 42.8 35.0 0.844 1.07 66.1
LRPC 28.0 0.822 1.06 79.3 40.6 0.843 1.04 78.7 34.8 0.842 1.00 90.5

Table 3: The experimental results of length token and encoding method.

ing to our experiment results, Rerank3 achieves
the best BLEU and BERTScore scores and 100%
comply with the length requirement. For details
about the blind-test results submitted, see appendix
A.

5 Analysis

5.1 Data Augmentation and Model
Augmentation to Enhance Model
Performance

Our experiment results demonstrate that model
augmentation has positive effects on model per-
formances. Table 4 lists the BLEU scores on
the tst-COMMON test sets. Compared with the
baseline models, other models obtain much higher
BLEU on English-German, English-French and
English-Spanish tasks. Our experiment on English-
German task shows that strategies such as multilin-
gual translation, decoder input and output embed-
ding (Tied-embed) sharing, R-Drop, BT sampling,
and FBTS, have significant impact on translation
quality. Meanwhile, ensemble strategy can only
result in little improvement due to the limited size
of the training data. The final BLEU scores of
en2de, en2fr, and en2es are 33.3, 45.9, and 37.1
respectively.

Strategy En2de En2fr En2es
Baseline 28.9 35.6 30.5

+Tied-embed 29.5 - -
+Multilingual 29.9 - -
+R-Drop 30.6 43.0 34.3
+BT sampling 32.0 45.1 36.9
+FBTS 33.1 45.9 37.0
+Ensemble 33.3 45.9 37.1

Table 4: The experimental results of Model Augmenta-
tion.

5.2 Length Token and Length Encoding to
Control Output Length

Our experiment demonstrates that the length to-
ken method is useful to control the output length.
In order to enrich the diversity of results, we de-
code models using token {short;normal; long}
and LAB strategy, which correspond to LT-short,
LT-normal and LT-long respectively. Table 3 shows
that LT-normal model has the best overall quality.
LT-short model leads to significantly shortened out-
puts and poor performance. LT-long model gener-
ates long outputs with relatively good performance.
The above results further illustrate the shortening
the length of outputs is the root cause of translation
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Pairs English-German English-French English-Spanish
System BLEU F1 LR LC BLEU F1 LR LC BLEU F1 LR LC
Enhanced 33.3 0.842 1.14 36.9 45.9 0.872 1.14 36.6 37.1 0.850 1.04 57.9
NAT 31.6 0.835 1.06 62.5 43.1 0.860 1.08 60.6 36.6 0.837 1.01 68.0

+LCD 30.4 0.829 1.04 83.5 42.3 0.848 1.05 82.3 36.1 0.830 1.01 89.9
+LAB 29.8 0.826 1.05 89.0 41.6 0.848 1.05 87.3 35.9 0.833 1.01 93.7

Unconstrained NAT 28.8 0.825 1.02 96.3 - - - - - - - -

Table 5: The experimental result of Length-control decoding for NAT.

Pairs English-German
System Strategy BLEU F1 LR LC
Enhanced LAB 33.0 0.838 1.10 68.6
LT-normal LAB 31.2 0.830 1.04 80.8
LT-short LAB 27.2 0.818 0.94 82.0
LT-long LAB 32.6 0.839 1.15 45.4
NAT LCD+LAB 29.8 0.826 1.05 89.0
Rerank1 - 30.7 0.830 1.03 99.8
Rerank3 - 30.7 0.830 1.04 100

Table 6: The experimental result of LAB and Rerank
Method.

quality degradation. Although the LRPC method
can dynamically adjust the length of the output, it
negatively affects the translation quality, so we do
not use the LRPC method in our submissions.

5.3 NAT to Control Output Length

Our experiments show that the model trained with
NAT strategy can predict the output length based
on the source length, so it outperforms the model
trained with AT strategy on LC measurement, but
underperforms the AT model on BLEU measure-
ment. Table 5 illustrates that LCD strategy pro-
duces significantly improved LC scores but de-
creased BLEU scores. The LAB strategy leads to
further improved LC scores but slightly decreased
BLEU scores.

The unconstrained NAT model is trained along
with the WMT14 English-German training data and
fine-tuned with MuST-C. We witness significant
improvements on LR and LC after increasing the
data size. We believe data diversity is the reason
for such improvement.

5.4 Effect of Length-aware beam and Rerank
on Result

Table 2 shows that all systems achieve much higher
LC scores when they are trained using LAB strat-
egy. However, table 6 presents systems trained with

various output length controlling methods without
the rerank. Models without reranking can only
achieve 89% LC at most. 100% LC can only be
achieved by reranking all the above systems to min-
imize the deterioration of translation quality.

6 Conclusion

This paper presents HW-TSC’s submission to
IWSLT 2022 Isometric Spoken Language Transla-
tion Task. In general, we explore data and model
augmentation methods, and achieve huge increases
in BLEU scores when comparing with baseline
models. In terms of length compliance, we use
strategies such as Length Token, Length Encoding,
NAT, Length-Aware Beam and Rerank. Our sys-
tems obtain 30.7, 41.6 and 36.7 BLEU respectively
on the tst-COMMON test sets for English-German,
English-French, English-Spanish tasks and 100%
comply with the length requirements.
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A Blind-test result

Table 7 presents the blind-test results for our sub-
missions. isometric-slt-01, 02, 03, and 04 indicates
Rerank1, Rerank2, Rerank3, and unconstrained
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Pairs English-German English-French English-Spanish
System BLEU F1 LR LC BLEU F1 LR LC BLEU F1 LR LC
isometric-slt-01 18.0 0.744 1.25 99.5 30.8 0.768 1.18 99.5 30.4 0.784 1.15 99.5
isometric-slt-02 17.8 0.753 1.18 100 27.8 0.763 1.17 100 28.7 0.788 1.15 100
isometric-slt-03 17.9 0.740 1.28 99.5 31.5 0.765 1.19 98.0 29.9 0.784 1.18 96.5
isometric-slt-04 20.2 0.759 1.03 96.0 - - - - - - - -

Table 7: The experimental result of blind-test.

NAT results in our experiments. isometric-slt-03
post-processes punctuation over-translated, and as
a result, it cannot 100% meets the length require-
ments.
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Abstract

To participate in the Isometric Spoken Lan-
guage Translation Task of the IWSLT 2022
evaluation, constrained condition, AppTek de-
veloped neural Transformer-based systems for
English-to-German with various mechanisms
of length control, ranging from source-side and
target-side pseudo-tokens to encoding of re-
maining length in characters that replaces po-
sitional encoding. We further increased trans-
lation length compliance by sentence-level se-
lection of length-compliant hypotheses from
different system variants, as well as rescor-
ing of N-best candidates from a single system.
Length-compliant back-translated and forward-
translated synthetic data, as well as other par-
allel data variants derived from the original
MuST-C training corpus were important for
a good quality/desired length trade-off. Our
experimental results show that length compli-
ance levels above 90% can be reached while
minimizing losses in MT quality as measured
in BERT and BLEU scores.

1 Introduction

In this paper, we describe AppTek’s submission
to the IWSLT 2022 Isometric Spoken Language
Translation evaluation (Anastasopoulos et al.,
2022). Our goal was to create a system that pro-
duces translations which are within 10% of the
source sentence length, but have similar levels of
quality as a baseline system translations without
length control. AppTek participated in the con-
strained condition with an English-to-German neu-
ral machine translation (NMT) system that we de-
scribe in Section 2. The system was extended
with 5 different length control methods, which
we explain in detail in Section 3. We also cre-
ated synthetic data with back-translation, forward-
translation, as well as a novel data augmentation
method of synonym replacement. All three meth-
ods are described in Section 4. Our experimental
results on the MuST-C tst-COMMON test set and

the official evaluation test set are presented in Sec-
tion 5, including ablation studies that prove the
effectiveness of synthetic data and noisy length en-
coding for a better trade-off between length compli-
ance and MT quality. We summarize our findings
in Section 6.

2 Baseline system

2.1 Data
We follow the constrained condition of the IWSLT
Isometric SLT task and use only English-to-
German TED-talk data from the MuST-C corpus
(Di Gangi et al., 2019). The corpus contains 251K
sentence pairs with 4.7M and 4.3M English and
German words, respectively.

We apply minimal text pre-processing, mainly
consisting of normalization of quotes and dashes.
2K sentences that have mismatching digits or paren-
theses in source and target were filtered out.

We use a joint English and German Sentence-
Piece model (Kudo and Richardson, 2018), trained
on the whole corpus using a vocabulary size of
20K, to split the data into subwords.

2.2 Neural NMT model
In preliminary experiments we tried several Trans-
former model configurations, including base and
big from the original paper (Vaswani et al., 2017),
a 12 encoder and decoder layer variant of base,
and a "deep" 20 encoder layer version with halved
feed-forward layer dimension in the encoder and
only 4 attention heads. These attempts to optimize
the model architecture for the given, rather low re-
source task did not yield a better architecture than
Transformer big, which we end up using in all our
experiments.

We however find an increased dropout rate of
0.3 and an increased label smoothing of 0.2 to be
crucial. We further optimize the model by sharing
the parameters of the source and target embeddings
as well as the softmax projection matrix.
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In all experiments we use two translation factors
(García-Martínez et al., 2016) on both the source
and target side to represent the casing of the sub-
words and the binary decision whether a subword
is attached to the previous subword (Wilken and
Matusov, 2019). This allows for explicit sharing of
information between closely related variants of a
subword and reduces the model vocabulary size.

All models are trained on a single GPU for 162 to
198 epochs of 100K sentence pairs each in less than
two days. We use batches of 1700 subwords and
accumulate gradients over 8 subsequent batches.
The global learning rate of the Adam optimizer is
increased linearly from 3 × 10−5 to 3 × 10−4 in
the first 10 epochs and then decreased dynamically
by factor 0.9 each time perplexity on the MuST-C
dev set increases during 4 epochs. For decoding
we use beam search with a beam size of 12.

We train the Transformer models using
RETURNN (Doetsch et al., 2017; Zeyer et al.,
2018), which is a flexible neural network toolkit
based on Tensorflow (Abadi et al., 2015). Automa-
tion of the data processing, training and evalua-
tion pipelines is implemented with Sisyphus (Peter
et al., 2018).

3 Length control methods

In this work we perform an extensive evaluation of
different ways to control the length of the transla-
tions generated by the NMT model, all applied to
the same baseline Transformer big model.

3.1 N-best rescoring

A simple method to achieve length compliant trans-
lation is to generate N-best lists and select trans-
lation hypotheses from the lists that adhere to the
desired length constraints. Saboo and Baumann
(2019) and Lakew et al. (2021) compute a linear
combination of the original MT model score and a
length-related score to reorder the N-best list. In
this work, we simply extract the translation from
the N-best list with the best MT score that has a
character count within a 10% margin of the source
character count and fall back to the first best hypoth-
esis if there is no such translation. This approach
is tailored towards the evaluation condition of the
IWSLT Isometric SLT task where length compli-
ance within a 10% margin is a binary decision and
the absolute length difference is not considered.

While N-best rescoring has the advantage of be-
ing applicable to any NMT model that uses beam

search, it is outperformed by learned length control
methods because in many cases there is no length
compliant translation in the N-best list, and also
because learned methods are able to shorten the
translation in a more semantically meaningful way.
However, we use N-best rescoring on top of other
methods to further improve length compliance, as
done by Lakew et al. (2021).

3.2 Length class token
Lakew et al. (2019) introduce a special token at the
start of the source sentence to control translation
length. For this, the training data is classified into
difference length classes based on the target-to-
source ratio measured in number of characters. In
this work we use two variants of length classes:

1. 3 length bins representing "too short", "length
compliant" and "too long". Length compliant
here means the number of characters in source
and target differs by less than 10%;

2. 7 length bins from "extra short" to "extra
long", such that an approximately equal num-
ber of training sentence pairs falls into each
bin.

The first option is focused on isometric MT, i.e.
equal source and target length, while the second
option offers a more fine-grained length control.

In addition, we analyze the difference of adding
the token to the source versus the target side.
Adding the token on the target side has the advan-
tage of offering the option to not enforce a length
class at inference time and instead let the model
perform an unbiased translation. This is especially
important in a commercial setting where costs can
be saved by deploying a single model for general
and isometric MT.

3.2.1 Length ROVER
A system that takes a length class as input can
produce multiple different translations of a given
source sentence. To maximize the chance for length
compliant translations, we produce translations of
the whole test set for each of the length bins and
then, for each sentence, select the hypothesis which
adheres to the length constraint. We refer to this as
length ROVER, in analogy to the automatic speech
recognition system combination technique called
ROVER (Fiscus, 1997). If multiple length bins pro-
duce a length compliant translation, precedence is
determined by the corpus-level translation quality
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scores for the different length bins. If no bin pro-
duces a length compliant translation the bin with
the best corpus-level translation quality is used as
fallback.

As we use a target-side length token, we can
let the model predict the length token instead of
forcing one. This usually leads to the best corpus-
level translation quality. We include this freely
decoded translation in the length ROVER.

When applying the length ROVER to the 7-bin
model, we exclude the bins corresponding to the
longest and shortest translations as those rarely
lead to length compliant translations but generally
to degraded translation quality. The same is true
for the "too short" and "too long" bins in the 3-
bin model, which is why we do not use the length
ROVER for this model.

3.3 Length encoding

We adopt length-difference positional encoding
(LDPE) from Takase and Okazaki (2019). It re-
places the positional encoding in the transformer
decoder, which usually encodes the absolute target
position, with a version that "counts down" from
a desired output length Lforced to zero. At each
decoding step the available remaining length is an
input to the decoder and thus the model learns to
stop at the right position. In training, Lforced is
usually set to the reference target length Ltarget,
while at inference time it can be set as desired.
For isometric MT, setting it to the source length
Lforced = Lsource is the natural choice.

The original work of Takase and Okazaki (2019)
uses a character-level decoder, which means that
the number of decoding steps equals the translation
length, assuming the latter is measured in number
of characters. Using subwords (Sennrich et al.,
2016) as the output unit of the decoder is more
common in state-of-the-art systems (Akhbardeh
et al., 2021). In this case, one can either encode
the target length in terms of number of subword
tokens (Liu et al., 2020; Niehues, 2020; Buet and
Yvon, 2021), or keep the character-level encoding
which however requires subtracting the number of
characters in the predicted subword token in each
decoding step (Lakew et al., 2019). The former
has the disadvantage that the number of subword
tokens is a less direct measure of translation length,
especially for the case of the IWSLT Isometric
SLT task where length compliance is measured in
terms of number of characters. The second option

is more exact but arguably a bit more complex to
implement. In this work we compare results for
both methods.

In contrast to (Lakew et al., 2019) we do not
combine standard token-level positional encoding
and character-level length encoding, instead we
only use the latter.

3.3.1 Length perturbation
For both the token-level and character-level ver-
sion we add random noise to the encoded trans-
lation length Lforced during training (Oka et al.,
2020). We find that this is necessary to make the
model robust to the mismatch between training,
where the target length is taken from a natural trans-
lation, and inference, where the enforced target
length is a free parameter. Especially in the case of
character-length encoding one cannot expect that a
high-quality translation with a given exact charac-
ter count exists. As opposed to Oka et al. (2020),
who add a random integer to the token-level target
length sampled from a fixed interval, e.g. [−4, 4],
we chose a relative +/-10% interval:

Lforced ∼ U (⌊0.9 · Ltarget⌉, ⌊1.1 · Ltarget⌉) (1)

Here, U(n,m) denotes the discrete uniform dis-
tribution in the interval [n,m], and ⌊·⌉ denotes
rounding to the nearest integer. This is in line with
the +/-10% length compliance condition used in
the evaluation. The length difference subtracted in
each decoder step is left unaltered, which means
counting down will stop at a value that in general
is different from zero.

3.3.2 Second-pass length correction
Length encoding as described above does not result
in a length compliant translation in all cases. The
reasons for this are: 1. general model imperfec-
tions, intensified by the small size of the training
data in the constrained track; 2. the noise added to
the target length in training (although it is within
the "allowed" 10% range); 3. for the case of token-
level length encoding, an equal number of source
and target tokens does not necessarily mean an
equal number of characters.

We therefore perform a second decoding pass for
those sentences where the first pass does not gener-
ate a length compliant translation. In this second
pass, instead of attempting to enforce Lforced =
Lsource, we make a correction by multiplying by
the source-to-target ratio observed in the first pass
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(measured in tokens or characters, depending on
the unit used for length encoding):

L2-pass
forced =

⌊
Lsource ·

Lsource

L1-pass
target

⌉
(2)

L1-pass
target is the first pass translation length, ⌊·⌉ de-

notes rounding. That way, an over-translation of
factor r in the first pass will be counteracted by
"aiming" at a translation length of 1/r of the source
length in the second pass.

This procedure could be applied iteratively, one
could even run a grid search of many different val-
ues for Lforced until a length compliant translation
is generated. We refrain from doing so as we find
it to be impracticable in real-world applications.

4 Synthetic data

We expand the original MuST-C data with synthetic
data of different types, all derived from the given
MuST-C corpus.

First, we include a copy of the data1 in which
two consecutive sentences from the same TED talk
are concatenated into one. Since many segments
in the original data are short, this helps to learn
more in-context translations. Then, we also include
a copy of the data where the English side is pre-
processed by lowercasing, removing punctuation
marks and replacing digits, monetary amounts and
other entities with their spoken forms. This helps
to adjust to the spoken style of TED talks and im-
perfections in the (manual) transcriptions of the
training and evaluation data.

We also use 82K bilingual phrase pairs extracted
from word-aligned MuST-C data, as described be-
low, as training instances.

4.1 Word synonym replacement

To enrich the training data with more examples of
length-compliant translations, we experiment with
a novel technique of replacing a few randomly se-
lected source (English) words in a given sentence
pair with their synonyms which are shorter/longer
in the number of characters, so that the result-
ing modified synthetic sentence is closer to being
length compliant. Whereas in an unconstrained
conditions the synonyms can come from WordNet
or other sources, in the constrained track we rely on
synonyms extracted from a bilingual lexicon. The

1Including, if applicable, the synthetic data described be-
low.

replacement of a source word with a synonym in a
given sentence pair happens only if it is aligned to
a target word, for which another word translation
exists in the bilingual lexicon.

The word alignment and bilingual word lexicon
extraction is performed on the lowercased MuST-C
corpus itself using FastAlign (Dyer et al., 2013).
The bilingual lexicon is filtered to contain entries
with the costs (negative log of the word-level trans-
lation probability) of 50 or lower.

We apply the synonym replacements only to sen-
tence pairs for which the target sentence is not
length-compliant with the source. We first generate
multiple versions of modified source sentences for
these data, which all differ in the choice of ran-
domly selected words that are to be replaced with
synonyms and in the actual synonyms selected for
replacement (also at random). Each word in a sen-
tence has a 0.5 chance of being considered for re-
placement (regardless of whether it has synonyms
as defined above or not), and the replacement is
done with (at most) one of 3 synonym candidates
with the highest lexicon probability which have
fewer or more characters than the word being re-
placed, depending on whether the length of the
original sentence was too long or too short.

From the resulting data (ca. 1M sentences), we
keep only those modified source sentences for
which the BERT F1 score (Zhang et al., 2020)
with respect to the original (unmodified) source
sentence is 0.94 or higher. In this way we try to
make sure that the meaning of the modified source
sentence stays very close to the original meaning.
This way, only 192K sentences are kept, which are
then paired with the original target (German) sen-
tences to form a synthetic synonym replacement
parallel corpus.

4.2 Back-translated data

We train the reverse, German-to-English system
with 7 length bins and source length token as de-
scribed in Section 3 using the same architecture and
settings as for the English-to-German system. We
then use this system to translate the MuST-C corpus
from German to English, generating 7 translations
of each sentence for each of the 7 bins. From these
data, we keep all back-translations which make the
corresponding German sentence length-compliant.
This resulted in a back-translated corpus of 172K
sentence pairs.
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tst-COMMON v2 blind test
# BLEU BERT LC BLEU BERT LC
0 baseline (no length control) 32.0 84.00 44.03 19.2 77.94 45.50
1 source-side token, 3 bins 31.3 83.94 51.59 20.6 78.40 62.50
2 + N-best rescoring 30.5 83.60 78.41 20.1 77.78 81.50
3 target-side token, 3 bins 31.4 83.88 50.12 19.7 78.37 53.50
4 + N-best rescoring 30.7 83.58 77.40 18.3 77.43 82.50

target-side token, 7 bins
5 predicted token (no length control) 32.0 84.00 45.23 18.3 77.55 46.50
6 + N-best rescoring 31.1 83.75 71.20 18.9 77.38 72.50
7 M token 31.7 83.99 49.19 19.1 78.24 56.00
8 + N-best rescoring 31.0 83.74 76.39 18.6 77.68 81.00
9 S token 30.5 83.73 62.95 18.9 78.05 59.00
10 + N-best rescoring 29.8 83.38 87.64 18.9 77.52 85.50
11 XS token 28.1 83.09 72.13 18.2 77.81 68.00
12 + N-best rescoring 27.8 82.91 92.21 17.8 77.32 90.00
13 ROVER over XS to XL 29.0 83.35 80.66 17.5 77.59 76.50
14 + N-best rescoring 28.0 82.94 94.19 17.6 77.09 93.00
15 ROVER over S to L 31.1 83.83 66.90 18.2 77.76 65.50
16 + N-best rescoring 30.0 83.38 88.57 18.7 77.32 86.50
17 length encoding (tokens) 31.5 83.91 48.57 19.6 77.45 55.50
18 + 2-pass length correction 30.0 83.42 68.14 19.5 77.75 75.50
19 + N-best rescoring 30.9 83.66 72.36 19.3 77.47 80.50
20 + 2-pass length correction 29.5 83.12 88.41 19.0 76.95 92.00
21 length encoding (characters) 30.7 83.57 63.64 20.1 78.27 73.00
22 + 2-pass length correction 29.3 82.89 89.50 19.2 77.55 90.50
23 + N-best rescoring 30.0 83.24 88.10 19.2 77.22 95.50
24 + 2-pass length correction 29.2 82.76 98.14 18.8 76.80 98.00

Table 1: English→German translation results for MuST-C tst-COMMON and the IWSLT 2022 Isomtetric SLT blind
test. All values in %. LC = length compliance within 10% in number of characters. All systems are based on the
same Transformer big model. Length bins of the 7-bin system are referred to as XXS, XS, S, M, L, XL and XXL
from short to long. For explanation of N-best rescoring, ROVER, and 2-pass length correction refer to Section 3.

4.3 Forward-translated data

In addition to back-translated data, we also aug-
mented our training corpus with forward-translated
data. For this, we generated translations using our
English-to-German system with 7 length bins and
a source length token for each of the length classes.
Then, we kept only those translations which turned
out to be length-compliant with the corresponding
source sentence. The resulting synthetic corpus has
213K sentence pairs.

5 Experimental results

Table 1 presents results for all length control meth-
ods explored in this work. We evaluate on MuST-C
tst-COMMON v22 and the blind test set provided
by the shared task organizers using the official scor-
ing script3. As a measure of MT quality it com-
putes BLEU (Papineni et al., 2002; Post, 2018)
and BERT F1 score (Zhang et al., 2020). Length
compliance (LC) is calculated as the proportion

2The official evaluation uses tst-COMMON v1. Differ-
ences in metric scores are minor though.

3Blind test set and scoring script are published un-
der https://github.com/amazon-research/
isometric-slt.

of translations that have a character count which
differs by 10% or less from the number of charac-
ters in the source sentence. For this, spaces are not
counted and sentences with less than 10 characters
are ignored. References for the blind test set were
made available only after development of the sys-
tems. Line 0 in Table 1 corresponds to a system
trained without any of the length control methods
from Section 3. All systems use all synthetic data
as described in Section 4 if not stated otherwise.

5.1 Length token systems

Rows 1 to 4 of Table 1 show results for the 3-bin
length token systems. The "length compliant" bin
is used for all translations. (When used on the tar-
get side it is enforced as the first decoding step.)
Overall, we observe no major differences between
a source-side and target-side length token in both
LC and MT quality scores. Synthetic data and
selection of the length bin alone leads to length
compliant translations in about 50% of cases (rows
1 and 3). This shows that the model has to com-
promise between translation quality and length and
that a length token is not a strong enough signal to
enforce the corresponding length class in all cases.
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N-best rescoring, i.e. selection of a length compli-
ant translation from the beam search output of size
12, can improve LC to 78% on tst-COMMON but
comes at the cost of a loss in translation quality by
0.8% BLEU and 0.3% BERTScore absolute.

The 7-bin system shown in rows 5 to 16 offers
a greater variety of trade-off points. We refer to
the 7 length bins with size labels from "XXS" to
"XXL". The target-to-source ratio boundaries for
equally sized bins in terms of training examples are
computed to be 0.90, 0.98, 1.02, 1.06, 1.10, and
1.23. This means the desired 1.0 ratio for isometric
MT falls into the "S" bin.

Row 5 shows the scores achieved when not forc-
ing any length token. This configuration leads to
the same quality on tst-COMMON as the base-
line system, namely 32.0% BLEU and 84.0%
BERTScore. This indicates that the model is able
to predict the right length class corresponding to
an unbiased translation. Setting the length token to
either "M", "S" or "XS" offers different trade-offs
between translation quality and length compliance.
Interestingly, the "XS" class has a higher LC than
the class "S" which should represent translations
with a target-to-source ratio closer to 1. Again, this
shows that the effect of length tokens is in conflict
with general translation quality, which is optimal
when not skipping any information present in the
source. A more extreme length class has to be cho-
sen to achieve the desired amount of compression.
In all cases N-best rescoring has the same effect as
observed for the 3-bin systems, namely a higher LC
at the cost of worse translation quality. All length
classes not shown in the table lead to either clearly
worse LC or quality scores.

The outputs for different length tokens, possi-
bly after N-best rescoring, can be combined with
the length ROVER. As mentioned in Section 3.2.1,
we exclude the extreme length classes. We con-
sider two variants: excluding the bins with short-
est and longest translations, or excluding the two
shortest and longest. As expected, both variants
lead to more length compliant translations in the
combined output. However, they provide different
trade-offs: while the first variant (rows 13, 14) can
achieve 94% length compliance on tst-COMMON,
translation quality drops to similarly low values as
observed for the "XS" length class. The second
variant is more conservative and achieves only 89%
length compliance, but preserves higher BLEU and
BERT scores.

5.2 Length encoding systems

Rows 17 to 24 of Table 1 show the results of sys-
tems trained with length encoding as described in
Section 3.3. They are also trained using 3 length
bins and a "length compliant" token is forced on
the target side, we however observe no significant
differences to not using the token.

Using the source length as input to the decoder
(Lforced = Lsource), the token-level length encod-
ing model (row 17) does not achieve a higher LC
value than the length token systems (49%), while
the model with character-level length encoding
(row 21) is able to produce compliant translations
in 64% of the cases. Doing a length-corrected
second decoding pass is very effective for both sys-
tems. This shows that the decoder input Lforced has
a strong impact on the model output, however has
to be adjusted to get the desired output length. In
Section 3.3.1 we give explanations for such imper-
fections. In addition, similar to the case of length
tokens, we attribute this to the fact that in training
the desired length is always conform with the refer-
ence translation, while at inference time the model
often has to compress its output to fulfill the length
constraints, which might require a more extreme
value for the targeted length Lforced.

N-best rescoring can be applied on top to achieve
a further large increase in length compliance4. This
indicates that there is length variety in the N-best
list that at least in part can be attributed to the noise
added through length perturbation (Section 3.3.1).
The resulting character-level length encoding sys-
tem in row 24 achieves the overall best length com-
pliance value of 98.14%.

5.3 System selection

To select systems for our submission, in Figure 1
we visualize the inherent trade-off between length
compliance and translation quality for the systems
from Table 1. We look at BERT scores as they
were announced to be the main MT quality metric
for the evaluation. We chose system 16, the 7-bin
length token system using the length ROVER, as
our primary submission. As contrastive submis-
sions we include systems 2 (3 length bins using
source-side token), 14 (ROVER variation of the
primary submission) and 24 (character-level length
encoding with second-pass length correction). All
submissions use N-best rescoring. As it can be

4First-best translation length of first pass is used for length
correction, N-best rescoring only applied in the second pass.

374



82.8 83 83.2 83.4 83.6 83.8 84
40

50

60

70

80

90

100

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18
19

20

21

22 23

24

BERT

L
C

Figure 1: Visualization of length compliance (LC) vs.
BERTScore trade-offs on MuST-C tst-COMMON for
systems taken from Table 1. Data point labels are the
row numbers (#) from Table 1. Submitted systems are
labeled in bold blue.

seen, the different length control methods are all
able to provide useful trade-off points. While only
length encoding can achieve a near perfect length
compliance, length token-based methods can of-
fer a good compromise that preserves more of the
baseline MT performance.

5.4 Ablation study
For a selected subset of the systems we show the
contribution of the most important types of syn-
thetic data used in our systems (Section 4), as well
as the effect of length perturbation (Section 3.3.1).

5.4.1 Effect of synthetic data
Comparison of the first two rows of Table 2 shows
that taking away synthetic data created using word
synonym replacement (Section 4.1) from the 7-bin
length token system causes a slight degradation of
the BLEU score and no significant change of BERT
and length compliance score on tst-COMMON. We
consistently observe the same tendencies when tak-
ing other configurations of the 7-bin system from
Table 1 as baseline (not shown here). This indicates
that synonym replacement has some positive effect
on MT quality as a data augmentation method, but
fails to lead to the desired effect of improved length
compliance. This could also in part be explained
by the fact that in our experiment setting, remov-
ing synonym data resulted in the increased relative
proportion of length-compliant back- and forward-
translated data.

Removing also the back- and forward-translated
data from training leads to a consistent drop in

all quality metrics on tst-COMMON. In particu-
lar, length compliance becomes worse, even in the
considered case that uses the length ROVER and N-
best rescoring. When training the length-unbiased
system of row 5, Table 1 without synthetic data
LC even drops from 45.27 to 30.70 (not shown in
Table 2). This shows that length-compliant back-
and forward-translated data clearly has the desired
effect of learning isometric translation and it is still
noticeable when combined with other length con-
trol methods. Also for the length encoding model
(row 8) we observe a similar positive effect of the
synthetic data, despite the translation length being
predominantly determined by the length value fed
into the decoder.

On the blind test set we observe contradicting
results. For this we can provide no better expla-
nation than referring to statistical randomness. In
Table 1 one can see that ranking of independently
trained neural models (e.g. rows 1, 3, 5, 17 and 21)
disagrees on the two test sets, which we attribute
to the small size of 200 lines of the blind test set.
In fact, according to paired bootstrap resampling
computed with SacreBLEU (Post, 2018), the large
difference of 1.3 BLEU between row 1 and 2 of Ta-
ble 2 is not statistically significant with p < 0.05,
and the 95% confidence interval of row 1 is 2.8
BLEU.

5.4.2 Effect of length perturbation
Without length perturbation the character-level
length encoding model is able to produce length
compliant translations in almost all cases, as can be
seen in Row 7 of Table 2, without the need for sub-
sequent steps like N-best rescoring or second-pass
length correction. This however comes at the cost
of a severe drop in translation quality as measured
in both BLEU and BERT score. When comparing
to row 24 of Table 1 it is apparent that the sys-
tem trained with length perturbation and using the
above-mentioned methods can achieve a similar
high level of length compliance while offering a
better translation quality by 2.6% BLEU and 1.1%
BERT F1 score absolute.

A similar drop in translation quality due to lack
of length perturbation can be observed for the case
of token-level length encoding comparing rows 4
and 5 of Table 2. The gain in LC from training with-
out noise is outperformed by the combination of
N-best rescoring and second-pass length correction
applied to the baseline system (row 20, Table 1).
Notably, even without noise in training token-level
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tst-COMMON v2 blind test
# BLEU BERT LC BLEU BERT LC

target-side token, 7 bins
1 Row 16, Table 1 30.0 83.38 88.57 18.7 77.32 86.50
2 + no synonym replacement 29.6 83.41 88.41 20.0 77.58 88.50
3 + no back-/forward-translation 29.5 83.20 87.48 19.5 77.49 87.50

length encoding (tokens)
4 Row 19, Table 1 30.9 83.66 72.36 19.3 77.47 80.50
5 + no length perturbation 28.6 82.32 76.12 18.3 74.51 81.00

length encoding (characters)
6 Row 21, Table 1 30.7 83.57 63.64 20.1 78.27 73.00
7 + no length perturbation 26.6 81.66 98.26 18.4 76.07 99.00

+ no synonyms replacement,
8 no back-/forward-translation 30.0 83.37 61.94 19.8 77.86 75.50

Table 2: Ablation study results. All values in %.

length encoding does not surpass a length compli-
ance value of 80%. This shows that the number of
subwords is not accurate enough as a measure of
length when targeting a precise character count.

6 Conclusion

In this paper, we described AppTek’s neural MT
system with length control that we submitted to the
IWSLT 2022 Isometric Spoken Translation Evalu-
ation. We showed that by using length-compliant
synthetic data, as well as encoding the desired trans-
lation length in various ways, we can significantly
increase the length compliance score, while at the
same time limiting the loss of information as re-
flected in only slightly lower BERT scores. As one
of the best methods for real-time production set-
tings not involving system combination, N-best list
rescoring or 2-pass search, the modified positional
encoding that counts the desired length in charac-
ters achieves the best quality/length compliance
trade-off in our experiments. We attribute this to
more fine-grained length control capabilities of this
system as compared to systems that use source-side
or target-side length pseudo-tokens.
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dalena Biesialska, Ondřej Bojar, Rajen Chatter-
jee, Vishrav Chaudhary, Marta R. Costa-jussa,
Cristina España-Bonet, Angela Fan, Christian Fe-
dermann, Markus Freitag, Yvette Graham, Ro-
man Grundkiewicz, Barry Haddow, Leonie Harter,
Kenneth Heafield, Christopher Homan, Matthias
Huck, Kwabena Amponsah-Kaakyire, Jungo Kasai,
Daniel Khashabi, Kevin Knight, Tom Kocmi, Philipp
Koehn, Nicholas Lourie, Christof Monz, Makoto
Morishita, Masaaki Nagata, Ajay Nagesh, Toshiaki
Nakazawa, Matteo Negri, Santanu Pal, Allahsera Au-
guste Tapo, Marco Turchi, Valentin Vydrin, and Mar-
cos Zampieri. 2021. Findings of the 2021 conference
on machine translation (WMT21). In Proceedings of
the Sixth Conference on Machine Translation, pages
1–88, Online. Association for Computational Linguis-
tics.

Antonios Anastasopoulos, Luisa Bentivogli, Marcely Z.
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Abstract

This paper presents our submission for the
shared task on isometric neural machine
translation at International Conference on
Spoken Language Translation (IWSLT).
There are numerous state-of-art models
for translation problems. However, these
models lack any length constraint to produce
short or long outputs from the source text.
This paper proposes a hierarchical approach
to generate isometric translation on the
MUST-C dataset. We achieve a BERTscore
of 0.85, a length ratio of 1.087, a BLEU
score of 42.3, and a length range of 51.03%.
On the blind dataset provided by the task
organizers, we obtained a BERTscore of 0.80,
a length ratio of 1.10, and a length range of
47.5%. We have made our code public hee
https://github.com/aakash0017/
Machine-Translation-ISWLT.

1 Introduction

Reaching a worldwide audience is a critical aspect
of audio-visual content localization. This automa-
tion necessitates source language speech translation
and seamless integration of target language speech
with the original visual information. The unique-
ness of this task is to generate length-controlled out-
puts. A significant application of isometric transla-
tion is in automatic dubbing, where the most crucial
part is to sync the length of translated subtitles with
the audio of the source language. These types of
translations give a holistic experience to the user
while reading the translated sentences. This pa-
per will explain our hierarchical architecture for
generating such isometric outputs.

Initially, we experimented with a verbosity-
controlled multi-task model. We used two prompt

types: (i) task prompt and (ii) length prompt. The
task prompt decides what task the model should
perform. For example, an empty prompt means
that the model will receive English inputs and gen-
erate translated French outputs, whereas "para"
prompt means that the model will receive french
input and generate paraphrased French sentences.
Para prompt always accompanies a length prompt
that ensures that the paraphrased output is of the
desired length. To illustrate, if the initial translated
output of the model falls short of the source text, we
will append the prompt: "para long." This prompt
will help the model paraphrase this generated out-
put to an optimal length. We experimented with
various combinations of this translate-paraphrasing
approach. Finally, our best architectures consist
of three separately trained models for translation
and paraphrasing. We use Helsinki OPUS-MT and
Google’s MT5 for machine translation & paraphras-
ing, respectively, while Google translation API for
short-length sentences. We use MUST-C v1.2 FR
and PAWS-X EN-FR datasets to train these models.

2 Shared Task Overview

This task entails creating translations that are simi-
lar in length to the source. The shared task’s out-
come can help with the following issues: auto stan-
dardized dubbing to achieve coupling between the
source and target speech, improved subtitling to fit
the translated content into a specified video frame,
layout constrained translation to control the gener-
ated text to fit in the document tables or database
fields, and more general simultaneous speech trans-
lation for ease of reading or listening. Participants
in the shared task can create text-to-text MT sys-
tems for languages such as German (De), French
(Fr), and Spanish (Es) using either the MUST-C or
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WMT datasets.

3 Background

Our approach towards controlling the output length
of translated sequences is based on the recent ad-
vancement in the transformer architecture (16) to-
wards multi-task training.

3.1 Transformer

With the advent of transfer learning techniques
in NLP through transformer-based models like
T5 (11) have become more unified & can con-
vert all text-based language problems into text-
to-text formats. Trained on Datasets like C4,
these models have achieved state-of-the-art perfor-
mances for text generation tasks like summariza-
tion, question-answering & machine translation,
to be precise. At its core, these models constitute
a sequence-to-sequence architecture that can pro-
cess sequences using only attention & feed-forward
networks—partitioned into Block of Encoders and
Decoder, each of which comprises multi-headed
attention.

3.2 Few shot learning

As described in Brown et al. (2), fine-tuning a
model for machine translation using a pre-trained
model has been the most common approach in re-
cent years, which involves updating the weights
of a pre-trained model by training on a supervised
dataset specific to the desired task. Typically thou-
sands to hundreds of thousands of labeled examples
are used. The main disadvantages are the need for
a new giant dataset for every task, the potential
for poor generalization out-of-distribution, and the
potential to exploit spurious features of the training
data, potentially resulting in an unfair comparison
with human performance. However, on the con-
trary, few-shot learning refers to the setting where
the model is given a few demonstrations of the task
at inference time. This works by giving K exam-
ples of context and completion, and then one final
example of context, with the model expected to
provide the completion.

4 System Overview

In this section, we will explain our architecture in
detail. As mentioned in the above sections, we
implement a hierarchical architecture consisting
of 3 separate models. Our model is a complex fu-
sion of two distinct functionalities, resulting in a

differentiated pipeline that adds to improved per-
formance for text generation tasks. The entirety of
the model is fragmented into neural machine trans-
lation and a text paraphrasing system. While the
former converts text from the source (En) to target
(Fr) language, the latter, which is trained indepen-
dently of the NMT model, assists in deforming the
generated text into a more useful form specific to
the task. Additionally, we are also using Google’s
translation API for short-length sentences.

4.1 Translation Module
This module uses Helsinki OPUS-MT (15) for
neural machine translation. The model is pre-
trained using the MarianMT framework (5), a sta-
ble production-ready NMT toolbox with efficient
training and decoding capabilities, and is trained
on freely available parallel corpora collected in
the large bitext repository OPUS (14). The pre-
trained version of the OPUS-MT model has six self-
attentive layers in both the encoder and decoder net-
works and eight attention heads in each layer. We
use verbosity control during fine-tuning. While
training, we use three length prompts: "long,"
"short," and "normal" and one task prompt i.e. a
empty string. The task prompt is defined as per the
task (translation) in the module and length prompts
are defined by the t Length-Ratio (LR) between
the source and target texts. These prompts are ap-
pended to the input text, thus, allowing the model
to recognize and differentiate key attributes gov-
erned by the Length Compliance (LC) matrix. The
range of the LR ratio we use while selecting the
prompts is mentioned in the equation 1.

f (x) =





short, LR < 0.95
normal, 0.95 ≤ LR ≥ 1.05
long, LR > 1.05

(1)

f
′
(x) =

{
para long, LR < 0.95
para short, LR > 1.05

(2)
We experiment with the OPUS-MT model on

two different datasets: WMT (1) and MUST-C (4).
After experimentation, we decided to use MUST-
C as it gave the most optimal results. OPUS-MT
model, however, does not have any length-control
mechanism. To fine-tune the model for isometric
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Source Text (EN) Target Text (FR) SL TL LR Type
And that might seem a bit surprising, be-
cause my full-time work at the foundation is
mostly about vaccines and seeds, about the
things that we need to invent and deliver to
help the poorest two billion live better lives.

Et cela peut sembler un peu surprenant parce
que mon travail à temps plein à la Fondation
concerne plutôt les vaccins et les semences,
les choses que nous devons inventer et dis-
tribuer pour aider les deux milliards des plus
pauvres à vivre mieux.

226 256 1.13274 Not Isometric

The climate getting worse means that many
years, their crops won’t grow: there will
be too much rain, not enough rain; things
will change in ways their fragile environ-
ment simply can’t support.

Le climat se détériore, ce qui signifie qu’il y
aura de nombreuses années où leurs cultures
ne pousseront pas. Il y aura trop de pluie, ou
pas assez de pluie.

199 162 0.8140 Not Isometric

So, the climate changes will be terrible for
them.

Les changements climatiques seront terribles
pour eux.

50 54 1.08 Isometric

Table 1: Examples from MUST-C dataset. Here SL is source length, TL is target length and LR is length ratio that
is calculated by TL/SL. Isometric sentences are those, whose LR ratio lies withing 0.95-1.10.

Figure 1: Architectural representation of the flow of our pipeline. The first block in the figure represents the
OPUS-MT model that we use for EN-FR translation. The right part in the diagram showcase the 2 paraphrasing
models used: Google MT5 fine tuned and Google Translation API. Based on the condition we decide which model
to use after translation.

translation, we use the previously mentioned ver-
bosity control prompt engineering method. The
table 1 examples of how these prompts are used
during translation.

4.2 Paraphrasing & Length Correction

According to Zhao et al. (21) the main goal of sen-
tence paraphrasing is to improve the clarity of a
sentence by using different wording that conveys
the same meaning. For this task, we are fine-tuning
Google’s MT5 model (18) on PAWS-X French
dataset (19) to leverage the functionality of Text
paraphrasing. We have fabricated the use of the
prompt engineering approach (7) (12) to enable the
model to recognize the paraphrasing task as well
as modify its parameter based on the argument to
generate isometric text. We append Manually en-
gineered prompts during training for both of the

models, as mentioned earlier, based on the source
and target text. However, during testing, the prompt
for each input sentence is modified based on the
conditional task of isometric text generation (see
Figure 2)

5 Experimental Setup

During the experimentation, we used three datasets:
1) WMT, 2) MUST-C 3) PAWS-X. Table 3 shows
the exact train/test/dev split of all the three datasets.
Also, the task provides us with a blind dataset
for each language pair. Particularly En-Fr pairs
in the blind consisted of very few characters per
sentence. After experimentation, we found that our
model was not performing well for sentences with
less than five words. To solve this issue, we used
Google Translator API, which improved the length
ratio and length constraint significantly.
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Model
MUST-C Fr Blind En-Fr

BERT Score Length Compliance BERT Score Length Compliance

P R F1
Length
Ratio

Length
Range

P R F1
Length
Ratio

Length
Range

System 1 0.87 0.86 0.86 1.11 46.4 0.62 0.63 0.62 1.64 40.5
System 2 0.87 0.86 0.87 1.08 49.6 0.79 0.80 0.80 1.10 47.5
System 3 0.86 0.85 0.85 1.08 51.3 0.79 0.80 0.79 1.11 46.8

Table 2: prediction on MUST-C v1.2 En-Fr and blind dataset.

We experimented with various approaches that
involved multi-task training and hierarchical archi-
tectures. Initially, we experimented with a multi-
task training approach. For this, we used Google’s
MT5 transformer-based architecture, which we im-
plement using a simple transformer library1. We
fine-tuned this architecture for two distinct tasks
1) Text Paraphrasing & 2) Machine Translation as
described here (3). The model supports improvis-
ing the generated text based on the desired task.
Prompt engineering was a key aspect of this multi-
task training approach. Details of how prompts are
generated for different task and length is explained
in previous sections. Next, we experimented with
the Helsinki OPUS-MT pre-trained model for ma-
chine translation, which uses a modified version of
transformer-based architecture. This system was
build using hugging transformers library (17)2 For
fine-tuning the same we use the standard cross-
entropy loss objective on target sequence along
with label smoothing (9). We use beam search with
a beam size of 10 and select the best of the top 5
hypotheses for the En-Fr track. We initialize the
model with a learning rate of 2−5 with a "cosine
schedule with warmup" (8).

We also train a separate system constituting
Google’s MT5 pre-trained model for text paraphras-
ing. For this we’re using an Ada-Factor optimizer
(13), with a cross-entropy loss as objective. Also,
we use a beam size of 5 and select the top 3 hy-
potheses accordingly. The model is initialized with
pre-trained weights from the transformers library.
We use the base version with a total of 580M pa-
rameters. We use a batch size of 32 and epochs
equal to 1. Each model is trained on a cluster of
4 Tesla V100-PCIE GPU with a memory size of
32510MiB each.

1https://simpletransformers.ai/
2https://github.com/huggingface/transformers

Dataset MUST-C PAWS-X
Langauge en-fr fr-fr
Train 275086 49401
Validation 1413 2000
Test 2633 2000

Table 3: description of various datasets used during the
experimentation.

Figure 2: Multi task model architecture of updating
parameters according to the prompts supplied

5.1 Evaluation Measures

This task is evaluated on two parameters. The
first is the quality of translation, and the second
is the length constraint. We use BERTscore (20)
and BLEUscore (10) for qualitative analysis of the
translated sentences and Length Compliance matrix
for the isometric constraint. Table 1 in appendix
7 shows a detailed overview of how Length Com-
pliance matrix works. We can see that the optimal
predictions lie within the LR range of 0.95 and
1.10.

6 Result and Analysis

As shown in Table 2, system three has gained a
substantial increase in overall Length compliance
metrics. However, the BERT Score has depleted
by 0.5. The Length Ratio for the OPUS-MT sys-
tem is 1.085, close to the ideal value in isometric
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Algorithm 1 Algorithm for our pipeline
1. Variables

- S Source text [train]
- T Target text [train]
- St Source text [test]

2. Pre-Processing
- procedure GENERATE-LENGTH-PROMPT(S, T )
- for i← 1 to S do:
- prompt← f(S, T ) ▷ Eq. 1
- S

′
i ← prompt+ Si

- end for
- end procedure
- S

′
t ← normal + St ▷ process test-data

3. Neural Machine Translation
- procedure TRAIN-MT-MODEL(S

′
, T )

- input-ids, attention-mask, labels ← Tokenizer
- translation-model ← Model("OPUS-MT-en-fr")
- loss-function ← criterion() ▷ cross entropy loss
- translation-model.train(input-ids, attention-mask, labels, loss-function)
- end procedure
- Tp ← translation-model.predict(S

′
t)

4. Text Paraphrasing
- Train MT5 model on PAWS-X dataset ▷ follow step 3
- procedure GENERATE-TASK-PROMPT

- for i← 1 to S
′
t do

- prompt ← f(S
′
ti , Tpi) ▷ Eq. 1

- if prompt ̸= normal then
- para_prompt ← f

′
(S

′
ti , Tpi) ▷ Eq. 2

- T
′
pi ← para_prompt+ Tpi

- else continue
- end if
- end for
- end procedure
- O ← paraphrase-model.predict(T

′
p) ▷ final output

translation. As stated earlier, the task of isometric
translation aims to generate the translations with
the target to source length ratio between 0.90 and
1.10, after considering the ±10% shift in the char-
acters. We achieve this through two of our systems,
with system-1 achieving a length ratio of 0.85 and
system-2 achieving 0.87.

Secondly, the Length Range matrix represents
the percentage of total translated sentences falling
under the ideal length ratios range. Two of our
suggested models are close to 50%, suggesting that
almost half of the predictions are isometric with

high BLEUscore and BERTscore. The reason of
decrease in the BERTscore of system 3 is that the
model loses essential information while predict-
ing the output. Our analysis shows that verbosity
control can sometimes lead to abrupt shortening
of results, where the model skips words after a
specific limit.

Along with Length Compliance(LC) metrix, out-
puts are evaluated for their adequacy and quality of
translation. This task emphasizes more towards
BERTscore rather than BLEUscore. When the
length of source and target varies, BLEUscore does
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not adapt well; however, BERTscore can evaluate
based on semantics. The challenge is to translate
the source text to the target language with ideal
length compliance while also maintaining the se-
mantic meaning of the output.

While our suggested models are also performing
equally well on the blind dataset provided by the
organizer, however, a significant dip can be seen
with the Length ratio & BERT score for the pre-
dicted outputs. The reason being is that the blind
data covers a versatile range of source input with
a word count ranging from 1 to 44. The PAWS-X
dataset has an average length of 10-15 words and
cannot provide a variety of training examples with
a much lower token count. Thus, while predicting,
the model performs rather poorly for short-length
examples. To solve this we have employed Google
Translate API. However, for some instances within
the 5-8 word count, the model can still not convert
the input sequence to its target language ("French")
counterpart.

Our experiments with the Google MT5 model,
which is fine-tuned for machine translation and text
paraphrasing, have shown considerable promise.
However, it still needs rigorous experimentation
and hyper-parameter tuning. In addition to quan-
titative, we vouch for qualitative analysis of our
results in Table 4. Which describes the correct out-
put corresponding to isometric source-target text.
As shown in the fourth row of the Table, our system
can precisely shorten the length of translated text
while retaining semantical similarity. Secondly, as
set out in the second and third row of the Table, few
phrases in the English & French vocabulary do not
align lexically together; thus, the model partitions
the source text and translates each word separately.

7 Conclusion & Future Work

In this work, we propose a hierarchical MT ap-
proach, using prompt engineering to attribute the
OPUS-MT and MT5 paraphrasing model. We eval-
uate the proposed approach in the Isometric ma-
chine translation case, where translated text is ex-
pected to match the source length to synchronize
the source and target text. Our finding shows that
though the model has been trained precisely for
generating constrained output, However, a lot of
improvements can be employed to produce more
optimal results. Firstly, the paraphrasing model
could not generalize for short sentences (i.e., LR
< 0.95). Secondly, the MUST-C dataset has an

unequal distribution of instances for all three cate-
gories of length ranges, which imposes an uncertain
suspicion over the model predictions. Moreover,
our finding shows that the proposed approach can
perform better than Lakew et al. (6), length aware
positional encoding based NMT approach.
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