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Introduction

We are excited to welcome you to the First Workshop on Intelligent and Interactive Writing Assistants
(In2Writing 2022). The workshop is being held in a remote/in-person hybrid format, on May 26, 2022,
in conjunction with ACL 2022, which will take place from May 22-27, 2022.

This interdisciplinary workshop aims to bring together researchers from the NLP and human-computer
interaction (HCI) communities and industry practitioners and professional writers to discuss innovations
in building, improving, and evaluating intelligent and interactive writing assistants. For the first edition
of this workshop, the program includes 6 invited talks, 1 presentation session (best paper), 1 poster and
demo session, and 2 panel discussions entitled “Understanding the impact of writing assistants on ow-
nership, authenticity, originality, and confidence” and “Bridging NLP and HCI community to design and
build writing assistants.”

We received 19 submissions this year, which comprised 17 long papers and 2 short papers. Every sub-
mission received a meta-review and at least three reviews. When making our selections for the program,
we carefully considered the reviews, meta-reviews, and fit for the theme of the workshop. The 20 mem-
bers of the Program Committee did an excellent job reviewing the submitted papers. We sincerely thank
them for their essential role in selecting the accepted papers and helping produce a high-quality program
for the conference. Our goal was to create a balanced program that encompasses topics across NLP
and HCI while accommodating as many favorably rated papers as possible. Among 19 submissions, we
accepted 8 papers (leading to an overall acceptance rate of 42.11%) and conditionally accepted 6 papers.
For conditionally accepted papers, authors were allowed to revise their submissions based on reviews,
and the final acceptance was given after ACs reviewed the revised version. Among the accepted papers,
4 papers were cross-submissions, which were already presented in other venues, but went through the
same review process as other submissions. They have been included in these proceedings as extended
abstracts.

A conference of any scale requires advice, help, and enthusiastic participation of many parties, and we
have a big ‘thank you’ to say to all of them. We thank our six invited speakers, Lillian-Yvonne Bertram
(Northeastern University), Elizabeth Clark (Google NY), Claire L. Evans, Daniel Gissin (AI21 Labs),
Timo Mertens (Grammarly), and Melissa Roemmele (RWS Group) for enriching the workshop with
their talks. We would also like to thank all our invited panelists Jill Burstein (Duolingo), Courtney Napo-
les (Grammarly), Melissa Roemmele (RWS Group), Qian Yang (Cornell University), Simon Bouisson,
Sherry Wu (University of Washington), and Ekaterina Kochmar (University of Bath) and making our
workshop a vibrant and diverse place for stimulating discussions on a variety of relevant topics.

We would also like to gratefully acknowledge the support of our sponsors: Grammarly and AI21 Labs.

We thank our program committee members for committing their time to help us select an excellent
technical program. We also thank all the authors who submitted to the workshop and all conference
participants for making the first edition of In2Writing a success and for their contributions to growing
the research areas of intelligent and interactive writing assistants with their fine work.

Finally, it is our great pleasure to welcome you in-person and virtually to the conference. We hope that
you will have an enjoyable and productive time and leave with fond memories of In2Writing 2022!

John Joon Young Chung, Katy Ilonka Gero, Daniel Gissin, Ting-Hao ’Kenneth’ Huang, Dongyeop Kang,
Mina Lee, and Vipul Raheja
The In2Writing Workshop Organizing Committee
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Data-to-text systems as writing environment

Adela Schneider and Andreas Madsack
Johanna Heininger and Ching-Yi Chen and Robert Weißgraeber

AX Semantics, Stuttgart, Germany
{firstname.lastname}@ax-semantics.com

Abstract
Today, data-to-text systems are used as com-
mercial solutions for automated text production
of large quantities of text. Therefore, they al-
ready represent a new technology of writing.
This new technology requires the author, as
an act of writing, both to configure a system
that then takes over the transformation into a
real text, but also to maintain strategies of tra-
ditional writing. What should an environment
look like, where a human guides a machine
to write texts? Based on a comparison of the
NLG pipeline architecture with the results of
the research on the human writing process, this
paper attempts to take an overview of which
tasks need to be solved and which strategies
are necessary to produce good texts in this envi-
ronment. From this synopsis, principles for the
design of data-to-text systems as a functioning
writing environment are then derived.

1 Introduction

Natural Language Generation (NLG) systems are
computer systems that automatically generate texts
in human languages, using advanced techniques
from artificial intelligence and/or computational
linguistics (Carlson, 2015). Non-academic NLG
systems are used in different areas of text produc-
tion and result in fundamental changes for content
creation and publication processes: They form a
new type of writing technology and create a new
environment for humans in which texts are gener-
ated automatically, but humans still (co-)design the
rules and specifications for this generation.

While NLG systems based on pre-trained large
language models function more as writing assis-
tants for authors on an individual level, the NLG
systems that are the subject of this study have a
different aim: They are configured to be able to
produce large amounts of text automatically.

In this context, writing is regarded in a broader
sense and means creating a blueprint for produc-
ing specific texts. So this new type of writing can

be described as meta-writing: However, since the
requirements of text structure, expression, and real-
isation of a communication goal cannot be solved
on an abstract level only, many traditional writing
tasks remain to be done by the author. Mahlow and
Dale (2014) have described this new condition as
follows: "Automated text production – when the
author is not the writer". This observation raises
the question, what a writing environment should be
like in which a machine is guided by an author to
write a text?

In this research, we use the framework of cre-
ating a writing environment to set out the require-
ments for an NLG system. So, the human writer
is considered here as the agent, while the software
functions as the environment. This setting is due
to the fact that writing, in general, is primarily per-
ceived as an individual action, even though some
instances of writing are performed in collaboration.
But of course, it is not the only possible framework.
The interaction between humans and machines has
recently been discussed, especially in the commu-
nicative field of AI, where both humans and the
instances of AI are seen as agents and the aspect
of collaboration is much more prominent (for the
field of journalism: Lewis et al. (2019); for fic-
tion writing: Manjavacas et al. (2017); Clark et al.
(2018)).

And indeed, it may be that statistical approaches
and deep-learning methods, in particular, bring the
software’s autonomy more to the fore. Autonomy
is, after all, the distinctive property of the agent
(Henrickson, 2018). This then would call for a re-
assessment of the situation, looking more closely
at the requirements of collaboration within this
described environment. However, data-to-text sys-
tems in real-world applications still require such a
share of human configuration and control and the
creative contribution share of the software, at least
in the NLG systems focused on in this paper, is still
so limited that it would not be adequate to claim
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creative autonomy of the software in the process.
The environmental framework with its orienta-

tion towards the writing processes also offers the
advantage of shifting the focus in the evaluation
of NLG systems (Howcroft et al., 2020) from the
evaluation of the output to an evaluation of the pro-
cesses, that Gehrmann et al. (2022) recently postu-
lated: "Evaluating NLG tasks only through the lens
of outputs is thus insufficient and we should strife
(sic) to deliver a more fine-grained breakdown (...)".
For traditional writing it is set that the principle of
having control over the writing and editorial pro-
cesses is the most effective method of influencing
text quality (Wyss, 2013; Perrin, 2001). And we
assume it remains valid also for working with NLG
systems. Thus, our approach could open up new
perspectives for the evaluation of NLG systems.

What Perrin stated in 2002 for writing per se also
applies to automated text production nowadays:
"Writing is thus changing from a field of largely
intuitive language design to a language technology
that becomes aware of its compositional principles
and purposefully uses its means, tools, and strate-
gies" (translated from German (Perrin, 2002, page
7)).

As a starting point to achieve such an awareness
and methodology for this new kind of writing, in-
cluding a system of rules, strategies, and cues that
guide action, we want to make the action steps,
tools and decisions within the processes explicit:

1. In order to approach this, we take a look at the
structure and design of NLG systems, because
from these the special requirements and con-
ditions are derived to which the user is subject
with their text generation task. (The different
categories of NLG systems and Overview of
the NLG pipeline)

2. To identify the factors that are conducive to
the production of (good) texts, we will outline
how the human writing process is organized
(A model of the human writing process). In
doing so, we will refer to the results of writing
process research as well as to the approaches
to the development of modern writing soft-
ware. (Requirements for writing software)

3. With these findings in mind, we try to take a
closer look at automated text production with
NLG systems. How can the phases of NLG
systems be coordinated with the human writ-
ing process? And how should the parameters

of the various phases be designed so that texts
can be produced with good quality? (NLG
systems in real life: writing on a meta level)

4. As a result, we will formulate the require-
ments for the design of NLG systems that take
into account the human writing process (Prin-
ciples for designing NLG systems). These
requirements ensure creating an environment
in which the production of complex written
texts is possible. The texts generated in this
way should use the full potential of language
and not just provide simple data descriptions

2 The different categories of NLG systems

In the basic reference work on NLG it is charac-
terized as ‘the subfield of artificial intelligence and
computational linguistics that is concerned with the
construction of computer systems that can produce
understandable texts in English or other human lan-
guages from some underlying non-linguistic repre-
sentation of information‘ (Reiter et al., 2000).

There are already a number of implemented
applications for the data-to-text approach in dif-
ferent areas. They range from the media sector,
where they have been a much-discussed topic as
"robot journalism", to medical reports, business
and finance reports or product descriptions in e-
commerce. NLG systems are useful when large
amounts of text are needed or information is only
available in formats that are not easily understood
(such as measurement data from medical exami-
nations), and verbalisation facilitates or enables
understanding.

In this study, a further classification concerning
the organization of NLG systems is to be discussed.
On the one hand there are the so-called pipeline
solutions that modularize the procedures and then
execute the tasks (one after the other). The end-to-
end solutions on the other hand leave the modular
approach behind and aim for end-to-end genera-
tion based on the successes of deep learning. They
can be trained with (data, text) tuples that can be
efficiently collected at scale (Castro Ferreira et al.,
2019; Harkous et al., 2020). Large pre-trained lan-
guage models such as GPT-3 or BERT can be inte-
grated into all of these solutions.

At present, end-to-end solutions are not yet suit-
able for commercial production of great amount
of texts because they have two fundamental lim-
itations: First, they are very domain-bound, so
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they can only generate texts for very limited seg-
ments. In addition, they lack semantic fidelity, this
means how accurately the generated text conveys
the meaning (Harkous et al., 2020). As described,
end-to-end systems based on deep learning com-
bine all NLG steps in one function. This means that
the only possible intervention is to select or edit
the results (Gehrmann, 2020). Due to this too tight
restriction of interaction these approaches fall out
of consideration for this research. Modular data-to-
text systems, on the other hand, offer more points
of connection and reflect parallels between humans
and systems in the text generation process.

Since this study analyses the application under
real-life conditions, the focus is on implementable
solutions, not on academic NLG projects. In the
commercial sector, rule-based pipeline solutions
are established first and foremost, which differ in
handling, architectures and purposes. Some of the
solutions are offered as self-service, requiring lim-
ited or no programming skills. The leading com-
panies in this fields are ARRIA NLG, Narrative
Science, AX Semantics, Yseop and Automated In-
sights (Dale, 2020).

3 Overview of the NLG pipeline

There are different ways to structure the tasks and
decisions of text generation. The most cited model
for this is the NLG architecture constructed by
Ehud Reiter and Robert Dale that performs tasks in
sequence related to document planning, sentence
planning and linguistic realization (Reiter et al.,
2000).

Module Content task Structure Task
Document planning Content determination Document structuring

Microplanning
Lexicalisation
Referring expression Generation

Aggregation

Realisation Linguistic realisation Structure realisation

Table 1: Overview over the most important modules and
tasks in the NLG pipeline (Reiter et al., 2000)

The function of the Document Planner is to spec-
ify the text’s content and structure based on domain
and application knowledge about what information
fits the specified communication goal and other
generating objectives. In this module decisions are
made about which information will be included
(Content determination) and in what order this in-
formation will appear (Document structuring).

The task of the Microplanning component is to
take the results of the Document Planning module
and refine it to produce a more detailed text specifi-

cation. At this point, sentences and paragraphs are
planned (Aggregation) and the linguistic elements
to be used to express the information are deter-
mined (Lexicalisation), i.e. which specific words
or certain phrases are to be used. Within the Re-
ferring expression generation, it is decided which
properties are used to describe an object unit, for
example, a person’s proper name and profession.
It is therefore necessary to determine which prop-
erties are important so that the reader can identify
the object.

In the process of Surface Realisation, the system
converts abstract representations of sentences into
grammatically well-formed text (Linguistic reali-
sation) and ensures that the abstract structures of
sections and paragraphs are assembled as a docu-
ment in the appropriate format.

4 A model of the human writing process

From the best-known model that illustrates how
human writing functions at the cognitive level – the
so called Flower-Hayes-Model (Flower and Hayes,
1981) – three important features can be derived that
are characteristic of the human individual writing
process:

1. There are distinguishable cognitive processes.

2. These processes are organized recursively.

3. Text passages that have already been written
have an influence on further text production.

The three distinguishable cognitive processes
are controlled by a monitor. This central executive
directs attention and switches from one sub-process
to another.

The first process is planning of a text, where
information is collected and thoughts are made
about the form and structure of the text. What
should the text achieve? Whom does it address?
What aspects, data, information should appear in
it? It comprises three types of sub-operations: First
there is generating, in which the writer retrieves
information relevant to the writing task from long-
term memory. Then there is organising, during
which the most useful of the retrieved elements are
arranged in a plan; finally the writer sets further
goals to guide the writing (goal setting).

After the planning follows the phase of linguistic
implementation (translating). While many ideas
in the planning phase are not really linguistically
available, a kind of translation process now takes
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place during which the thoughts are translated into
language: One now decides on the concrete vocab-
ulary.

The third main process is reviewing with its
two sub-operations editing and revising. Now, the
writer re-reads the text and aims to improve the
quality of the written text by changing the text at
the time it was written to correct errors, or fit the
plans (editing). Or they intentionally revise the text
to look for problems and errors at all levels of the
text (revising).

4.1 Recursiveness in writing
One of the most important findings of Flower and
Hayes, which is also confirmed by later analyses
of the writing processes, is the observation that
writing is recursive: The writer jumps back and
forth between the processes, again and again. There
is no sequential proceeding in which one process
is completed and then the next begins.

In principle, it is possible to activate any process
at any time, but it can be seen that the frequency
and duration of the processes change throughout
a writing session. The activation of translating
remains constant while that of planning decreases
and that of revision increases (Olive, 2004). In the
concrete act of writing, the recursive procedure
shows itself in different facets:

• There is no fixed sequence of the individual
operations. It seems that the individual writer
develops certain patterns of sequences that
remain relatively stable (Olive, 2004).

• Individual activities always refer to each other
and overlap.

• All processes can be repeated as often as re-
quired.

• Each formulation can be the trigger for a sub-
sequent revision, which results in a new for-
mulation, which in turn can be a trigger for
another new formulation.

Text passages written previously have influence
on the further text and the arrangement of the pro-
cesses. Reading and rereading the actual text is an
important mental process in which the idea of the
text is compared with the actual implementation.
The deviations either lead to immediate changes
in the written text or to a modification of the idea
of the text - which, of course, in the further course
of time influences both the text that is still being

written and corrections of the pre-existing text pas-
sages.

5 Requirements for writing software

In general, technology and writing have always
been interdependent: the writing tool and the writ-
ing medium influence writing in terms of how the
problems at hand can be solved. In most writing set-
tings today, the pen, pencil or typewriter has ceased
to be the tool, and paper is no longer the medium.
Rather, computers, tablets and smartphones with in-
put functions and screens are the extended writing
environment today (Mahlow and Dale, 2014).

The writing environment in the narrower sense
is the associated software. There have been and
still are approaches to investigate which conditions
serve the authors to write without interference and
receive the appropriate support during the writing
process.

The investigation of the results of writing pro-
cess research played an important role in this con-
text (Sharples, 1999). It was criticised that the
writing tool and the medium were not included in
former research. The most important results of
the critique are, first, Sharples’ (Sharples, 1999)
re-evaluation of recursiveness and writing phases
and second, the description of certain objects (ex-
ternal mental representations) as a bridge between
the writer’s ideas and the emerging text. He empha-
sises the biphasic nature of two activities within the
writing process: engagement - this means the actual
writing, where new material is created and reflec-
tion, the thinking (about the writing) where the
generated material is revised. The two processes
are separate and cannot occur simultaneously, form-
ing cycles of engagement and reflection in writing
(Sharples, 1999).

From these results, guidelines for the develop-
ment of writing environment software were derived
(Sharpies and Pemberton, 1990) with elaborating
the following aspects:

• Because one cannot think about the structure
of the text while writing, it is necessary to
have a macrostructure (a kind of plan of the
text), but this cannot be kept in our working
memory. One needs an external representation
of these macrostructures (Sharples, 1999).

• It must be possible to store mental represen-
tations of information (which can be in linear
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language or in other forms such as networks,
mind maps, drawings or structures).

• Writers need to be able to switch quickly be-
tween tasks (i.e. between notes, outline and
linear text or spell check) this facilitates the
interleaving of tasks.

• Writers need to switch freely between differ-
ent parts of the document as well, and should
simultaneously be able to choose an appropri-
ate level of focus. So, they should have an
overview display and then be able to zoom in.
At the same time, it has to be possible at all
levels to delete or merge parts of the text or to
change the order.

Today there are a handful of software tools
that take this non-linear writer-centred approach
as their starting point (such as PageFour, Liquid
Story Binder, RoughDraft (discontinued), Ulysses,
Scrivener), but they tend to be used for specific pro-
fessionalised, often narrative, writing (Bray, 2013).

However, functions are built into conventional
text processors as well that support individual
phases of the writing process, such as the outline
view, comment functions, text and grammar checks
(Piotrowski and Mahlow, 2009).

6 NLG systems in real life: writing on a
meta level

At this point, the phases of the human text produc-
tion process and the modules of the NLG pipeline
architecture are juxtaposed in order to find out
which principles can be derived for an NLG system
that is not designed for experts, but as a writing en-
vironment for the (automated) production of large
numbers of texts.

6.1 NLG: document planner – human writing:
conceptual planning

The characteristic of this phase lies in the signif-
icance of alignment with the overall goals of the
text: What are the interests of the target audience?
What are the communication goals? This provides
orientation for the selection of content and the struc-
turing of the resulting text.

The result depends on what goal is to be achieved
with the texts and in which environment the text
should be published. The editorial strategies as well
as the narrative angles for the stories are developed.

In individual writing, the writer derives such text
assignments and keeps them either in long-term

Figure 1: The Flower-Hayes-Model, Flower and Hayes
(1981)

memory or in the form of a text brief or sample text.
How detailed such specifications are worked out
depends on the text assignment and the experience
of the writer.

In NLG systems the output of the document plan-
ner is a document plan which is a structured and
ordered representation of messages. Often it is
realized in form of a tree, whose leaf nodes are
messages and whose internal nodes specify doc-
ument elements such as paragraphs and sections
and discourse relations between the elements. The
representations of this plan are partly structural in
nature, partly they are already connected with ver-
bal elements (Reiter et al., 2000; Gatt and Krahmer,
2018).

Up to now humans were in most cases also re-
sponsible for designing handcrafted rules during
the planning phase of automated text production,
but there are some examples for developments of
modelling genres with Machine Learning and statis-
tics as long as there is a corpus of manual writ-
ten text available for this specific case (Reiter and
Williams, 2010).

At this point, it is worth considering how to trans-
fer the author’s implicit knowledge about the com-
munication goal, text genre and document structure
into explicit knowledge, such as rules, which can
be applied to text generation. Many approaches
are possible for the production of such a machine-
processable document plan by the writer: The nec-
essary elements can be requested via a kind of
questionnaire or forms can be filled out, based on
briefing forms (Reiter and Williams, 2010). Since
in both areas a form of (internal) representation is
created, that is still not translated into words, and
for the reasons outlined above, namely that human
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Figure 2: This is the main view in the writing software
Scrivener. This is an example how a graphic repre-
sentation with verbal elements can look. On the right
there is the option to label and annotate the text parts.
(Source: https://www.literatureandlatte.
com/scrivener/overview)

mental representations of the document structure
are often visual, graphic solutions are a suitable
choice. A good example for this is the main page
of the writing software Scrivener (Literature and
Latte) (see Figure 2).

Also in this phase, knowledge and information
is inserted either by collecting data and doing re-
search by the human author or by working with
the database in NLG systems. In NLG systems
data has to be filtered, mapped and combined to
achieve the information needed. The results are
semantic representations of information which are
often expressed in logical or database languages
(Gatt and Krahmer, 2018). Commonly, in these
systems the authors link particular data situations
into abstract meaning which then can be used to
trigger specific statements, phrases or document
planning decisions. During production, data situ-
ations of the various data sets are then evaluated
by the system and possible choices determined and
executed upon. Especially compared to end-to-end
neural systems, this makes sure that all aspects in
the output are grounded in the underlying data.

6.2 NLG: microplanning (aggregation) –
human writing: text structuring

In this step, it is decided in which order information
should appear in a text. As with planning what
content is to be included, the orientation towards
the reader group and the communication goal also
applies here.

In addition, there are some basic rhetorical rules
and conventions for the individual text genres. For
example, there is a rhetoric rule to place more gen-
eral information at the top, while the details appear
further back. In journalistic text forms on the other

Figure 3: This is a view of the logical structures of the
statements and the first step to translating into language.
(Data2Text Studio Interface, source: (Dou et al., 2018))

hand, the news, i.e. the special points, are men-
tioned first, while more general information comes
later. There are some recent approaches to use ma-
chine learning techniques for content structuring,
but since the text structure is very domain-oriented,
its design is still produced on the basis of handwrit-
ten rules.

This is where requirements for different levels
of focus (Sharpies, 1992) come into play: It is
advisable to be able to name or label the sentences
and to represent them graphically so that they can
be arranged by drag and drop, for example. Via the
graphical representation, one can then access the
assigned sentence and the appropriate data in order
to be able to make changes at this level.

6.3 NLG: micro planner – human writing:
translating

In this phase, the resulting nonverbal knowledge
is translated into actual language. Now decisions
have to be made about the words used and the
syntax of the text.

In NLG systems, one would basically have to
transfer the non-linguistic concepts developed in
the document planning phase directly into lexical
elements. However, this is not easy for various
reasons.

First, the aspect of vagueness, which is toler-
ated in natural language, plays a major role here.
Statements that are transferred as closely as pos-
sible directly from the data into words lead to a
precision that is quickly perceived as unnatural in
natural language. A certain degree of vagueness is
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necessary for expression in human languages.
The second basic difficulty with this transfer-

ring task is that there are always several different
ways to verbally describe a piece of information
or an event. So there is not one solution for this
task, but always multiple ones (Gatt and Krahmer,
2018). For example, Reiter et al. (2005) discussed
time expressions in the context of weather-forecast
generation. A direct transfer of these time stamps
into a record leads to the described overprecision
(At 3:14 it was raining). Reiter et al. (2005) are
also pointing out that e.g. a timestamp 00:00 could
be expressed as late evening, midnight, or simply
evening. Not surprisingly, humans show consider-
able variation in their lexical choices.

Another consequence of this direct transmission
would be the uniformity of expression, which is
usually poorly tolerated in a text. If, for example,
in weather texts a rise in temperature occurs several
time and is expressed as follows:

[time]+ [temp. rise in degrees]
+ {the temperature rose by}

The weather report for a day would look like this:
In the morning the temperature rose by 4 degrees.
In the afternoon the temperature rose by 5 degrees.
In the the evening the temperature rose by -2 de-
grees.

First the verbal expression rise for a negative
rise would be fall. And in addition, such a for-
mal structure would be identified very quickly and
classified as unreadable. For this reason, several
linguistic expressions must be available for a sin-
gle pre-linguistic event, which are then selected by
the system either randomly or based on a formu-
lated condition derived, for example, from the com-
munication goal or the rhetorical strategy. These
linguistic variations also serve to ensure sufficient
variance in the production of serial texts (see Figure
4).

The formulation of a larger set of different ex-
pressions for the data events is a task that in NLG
systems still has to be performed by writers and is
basically subject to the same principles as in the
human language process.

Unlike planning, the phase of translate is not
related to spatial-visual functions of memory, but
rather to phonological working memory: In princi-
ple, it is as if the writer now hears the words they
write (Olive, 2004; Kellogg et al., 2007). An ab-
stract representation such as a plan or a formula
does not provide support during this phase. For

Figure 4: This is a preview of multiple generated text for
one data set to guarantee variance. (Data2Text Studio
Interface, source: (Dou et al., 2018))

this reason, the user is always shown a real-time
preview of what a possible instance of the state-
ment would actually look like. Only in this form a
statement can be heard.

In this manner the user first develops an abstract
formulaic representation of the text, then takes the
intermediate step via preview and subsequently in-
serts the corrections into the formula (as an exam-
ple of a separated preview table see Figures 3 and
4).

The sequence of this procedure, however, nar-
rows the linguistic range of expression in compar-
ison to the conventional formulation of an event.
At this point, it is more suitable to give the writer
the opportunity to phrase the sentence on the basis
of a specific data set as if they were only produc-
ing an individual text. And only in a second step
express the formula for this expression by provid-
ing the software with the labels and logics that it
needs for further processing and that it cannot itself
recognise on the basis of the text produced.

At this stage, the application of an AI-based
component is feasible. They can deliver sugges-
tions based on e.g. keywords or paraphrases of the
sentences created by the writer. Just as described
earlier, the self-written text and the suggestions of
the software take over the function of the already
written text passages, which in turn can lead to
new ideas for the next sentence or to revisions of
previous text parts.
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6.4 NLG: surface realizer – human writing:
reviewing

Linguistic Realisation is concerned with mapping
the phrase specifications to the specific words and
syntactic constructs which the target language pro-
vides such as making subject and verb agree, cap-
italizing the first letter of a sentence or building
the correct plural of a noun. Most decisions in this
stage are related to grammar (Reiter et al., 2000).

There are three approaches for implementing this
task into NLG systems (Gatt and Krahmer, 2018):
Human-written templates that are easy to control,
but require a lot of time and effort and offer only
limited variability for texts; rule-based systems that
make their choices on the basis of the grammar of
the language; and statistic related solutions that
rely on corpus data.

In the human writing process, an important part
of these tasks is already accomplished in the ver-
balisation phase, but the validation of linguistic
and grammatical accuracy takes place in the review
phase. For checking syntax and grammar in the
native language, the author usually relies on their
linguistic intuition and looks up rules in case of
doubt. In principle, however, they immediately
recognise whether a concrete sentence is syntacti-
cally correct or not.

It is less simple for them to assess correctness
on the basis of abstract representations. For this
reason, a separate review process for linguistic ex-
pression and correctness always has to be carried
out on the basis of a sample of generated texts. In
order to strategically adjust this review, it should
be possible to compile this sample group on the
basis of different criteria, such as the selection of
specific evaluation data sets.

It is noteworthy that NLG systems offer signif-
icant advantages in the review process over con-
ventional word processors. Since they retain much
more detailed linguistic information about the text,
they can perform more targeted correcting opera-
tions than word processors. Thus, they fulfil the
requirements that Piotrowski and Mahlow (2009)
have formulated as to how a software must look
like that supports the writer in their editing: (1)
Specific views for highlighting linguistic phenom-
ena, and (2) functions to perform operations on
linguistic units.

With NLG systems every change made in the
text is automatically grammatically adjusted to en-
sure congruency: For example, changing the num-

ber of the subject initiates changing the number of
the finite verb and vice versa.

7 Principles for designing NLG systems

The following principles for the design of an NLG
system can be derived from the observations pre-
sented above:

1. Build modular systems in alignment with
the writing processes: The modular design
of conventional NLG systems suits the writer
in that it can be used to provide them with
the material and environment to support the
specific stage of the writing process. Set up
separate views for each main process, which
are restricted to the processes in terms of their
functionality.

2. Keep tasks flexible: To comply with the re-
cursiveness of human writing, it must be pos-
sible to edit each task at any time. On the one
hand, this means that it must be possible to
switch between tasks without any obstacles.
And secondly, all changes within a task must
be immediately passed on to all instances of
the system.

3. Provide external (non-verbal) representa-
tions: In each phase, the writer must be able to
draw on material that are not yet available as
linear text. This includes not only overviews
of the planning or outlines, but also the option
of notes on the existing data material, formu-
lated conditions, templates or text sections.

4. In the planning view give preference to vi-
sual information: This ranges from repre-
sentations of the structure to illustrations of
logics and data material.

5. Facilitate the possibilities for linguistic ex-
pression: The writer should always be able to
write concrete sentences (without having to in-
clude formulas or other abstractions). Provide
vocabulary or synonyms and ensure that the
writer has the option of formulating multiple
variations for the same statement.

6. Display instances of real text: The instance
of a real text remains an important variable
in the process. Only when real text is visible
and editable linguistic creativity and gram-
matical correction can be adequately imple-
mented. Even though this type of automated
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text production has different requirements as
the production of an individually written text.

7. Enable linguistics-based editing: In rule-
based data-to-text NLG systems, there is
enough meta-information about the grammat-
ical structure of the text that can be used for
this task.

8 Conclusion

We showed that there are considerable similarities
between the NLG modules and the writing phases
of humans in terms of the tasks and decisions in-
volved, which is a significant prerequisite for es-
tablishing these systems as a new extended writing
technology.

The analysis of these processes is of particular
relevance in that quality assurance for data-to-text
systems – whose goal is the mass generation of
texts – is only attainable by optimizing the pro-
cesses, since an evaluation of the entire output is
not feasible.

However, it also became clear that the human
writing process has special features that need to be
taken into account when designing NLG systems,
especially the consistent and fast change between
the processes and the distinctive cognitive activi-
ties that require access to different components of
the human working memory (e.g. visio-spatial or
phonological loop). To neglect these characteris-
tics would mean confining the human involved in a
linear process and to strict rules of formal language
(i.e. code) to produce natural language texts. This
kind of environment would impede the capacity
of human writing and, with it, the quality of the
text generated. In other words, it would stand in
the way of a further successful development of the
technology of writing which is to be expected in the
course of adapting NLG systems in text production.
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Abstract

Improvements in language technology have led
to an increasing interest in writing support tools.
In this paper we propose a design space for
such tools based on a cognitive process model
of writing. We conduct a systematic review
of recent computer science papers that present
and/or study such tools, analyzing 30 papers
from the last five years using the design space.
Tools are plotted according to three distinct
cognitive processes—planning, translating, and
reviewing—and the level of constraint each
process entails. Analyzing recent work with
the design space shows that highly constrained
planning and reviewing are under-studied areas
that recent technology improvements may now
be able to serve. Finally, we propose shared
evaluation methodologies and tasks that may
help the field mature.

1 Introduction

The development of large-scale language models
(sometimes called foundation models) is dramati-
cally changing what technology can achieve and
support (Bommasani et al., 2021). Language mod-
els like GPT3 (Brown et al., 2020) and Meena
(Adiwardana et al., 2020) have led to an increas-
ing interest in how these new technologies may
support writers, for instance by providing a jour-
nalist with text in the style of The New Yorker
(Seabrook, 2019) or giving a novelist a new story
ending (Marche, 2021). In this paper we seek to
understand where research on writing support tools
currently stands, and what areas of research may
be important but currently under-served.

Computational approaches to writing support
have a long and rich history, certainly dating back
to before the introduction of modern computation,
at least to the early 1900s with the cut-up method
(Burroughs, 1961) and ‘plot genie’ books (Hill,
1931), and likely even further back when consider-
ing the long history of generative traditions such

as tarot cards (Sullivan et al., 2018). In more con-
temporary understandings of computation, technol-
ogy developed by the natural language processing
(NLP) community is often taken up as a writing
tool.1 We believe the advent of foundation models
poses an exciting inflection point at which these
technologies can be used to support the evergreen
activity of writing in new ways.

In this paper, we draw on a cognitive process
model of writing that considers writing to be a
goal-directed thinking process with three distinct
and non-linear cognitive processes: planning, trans-
lating, and reviewing (Flower and Hayes, 1981).
We use this model to propose a design space for
writing support tools. This allows us to understand
what a writing support tool is attempting to support,
and identify gaps or opportunities in the field. It
provides a shared vocabulary for researchers, and
we hope it will help the field mature and provide
common goals and methodologies.

To demonstrate the use of the design space, we
perform a systematic literature review of research
on writing support tools from the last five years
(2017-2021). This shows areas of active research
and under-served areas, as well as limitations of
current technology to support different aspects of
writing. We also use these papers to investigate
how to evaluate writing support tools.

The contributions of this paper are:

• A design space for writing support tools,
based on a cognitive process model of writing.

• A systematic literature review of writing sup-
port tools (npapers = 30) from 2017-2021.

• A gap analysis highlighting opportunities for
designing future writing support tools.

• A series of common evaluation methodologies
for future work to draw on.

1For example, spell-checking was an early use of point-
wise mutual information (Peterson, 1980), the exciting NLP
technology of its time.
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Figure 1: The cognitive process model for writing, as
proposed by Flower and Hayes (1981).

2 Related Work

2.1 A Cognitive Process Model of Writing

Flower and Hayes (1981) theory of the cognitive
processes involved in writing laid the groundwork
for a plethora of research on the psychology of writ-
ing over the past four decades. This process model,
backed by empirical studies, proposed that writing
is best understood as a set of distinct hierarchical
thinking processes. Figure 1 shows a schematic of
the model, with the three main writing processes—
planning, translating2, and reviewing—highlighted
in yellow. When Flower and Hayes state that these
processes are hierarchical, they mean they can be
called upon iteratively, being embedded within
each other. For example, when a writer is con-
structing a sentence (translating), they may call in
a compressed version of the entire writing process.
Flower and Hayes’ are also quick to note that these
processes are not linear. While a common mantra
is to ‘plan, then write, then review’, in reality writ-
ers are making plans and reviewing what they have
written all throughout the writing process.

Flower and Hayes also proposed that the act of
writing is propelled by goals, which are created
by the writer and grow in number as the writing
progresses. These goals, which span in complexity
and abstraction from ‘appeal to a broad audience’
to ‘don’t use that cliche’, are what direct the writer
to different processes. We can model the writing
process by considering the writer’s goals and what

2They use the word ‘translating’ to refer to the act of
putting words on the page, as ‘writing’ is used to describe
the whole process and ‘composing’ can also be ambiguous.
While ‘translating’ is typically used in NLP communities to
denote converting text between languages, we use it here as a
technical term to aligns with relevant psychology research.

processes they enlist to achieve them.
While this model has since been updated with

an increase in complexity3, considering how goals
propel the writing process remains a useful model.
Writing has long been considered a mode of learn-
ing, as it is both a process and a product, which al-
lows near-constant reflection on the ideas the writer
is trying to express (Emig, 1977). By considering a
writer’s shifting goals, writing researchers have un-
derstood why mature writers are able to learn from
their writing (Scardamalia and Bereiter, 1987).

We make use of this theory to structure a design
space for writing support tools: to understand what
these tool actually help with, and how we might
design new ones. While there are many ways to
think about writing and how computers may sup-
port it, we focus on the cognitive process model as
it emphasizes writers’ intentions, rather than their
actions. We believe that this abstraction away from
the mechanics of writing will help researchers ar-
ticulate their intentions with writing support tools,
and share results across disparate writing tasks.

2.2 Design Spaces

One way to synthesize a multitude of designs is to
envision it in a ‘design space’, or a metaphorical
laying out of designs according to some metrics or
measures. MacLean et al. (1996) describe design
space analysis as an approach to representing de-
sign rationale. In this view, a design space places
a design in a “space of possibilities” and uses this
placement to explain why a design was chosen
among all the various possibilities. This frames
design spaces as a useful way of communicating
with stakeholders. By explaining why a design was
chosen, stakeholders can better sell, maintain, and
otherwise interact with a product.

Woodbury and Burrow (2006), addressing the
growing popularity of design spaces in computa-
tional research, describe design space exploration
as the idea that we can use exploring alternatives as
a compelling model of design. This involves repre-
senting designs in a meaningful way, and using the
representation to explore the space.4

A popular and highly-cited example of a design
space comes from wireless sensor networks (Romer
and Mattern, 2004). As the use of such networks

3Hayes adds much more detail to the long-term memory
component, and adds components for working memory and
the motivation and affect of the writer (Hayes, 1996)

4It can also be used to build computer systems to aid in the
exploration.
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increased globally, “it was very difficult to discuss
specific application requirements, research direc-
tions, and challenges.” The proposed solution was
a sensor network design space: its various dimen-
sions would be categorized in order to both under-
stand the existing research as well as discover new
designs and applications. One conclusion was that
a small set of platforms could cover the majority of
the design space, rather than requiring numerous,
application-specific platforms.

In this paper we introduce a design space both
to think about what writing support tools currently
do, and what we might want them to do in the
future. In this sense we take both MacLean’s and
Woodbury’s view: the design space is both a way
to talk about why existing tools are the way they
are, as well as a way to design new ones.

2.3 Related Literature Reviews
Related work has looked at a design space for non-
visual word completion (Nicolau et al., 2019) and
hybrid paper-digital interfaces (Han et al., 2021).
We look to these for methodologies and areas of
overlapping interest. Perhaps more related is work
from Strobl et al. (2019) in which they perform
a review on digital support for academic writing.
They review 44 papers addressing essay writing
needs in US secondary school instruction. Many
of these papers come from educational research
communities, and few use NLP technologies. Our
review focuses more on human-computer interac-
tion communities and leans more towards system
that incorporate NLP technologies. When perform-
ing our literature review, we follow the checklist
outlined in PRISMA5 for performing a systematic
literature review, including specifying inclusion /
exclusion criteria and all sources searched.

3 Writing Goals Design Space

Flower and Hayes (1981) describe writing in the
following way:

The act of composing itself is a goal-
directed thinking process, guided by the
writer’s own growing network of goals.

These writing goals may be large, like to write up
an experiment for an academic paper, or small, like
to make a sentence sound more formal. They may
be open-ended, like to come up with the name for a

5http://prisma-statement.org/
documents/PRISMA_2020_checklist.pdf

character, or quite limited, like to spell a word cor-
rectly. The goals may require imagining the reader,
like to determine if a sentence is too confusing, or
they may require diving deeper into what’s already
written, like to ensure a technical topic is discussed
consistently throughout an article. Writing goals
may start as external motivators—someone may
ask one to write something—but as one writes,
writing goals are created by the writer and propel
the writing process forward.

We propose using this to structure a design space
for writing support tools. Whether we call them
support tools, assistants, co-creators or machines-
in-the-loop, we believe what unites these systems
is that they take on goals inherent in the writing
process. We propose two axes for the design space:

1. Which part of the writing process the system
aims to support. Flower and Hayes, in their orig-
inal model of writing, propose three components:
planning, translating, and reviewing. These three
components align with models of creativity, which
often cite ideation, implementation, and evaluation
(Amabile, 1983). In both cases the components
are accessed iteratively, and often hierarchically. A
writer may start with a high-level plan, and then
in the act of ‘translating’ the plan may create a
smaller plan within it. Splitting up writing support
tools into these processes helps us understand how,
when, and why a writer may use a tool.

We acknowledge that there can be some ambigu-
ity in distinguishing between these processes. For
instance, consider a tool that, upon request, com-
pletes a writer’s sentence. This tool may be sup-
porting translating, if the completion is intended to
articulate what the writer already had in mind. Or
it could be supporting planning, if the completion
is intended to provide the writer with new ideas
or directions for their writing. When annotating
papers, we rely on how the researchers describe
the tool, though we acknowledge the ambiguities
involved in this and that writers may use a tool in
unexpected or unintended ways.6

2. The amount of constraint the goal has. A
highly constrained goal has very few possible so-
lutions, like when writing a technical definition.
A lightly constrained goal has many possible so-
lutions, like when describing a newly introduced
fictional character. The amount of constraint gives

6An alternate approach is to rely on how writers describe
their usage, but given that many papers did not include this in
their evaluation, we would not have been able to annotate all
papers using this method.

13



Figure 2: The writing goals design space is defined by
the part of the writing process a tool wants to support
and the level of constraint of the goal. This shows some
example writing goals a tool may want to support.

us a measure of how particular the support must be
to achieve the goal. This may be considered a mea-
sure of difficulty—writing a technical definition is
very constrained, and supporting this writing task
requires a high level of world understanding from a
system—but constraint doesn’t always imply diffi-
culty. A writing goal may be very constrained, for
instance make a particular sentence more positive,
but the support may be fairly straightforward, like
providing a list of positive words.

Figure 2 shows some hypothetical writing sup-
port tools in this design space, to better understand
the space. Further details and descriptions of the
design space can be found in the Appendix.

4 Methodology

We perform a preliminary, systematic literature re-
view such that we can plot tools in the design space.
This validates the utility of the design space and
provides insights into the landscape of writing sup-
port tools.

4.1 Designing a Search Query

We design a query for searching the ACM Digital
Library for relevant papers. Our goal for this query
is to find as many relevant papers as possible, while
minimizing the number of irrelevant papers needed
to sort through. This proved more difficult than
expected because search terms like ‘writing’ and
‘support’ are quite common in other subfields, like
those studying memory architecture. We iterated
on a query that returned many of the papers we
expected to be included (such as (Roemmele and
Gordon, 2018a) and (Wambsganss et al., 2020)),

while also returning less than 300 results, such
that we could visually inspect them all in a timely
manner. We chose to only look at papers from
the last five years as we wanted to focus on where
the field is currently going. We didn’t require an
average yearly download or number of citations, as
done in other systematic reviews like Frich et al.
(2019), because we wanted to include very recent
work that may not be well-distributed yet.

Our final query can be found in the Appendix. It
resulted in 216 items.

4.2 Selecting Papers to Include in Review
First we had one researcher read the titles of all
papers and perform a quick ‘desk reject’ on any
papers that were clearly off topic.7 After this, 77
papers remained. Of these papers, two researchers
read all the abstracts and noted if they thought a
paper should be included based on the inclusion cri-
teria below. They did this separately, and then came
together to discuss and resolve disagreements.

Our inclusion criteria was:

1. a conference or journal publication8

2. a contribution that presents or studies a tool
that aids in the translation of ideas into text

We include additional examples of what would
and would not be included (which the researchers
used as guidelines) in the Appendix.

This resulted in 30 papers. A list of these pa-
pers can be found in the Appendix. Each paper
was assigned a nickname which allowed for easier
reference than the paper title or author list.

4.3 Annotating the Selected Papers
Three members of the research team participated
in the annotations. The selected papers were split
up, and each paper was annotated by a single re-
searchers. Some of these annotations were to allow
us to plot tools in the design space, others were to
align with Frich et al. (2019), a systematic review
of creativity support tools, and still others were to
quantify the type of contribution. The full list of
annotations, as well as details on how ambiguities
in the annotations were resolved, can be found in
the Appendix. The results of our annotations can
be found at https://github.com/kgero/
writing-support-tools-2022.

7For example, a paper with the title ‘A Tool for Visualizing
Classic Concurrency Problems’ was rejected for clearly being
about a different topic.

8i.e. not a course description, workshop proceedings, etc.

14



5 Results and Analysis

5.1 The Writing Goals Design Space

In this section we consider how tools are distributed
in the design space, which looks at the type of goal
the tool supported, and how constrained that goal
is. The 30 papers represented 33 systems, with
some papers presenting multiple systems.9 Three
papers studied tools that supported all parts of the
writing process: Writing Together (Olson et al.,
2017) studied Google Docs, Writing on Github
(Pe-Than et al., 2018) studied GitHub, and Literary
Style (Sterman et al., 2020) presented an early stage
exploratory tool. We exclude these because it is
difficult to locate them in a single part of the design
space; future work may consider how tools can
be distributed across multiple parts of the design
space. Excluding these, we are left with 27 systems
to analyze in this section.

Figure 3 shows all tools in the writing goals
design space. We color them by the size of the
goal being supported. We see most parts of the
design space covered, with tools in all three parts
of the writing process and spanning many different
levels of constraint. The papers also operate on all
different sizes of writing goals.10

The design space shows that planning and re-
viewing lack work on highly constrained support,
suggesting an area for future work. As the con-
straint for the goal increases, tools tend to support
narrower and more structured writing tasks. In
planning, MiL (stories) (Clark et al., 2018) and
BunCho (Osone et al., 2021) (both constraint=1)
support any kind of story writing, while MiL (slo-
gans) (Clark et al., 2018) and Metaphoria (Gero
and Chilton, 2019b) (both constraint=4) support
slogan and metaphor writing, which have rules and
syntactic structures to guide the generation pro-
cess. Reviewing similarly sees this move towards
the niche as constraint increases. Textlets (Han
et al., 2020) (constraint=1) is a general purpose
reviewing tool based on a sophisticated usage of
the ‘find’ command. In contrast, MepsBot (Peng
et al., 2020) (constraint=4) focuses on comments in
online mental health forums and Dajke (Schmidt,
2020) (constraint=5) is about adjusting the reading

9UI Design (Gonçalves and Campos, 2017) studied four
systems, but since they were all very similar, for this section
we consider them to be a single system (as they would be in
the same part of the design space anyway).

105 at the level of words, 6 at sentences, 8 at paragraphs, 3
at more than the paragraph, and 5 on the writing experience.

level of Tibetan learning material. Lightly con-
strained support for planning often relies on newer
text generation technologies: MiL (stories) (con-
straint=1) and MiL (slogans) (constraint=4) come
from the same paper (Clark et al., 2018), but the
lightly constrained work on stories relies on a neu-
ral network while the more constrained work on
slogans relies on templates.

Does a highly constrained writing goal need to
be niche or highly structured? It may be that lan-
guage technologies have not yet been capable of
supporting more general purpose but still highly
constrained writing goals. For instance, brainstorm-
ing often happens at multiple points throughout
a creative process, with later brainstorming be-
ing more constrained by previous choices. Early
stage brainstorming may be easier to support be-
cause there are less constraints needed to get right.
An area new technologies could explore is later-
stage brainstorming, which could be quite general
purpose—input any piece of writing and a brain-
storming prompt—but still lie in the highly con-
strained planning part of the design space.

The design space shows that highly constrained
support for translation is well studied; these sys-
tems tend to support highly structured writing tasks.
AmbientLetter (Toyozaki and Watanabe, 2018)
supports spell-checking while writing on paper;
LyriSys (Watanabe et al., 2017) generates topically
relevant song lyrics based on a syllabic pattern;
Play Write (Iqbal et al., 2018) supports writing mi-
crotasks; StoryAssembler (Garbe et al., 2019) sup-
ports writing dynamic / non-linear stories. Because
the writing goals are quite diverse, these systems
use a variety of technologies. Some are about pro-
viding text to the writer but most provide support in
some other way, like structuring tasks or ensuring
constraints are met.

As in planning and reviewing, the translating
tools for highly constrained goals are more highly
structured. Likely this structure is what allows the
tool to be supportive, or is developed by design-
ers to provide traction for the problem. We also
saw these tools being quite niche. More general
writing tasks like storytelling (e.g. MiL (stories)
(Clark et al., 2018), BunCho (Osone et al., 2021),
and Writing with RNN (Roemmele and Gordon,
2018b)) were lightly constrained, but this isn’t in-
herent to storytelling. Subtasks within storytelling
can be quite constrained, but we didn’t see them
turn up in our literature review. An interesting
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Figure 3: Twenty-seven writing support tools plotted in the writing goals design space. We can see that highly
constrained planning and reviewing are under-explored areas.

Figure 4: There were more tools with 1-2 features (low
complexity). The distribution of constraints being sup-
ported was U-shaped.

example of highly constrained translation that we
didn’t see is taking bullet points and turning them
into prose. This is another example of a highly con-
strained but more general purpose task we believe
is an interesting area for future work.

5.2 Complexity of Tool and Technology Used
The tools studied had various levels of technical
complexity, drawing on a wide spectrum of user in-
teractions and language technologies. They ranged
from full document editors such as Microsoft Word
and OmniFocus, which provide rich interface’s on
top of feedback such as spell checking, to collabo-

ration software such as GitHub, to text generation
technologies such as context-free grammars and
neural algorithms. Figure 4 shows the distribution
of tools according to complexity and level of con-
straint. For annotating the complexity of a tool we
followed Frich et al. (2019), where high complex-
ity refers to an entire system or suite of tools, and
low complexity refers to tools with only one or two
features. (That is, complexity here is not a mea-
sure of technical difficulty.) The tools reviewed
were slightly skewed towards low complexity (14
of the 33 tools). Most of the tools (78%) were
contributions of the authors.

A third (11 of 33) of the tools used a neural algo-
rithm for text generation or translation and five used
some other form of grammar, template, or exter-
nal knowledge source for text generation. BunCho
(Osone et al., 2021) was one of the handful of non-
English tools (5 of 33), using GPT-2 to generate
Japanese story titles and summaries. Predictive
text completion was used by a number of tools, like
Storytelling Assistance (Roemmele and Gordon,
2018a), to insert text in a way that might provoke
the writer to explore new directions and see their
work in a new light.

A number of the tools were more highly con-
strained, providing some form of scaffold or guid-
ance. Tools like IntroAssist (Hui et al., 2018) use

16



cognitive writing theories to produce static scaf-
folds that assist writers in their goals, in this case
to write an intro email. Style Thesaurus (Gero
and Chilton, 2019a) and Metaphoria (Gero and
Chilton, 2019b) were among the more highly con-
strained tools that served as ideation support; the
latter generating metaphors from input terms rather
than producing sentence-level text.

A number of the tools were interested in analyz-
ing and improving written text at various interme-
diate points in the writing process. Itero (Türkay
et al., 2018) visualized document revision statistics
to let writers get a better sense of their own inter-
action with their written words. AL (Wambsganss
et al., 2020) used natural language processing to
provide feedback on the quality of essays in terms
of their argument structure, readableness, and co-
herence. Of these, some went the further step of
correcting or altering the writer’s text. SMWS (Wu
et al., 2019) used the paradigm of neural text trans-
lation to ‘translate’ a Dyslexic writer’s Facebook
comments into non-Dyslexia style writing.

The front-end user experience was primary to
many of the tools. UI Design (Gonçalves and Cam-
pos, 2017) investigated how various interfaces pro-
moted focus and other such writing considerations,
and which led to increased writing quality. Liminal
Triggers (Gonçalves et al., 2017) built an editor
to investigate the effectiveness of subliminal prim-
ing to reduce writer’s block. Textlets (Han et al.,
2020) turned selected text into manipulable objects
for intradocument organization. A few of the stud-
ies were interested in situating writing interfaces
into alternative environments, such as a smartphone
app for mixed-attention environments (Iqbal et al.,
2018) and game-text writing tool embedded right
into the game engine (Guarneri et al., 2017).

Many of the tools employed networking. Writ-
ing Together (Olson et al., 2017) examined the col-
laborative effects of Google Docs, a full web-based
writing interface with inline comments and tracked
revision histories. IDS (Tian et al., 2021) provided
a mechanism to collaboratively turn summary writ-
ing into the form of a final document. A few of the
studies explored how GitHub’s pull/push workflow,
which differs subtitantively from the live-editing af-
fordances of Google Docs, can be used to improve
writing quality. Heteroglossia (Huang et al., 2020)
expands the typical idea of collaboration with a
system that had Mechanical Turkers roleplay for
individual characters within a creative story.

(a) Evaluation Type (b) Number of Participants

Figure 5: Histograms representing the distribution of
evaluation methodologies.

5.3 Analysis of Evaluation Methodologies

A total of 33 evaluations were conducted among
the 30 papers we studied. Several papers conducted
more than one evaluation for their research, while
three papers had no evaluation: Shakespeare (Liu
et al., 2019), Dakje (Schmidt, 2020), and Ambient
Letter (Toyozaki and Watanabe, 2018).

Figure 5 shows the distributions of evaluation
type and number of participants. On average, 25
participants were recruited for evaluation of writ-
ing tasks. 75% of the evaluations were conducted
with fewer than 40 participants and these evalu-
ations were either qualitative or mixed methods,
likely because qualitative evaluations produce large
and unorganized data that does not allow easy ma-
nipulation and analysis for too many participants.
Writing Together (Olson et al., 2017) and Story-
telling Assistance (Roemmele and Gordon, 2018a)
conducted studies with about 130 participants, and
both were quantitative only evaluations.

Looking at the papers that had some component
of qualitative evaluation, there was a wide range of
criteria studied, including quality of writing, usabil-
ity, usefulness, coherence to context, enjoyment,
satisfaction, impact on flow, impact on confidence,
and many more. Qualitative studies tended to as-
sess their tools through semi-structured interviews
with a small group of target users, such as creative
writers or students. Around 50% of qualitative eval-
uations were done alongside a quantitative evalu-
ation. Studies with only quantitative evaluations,
such as Storytelling Assistance (Roemmele and
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Gordon, 2018a), assessed quality of the tool with
questionnaires reported on a Likert scale and used
measures specific to the tools they are studying,
like Levenshtein edit distance or simultaneous time
spent on writing, to evaluate user’s attitudes and
collaborative usage of the tool.

Around half of the evaluations reported did not
include the time participants spent writing with the
system, which makes it difficult to assess this in
relation to other aspects of the studies. Among the
evaluations that reported time spent writing, quan-
titative evaluations done without the addition of a
qualitative evaluation have a much shorter average
time spent with the user (5-10 mins) than the oth-
ers (25 mins). However, there’s nothing inherent
about quantitative or larger-scale evaluations that
precludes writing for a longer period of time.

Quality of writing corresponds to a variety of dif-
ferent task-specific measures. MiL (stories) (Clark
et al., 2018) has Amazon Mechanical Turk workers
rate outputs for creativity, coherence, grammatical-
ity, and entertainment. AL has annotators rate an
argument according to a formal schema. Writing
Together (Olson et al., 2017) studied writing done
during a project writing course; writing quality was
determined by course graders.

Given so much variety in the evaluation method-
ologies, we make several recommendations on how
evaluations could become more comparable:

• Report more details of the actual writing done
in the study, for instance amount of time spent
writing, amount of words written, and the type
of participants recruited (novice, expert, etc.).

• Use shared surveys rather than develop new
ones each time. The Creativity Support In-
dex (Cherry and Latulipe, 2014), NASA Task
Load Index (Hart and Staveland, 1988), and
Technology Acceptance Model (Venkatesh
and Davis, 2000) may all be useful. We
also encourage researchers to propose writing-
specific surveys that can be used by others.

• Report user interaction measures, like edit dis-
tance, and number and frequency of interac-
tions, that can be shared across different writ-
ing tasks.

Perhaps the biggest barrier for comparing re-
search is the lack of shared tasks. These papers rep-
resent a broad range of writing tasks, from slogan
writing to dynamic storytelling to argumentative
writing. While we do not believe that writing is a

monolith, and nor should be writing support tools,
a set of shared tasks may help consolidate the work.

We suggest three shared writing tasks: story writ-
ing (fiction), argumentative essay writing (nonfic-
tion), and personal essay writing (creative nonfic-
tion). Personal essay writing has many elements
of fiction, like relying on character and narrative,
while being constrained to the reality of the writer’s
lived experience. These tasks span from being
completely open-ended (story writing) to partially
constrained (personal essay) to quite constrained
(argumentative essays). Within each task are many
subtasks which span from being very open-ended
(how to start the argumentative essay) to very con-
strained (how to describe an existing character).

We choose these tasks because they each contain
goals which could span the entire design space
and a variety of genres. There are many tasks we
did not include, like emails, explainers, and poetry.
These were not chosen because we felt they were
too niche (like poetry) or too broad-reaching (like
emails) to help unify research.

Below we discuss some variation within each
task, and some potential subtasks to focus on:

• Story writing. This already-common task con-
tains within it diverse goals from plot develop-
ment to scene description. The length can vary
its complexity and they can be constrained to
varying degrees by a prompt. We recommend
two specific tasks. The first is writing stories
in response to a prompt. (Again, this is al-
ready common and can be continued to be
worked on.) The second is adding detail to an
existing or partially written story, for instance
adding character or scene descriptions. This
will allow work to look at some of the more
constrained parts of story writing.

• Argumentative essay writing. This task is com-
mon in U.S. secondary education and can be
extended to include journalistic forms like
opinion pieces. It contains subtasks like de-
fending propositions, writing an engaging in-
troduction, and appealing to the audience. We
recommend two specific avenues of research:
Supporting argumentative structure, and sup-
porting introductory remarks. While support-
ing structure gets to complicated technical el-
ements of the ideas of a piece of writing, sup-
porting introductory remarks requires more
modeling of the reader and understanding
what makes text interesting and engaging.
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• Personal essay writing. This task can include
private journaling as well as more public
forms like memoir or even personal state-
ments. It can contain subtasks like finding
relevant historical information or identifying
potential narratives. The utility of this task is
how writers are self-motivated. For this task
we recommend focusing less on the quality
of writing, and more on the experience of the
writer. While stories and argumentative es-
says have many formal elements that can be
used in evaluation, we recommend this task
be about immersion and self-expression.

6 Limitations

Our systematic review was limited in scope, as we
focused only on the last five years, and our query
for selecting papers may not have caught all rele-
vant papers. For instance, one clear problem with
using the ACM Digital Library is that many NLP
conferences are not included. Future work should
investigate more sources for papers, and look fur-
ther into the archive. Additionally, we did not in-
clude commercial or open source writing tools that
exist outside of the academy, which likely would
improve the findings of any large-scale, systematic
review of writing support tools.

There are also many more questions that could
be asked about writing support tools. For instance,
we found that user type was not widely reported,
but user type may be implied by the writing task,
or inferred by the evaluation methodology. Relat-
edly, further analysis could be done on how much
work is dedicated to fiction v. nonfiction or short
v. longer writing. We hope that by making our se-
lected papers easily accessible, others may use this
to do their own investigations with other focuses.

7 Conclusion

We present a design space for writing support tools
based on a cognitive process model of writing. We
perform a systematic literature review, reviewing
30 papers from the last five years (2017-2021). We
find that highly constrained planning and review-
ing are under-studied areas. We see that evaluation
methodologies vary widely, and propose validated
surveys and interaction measures as ways to make
evaluations more comparable across systems. We
also propose three shared tasks—storytelling, argu-
mentative writing, and personal essays—to aid in
propelling work on writing support tools forward.
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A Appendix

A.1 Methodology
The query we searched for searching the ACM
Digital Library was:

[[Abstract: writing] OR [Abstract: writer]] AND

[[Abstract: interface] OR [Abstract: system] OR
[Abstract: prototype] OR [Abstract: tool]] AND

[[Abstract: assistant] OR [Abstract: support] OR
[Abstract: tool]] AND

[Publication Date: (01/01/2017 TO 12/31/2021)]
AND

[CCS 2012: Human-centered computing]

The results of the query can be found at the
following url:

https://dl.acm.org/action/doSearch?

fillQuickSearch=false&target=advanced&

expand=dl&CCSAnd=60&AfterMonth=

1&AfterYear=2017&BeforeMonth=12&

BeforeYear=2021&AllField=Abstract%3A%

28writing+OR+writer+OR+writers%29+AND+

Abstract%3A%28interface+OR+system+OR+

prototype+OR+tool%29+AND+Abstract%3A%

28assistant+OR+support+OR+tool%29

Below are examples of types of papers that
would or would not be included. We used these
examples when determining which papers would
be included.

• Some examples that would not be included: a
general purpose productivity tool, where writ-
ing is an example use case; a study/analysis
where the data analyzed is writing data; a
study about writing-adjacent tools, like hand-
writing recognition; a tool that generates
writing with little human interaction; a non-
writing tool with a language interface; lan-
guage learning tools.

• Some examples that would be included: a
design fiction about a writing tool; a writing
tool that has no evaluation; a writing tool that
writes the first draft and then a human revises
it; a study of a commercial writing tool; a tool
that supports a very specific writing task; a
tool that supports writing and something else
(but is not a general purpose tool).

We chose this inclusion criteria subjectively, to
focus on our particular interest in writing support
tools and their relation to improvements in lan-
guage technology. We do not intend to present
this inclusion criteria as an objective definition of
writing support tools. For instance, handwriting
recognition may be considered a writing support
tool in some contexts, but would not fit our pur-
poses. Another small group of papers we rejected
were papers that supported the collection or orga-
nization of data that would later be written about,
such as a tool for quickly extracting sports-game
highlights for sportswriters, and another that so-
licited reflections throughout the day to support
memoir writing. Journalists and others may con-
sider these writing tools, but we excluded them on
the rationale that they were somewhat disconnected
from the final text produced.

Table 1 shows all annotations done for the papers
selected. Table 2 shows all 30 papers selected for
this review, with brief descriptions and ordered by
the year they were published.

There was some ambiguity in the annotations.
Some tools straddled multiple parts of the writing
process, or the paper didn’t frame the tool in a way
that clearly defined the intention of the support.
Systems that provided generated text were some-
times framed as providing ideas for the writer, and
these labeled as supporting ‘planning’, whereas
others that provided generated text were framed as
actually writing, and these were labeled as support-
ing ‘translating’. However, the distinction can be
subtle, and sometimes, in a user study, participants
used the tool in a different way than the designers
intended. Some tools had a single main feature and
many small ‘satellite’ features, making the level
of complexity unclear. Our intention with these
annotations is not to provide a perfectly objective
representation but rather to understand the breadth
and similarities within a field of study. When an
annotator was unsure about an annotation, they
consulted with the rest of the team.

Some papers presented or studied more than one
tool; others presented more than one evaluation for
a single tool. In the case of multiple tools, we give
each tool its own nickname and consider them sep-
arate entities. In the case of multiple evaluations,
we consider them separate entities only when ana-
lyzing evaluation methodologies. (Multiple tools
evaluated together are considered a single entity
when analyzing evaluation methodologies.)
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How support aligns with the cognitive process model
part of writing process plan / translate / review

level of constraint 1: low constraint (almost anything could be helpful)
3: medium constraint (constrained but with variety in “right” answers)
5: high constraint (support must be very specific, few “right” answers)

size of goal being support word / sentence / paragraph / more than paragraph / writing experience

Matching creativity support tool review (Frich et al., 2019)
complexity of tool low: one or two features

medium: multiple features, semi-complex system
high: entire system or suite of tools

evaluation type no evaluation / case study / qualitative / quantitative / mixed methods

number of participants (numeric response)

evaluation criterion (open response)

time spent writing with tool (numeric response in minutes)

Quantifying type of research
tool is exclusively about text yes/no

tool is about collaborative writing yes/no

tool is contribution yes/no

technology tool uses (open response)

Table 1: List of all annotations done for the papers. Most annotations have options, while some are open response.

Some papers studied existing commercial writ-
ing tools, and others presented novel tools devel-
oped by the researchers. The commercial writing
tools studied tended to be word processors, like
Microsoft Word or Google Docs. We include all of
these in our analysis.

A.2 Design Space

Below are further details articulating the design
space.

• Plan: Support for ideation would be included
in the planning portion of the design space,
as would tools that aid in structuring writ-
ing. Some brainstorming support would be
lightly constrained planning, for instance dur-
ing early-stage story telling, whereas other
brainstorming might be highly constrained, as
in when writing about historical events or in
an already-constructed story world.

• Translate: We can place existing NLP tasks
like automatic story generation and auto-
matic summarization as supporting transla-
tion, where story generation tends to be only
lightly constrained by a prompt and summa-
rization is highly constrained by the document
it is summarizing.

• Review: A tool that provides the writer with
feedback would support reviewing, as would

one that involves revising what has already
been written. A lightly constrained reviewing
tool might provide generic or high-level feed-
back like “what narrative structure are you us-
ing?” whereas a highly constrained tool might
provide feedback on specific word choice,
stylistic patterning, or argument coherence.
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UI Design (Gonçalves and Campos, 2017): Presents a user study of four writing environments – Microsoft Word,
Scrivener, OmniWriter and Ulysses. They found OmniWriter to be the most satisfying tool, and propose design guidelines
for such tools, including full-screen mode for distraction-free writing.
LyriSys (Watanabe et al., 2017): Reports on a lyric generation system, which generates full song lyrics according to
strain and accent constraints, and provides plenty of user control including semantic topic transitions.
Writing Together (Olson et al., 2017): Studies data traces of collaborative writing in student teams’ use of Google Docs.
Liminal Triggers (Gonçalves et al., 2017): Investigates how subliminal triggering may help to relieve writer’s block.
GHOST (Guarneri et al., 2017): Presents a tool to support non-writers creating stories for video games. The resulting
tool, GHOST, is built into Unity and aids in the creation of plot roadmaps.
Writing with RNN (Roemmele and Gordon, 2018b): Presents Creative Help, an interface that suggests new sentences in
a story using an RNN language model. Study varies the degree of randomness.
MiL (Clark et al., 2018): Presents and studies creative writing support tools: a next-sentence generator for story telling,
and a slogan generator for writing slogans.
AmbientLetter (Toyozaki and Watanabe, 2018): Proposes a technique to support writing activity (via autocorrection
and predictive conversion) in a confidential manner with a pen-based device.
Play Write (Iqbal et al., 2018): Introduces a microproductivity tool that allows users to review and edit Word documents
in small moments of spare time from their smartphone.
IntroAssist (Hui et al., 2018): Presents a tool for supporting writing introductory help requests via email by providing
checklists and examples.
Itero (Türkay et al., 2018): Presents a study on how integrating writing revision analytics and visualization into writing
practices can impact writing self-efficacy.
Writing on Github (Pe-Than et al., 2018): Presents the preliminary findings of a mixed-methods, case study of
collaboration practices in a GitHub book project.
MirrorU (Wang et al., 2018): Presents a mobile system to support reflecting and writing about daily emotional
experiences; provides assessment and feedback across level of detail, overall valence, and cognitive engagement.
Semantic Web (LaBouve et al., 2019): Presents a mixed initiative tool for story generation, designed to take as input a
story generating grammar in addition to generic keywords and uses the semantic web to contribute real-world details.
Shakespeare (Liu et al., 2019): Presents a web application that helps with educating different writing styles through
automatic style transfer (with deep learning), visual stylemotry analytics, and machine teaching (by picking out examples
of a particular writing style). The authors propose a use case of this system with Shakspeare’s writings.
Metaphoria (Gero and Chilton, 2019b): Presents a tool that shows how words might be metaphorically related.
StoryAssembler (Garbe et al., 2019): Presents StoryAssembler, an open source generative narrative system that creates
dynamic choice-driven narratives, and a case study.
SMWS (Wu et al., 2019): This paper describes a tool built by the Facebook researchers to automatically ’translate’ text
written by people with dyslexia to non-dyslexic style writing. Having built the tool into the Facebook comment interfcae,
they conduct a week long study to measure its efficacy.
Academic Writing (Resch and Yankova, 2019): Presents OKI, a chatbot tool that helps with project management,
assistance in applying scientifc methods, and search in open access literature.
Style Thesaurus (Gero and Chilton, 2019a): Presents a series of automatically generated thesauruses, using word
embeddings trained on custom corpuses, which reflect the stylistic preferences of the corpus text.
AL (Wambsganss et al., 2020): This paper presents an NLP tool to aid student argumentative writing by providing
automatic feedback on their argumentation structure.
Dakje (Schmidt, 2020): Introduces a new readability tool alongside a specific use case, and demonstrates how it can help
benefit literacy in the Tibetan languages. Users have instant access to statistics on the readability of their word choices so
they can make edits for easy-to-read text.
Heteroglossia (Huang et al., 2020): Presents a crowd-sourcing tool that allows writer to elicit story ideas based on a
role-play strategy. The tool is developed as Google Doc add-on.
Textlets (Han et al., 2020): Introduces Textlets, interactive objects that reify text selections into persistent items, and
show how Textlets can be used for selective search and replace, word count, and alternative wording.
MepsBot (Peng et al., 2020): Presents in-situ writing assistance for people commenting in online mental health
communities; compares support that assesses text versus recommends text.
Literary Style (Sterman et al., 2020): Develops a model of style by training a neural net, and present novel applications
including an interactive text editor with real-time style feedback.
Fork-and-Pull (Pe-Than et al., 2021): Investigates the utility of the GitHub "fork and pull" workflow for writers through
a mixed-methods case study of collaborative writing. They looked at two collaborative writing cases, the first to write a
mathematics textbook on homotopy type theory, and the second a set of open source public policies.
IDS System (Tian et al., 2021): Presents Wikum+, a website that allows you to create instances of interleaved discussion
and summarization.
BunCho (Osone et al., 2021): Presents a tool for generating titles and synopses from keywords. Additionally, an
interactive story co-creation AI system is proposed. (Japanese language)

Table 2: List of all 30 papers, ordered by the year their were published, with short description of contribution.
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Abstract
While developing a story, novices and pub-
lished writers alike have had to look outside
themselves for inspiration. Language models
have recently been able to generate text flu-
ently, producing new stochastic narratives upon
request. However, effectively integrating such
capabilities with human cognitive faculties and
creative processes remains challenging. We
propose to investigate this integration with a
multimodal writing support interface that offers
writing suggestions textually, visually, and au-
rally. We conduct an extensive study that com-
bines elicitation of prior expectations before
writing, observation and semi-structured inter-
views during writing, and outcome evaluations
after writing. Our results illustrate individual
and situational variation in machine-in-the-loop
writing approaches, suggestion acceptance, and
ways the system is helpful. Centrally, we re-
port how participants perform integrative leaps,
by which they do cognitive work to integrate
suggestions of varying semantic relevance into
their developing stories. We interpret these
findings, offering modeling and design recom-
mendations for future creative writing support
technologies.1

1 Introduction

Much remains unexplored about how emerging
methods in AI, machine learning, and natural lan-
guage processing might influence creative writing,
in part due to the ambiguity and variability of hu-
man writing processes. These processes go beyond
the linear projection from idea to a full text; re-
search shows how planning narratives, translating
ideas into visible textual material, and reviewing
are all happening and interacting throughout the
process rather than simple sequential stages (Nold,
1981; Flower and Hayes, 1981). However, this is
a very familiar process for humans when commu-
nicating through writing; as every writer knows,

1This work is a cross-submission and is published as Singh,
Bernal, Savchenko, and Glassman, 2022.

having good ideas does not automatically produce
a good text progression. The need for that "good
idea" to be anchored and developed so that the
reader can be invested takes a great deal of effort.
In today’s world, language generation models like
GPT-2 (Radford et al., 2019), GPT-3 (Brown et al.,
2020), and new ones coming down the line are
typically silent on the inner processes of negotia-
tion and decision that a human writer is working
through. Additionally, contributions from these sys-
tems might take forms to influence writing other
than text; writers are able to engage multiple per-
ceptual channels through their work: they may ac-
tivate multisensory imagination through evocative
imagery, invoking auditory and olfactory phenom-
ena, and other forms of sensory description.

We investigate how participants engage with a
multimodal writing support system that bridges
generated writing suggestions with multimedia re-
trieval to produce concept representations simul-
taneously in sight, sound, and language. We pair
this interface with an extensive study that com-
bines surveys, interaction, and semi-structured in-
terviews during observed, think-aloud writing ses-
sions. We examine and report in detail how partici-
pants receive, consider, and integrate suggestions
from an intelligent tool into their writing. We ex-
plore prominent axes of individual and situational
variation in these integrative behaviors, noting the
different kinds of "leaps" participants make to un-
derstand suggestions and make the necessary com-
positional decisions to incorporate new information
contained in them, ranging from copying and past-
ing to re-writing core aspects of their entire story.

In summary, our findings suggest that partici-
pants perform different kinds of integrative leaps,
involving cognitive work to make suggestions use-
ful to their writing. We interpret these and make
commensurate design recommendations for future
creative writing support tools.
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Abstract 

Low-literate users with intellectual or de-

velopmental disabilities (IDD) and/or 

complex communication needs (CCN) re-

quire specific writing support. We present 

a system that interactively supports fast 

and correct writing of a variant of Leichte 

Sprache (LS; German term for easy-to-

read German), slightly extended within 

and beyond the inner-sentential syntactic 

level. The system provides simple and in-

tuitive dialogues for selecting options from 

a natural-language paraphrase generator. 

Moreover, it reminds the user to add text 

elements enhancing understandability, au-

dience design, and text coherence. In earli-

er development phases, the system was 

evaluated with different groups of substi-

tute users. Here, we report a case study 

with seven low-literate users with IDD.  

1 Introduction 

Recent studies report that more than 10 percent of 

German-speaking adults have low literacy skills 

(cf. Anke Grotlüschen et al., 2020). People with 

intellectual and developmental disabilities (IDD) 

and/or complex communication needs (CCN) 

often belong to this group (Light et al., 2019; 

Grotlüschen and Buddeberg, 2020; hereafter re-

ferred to as the target group, or simply the users).  

Leichte Sprache (LS; easy-to-read German), a 

simplified variety of German, was developed for 

the target group as part of the plain language 

movement of the 2000s (cf. Inclusion Europe, 

2009; BITV2.0, 2011, Netzwerk Leichte Sprache, 

2013, or Bredel and Maaß, 2016).  

Inclusion necessitates technical assistance to 

barrier-free participation in all social spheres 

(Hirschberg and Lindmeier, 2013). In the follow-

ing, we investigate the extent to which natural 

language processing (NLP) can support the users 

while writing. An increasing variety of writing-

support systems based on natural language gen-

eration (NLG) attract attention (for their pro-

spects, see, e.g., Dale and Viethen, 2021; for ap-

proaches based on deep learning, see Otter et al., 

2021). Adaptive behavior like automatically modi-

fying the written text incurs the risk that users—

due to low-literacy—do not carefully check 

whether or not the changes express the intended 

meaning. Missing is a text base produced by the 

target group. In general, text in LS is produced by 

authors proficient in standard German 1 . Thus, 

suggestions by the system that are automatically 

extracted from given LS text might not be per-

ceived as helpful but irritating, let alone uninten-

tionally patronizing. In addition, interactions with 

the user pose additional challenges, such as de-

signing an accessible interface (cf. Nganji and 

Nggada, 2011). In essence, supportive interaction 

patterns should not overtax the user. 

In the present paper, we describe EasyTalk for 

fast, correct and reader-centered writing in Ex-

tended Leichte Sprache (ELS; Harbusch and 

Steinmetz, 2022; ELS extends LS in several re-

spects, for instance, with high frequent construc-

tions from spoken German that incorporate the 

target group's ways of articulating their thoughts; 

for previous prototypes of EasyTalk, see Steinmetz 

and Harbusch, 2020; 2021a/b). On the sentential 

level, a natural-language paraphrase generator 

suggests correctly inflected word forms. It pursues 

the overall correctness and completeness of the 

sentence and provides the correct German word 

ordering. In order to improve text-

understandability and text-coherence over the 

entire text, EasyTalk reminds the user to add audi-

 
1 They may be supported by rule-based validation tools (for 
LS, see, e.g., languagetool.org/de/leichte-

sprache/) or automatic text-simplification (cf. Ebling et 

al., 2022; for English, see, e.g., paperswith-

code.com/task/text-simplification) 
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ence-design features within a clause (Bell, 1984). 

The user is invited to clarify the discourse struc-

ture by adding connectors (inspired by Rhetorical-

Structure Theory (RST); see Hovy, 1988 and 

Mann and Thompson, 1988), thus explicitly mark-

ing the relationship between the simple clauses. 

(SVO order is mandatory in declarative main 

clauses of (E)LS). 

In the following, we first summarize the state of 

the art in writing-support systems. Then, we out-

line EasyTalk’s mechanisms for supporting text-

production both within and between sentences. In 

Section 4, we report the results of a case study we 

recently conducted with seven users from the tar-

get group. The results are compared with observa-

tions from earlier evaluations with other user 

groups, in particular with L2 learners of German. 

The paper ends with a discussion of open issues 

and desirable future work. 

2 Writing support systems for users 

with IDD and/or CCN 

This section summarizes the state of the art in 

writing systems focusing on German where par-

ticular problems arise from rich morphology and 

free word ordering. In Section 2.1, we present 

symbol-based systems that go beyond needs-

based, functional communication supporting the 

expression of personal thoughts in the context of 

social closeness and sharing information (cf. 

Light, 1988). In Section 2.2, we outline text-based 

systems designed for the target group. Finally, we 

address systems for teaching text-writing. 

2.1 Symbol-based writing systems 

Augmentative and Alternative Communication 

(AAC) offers a wide range of support to people 

with CCN, for example, the use of symbols as 

visual representation of a word or idea (cf. Figure 

1, Figure 2, and Figure 32). Technical solutions for 

symbol-based AAC are increasingly available on 

mainstream devices like smartphones and tablets 

(Ascari, 2018), ranging from simple concatenation 

of symbols for needs-based, functional communi-

cation (see, e.g., the popular free apps SymboTalk3 

 
2 The three snapshots (accessed 17.02.2022) are taken from: 

www.jabbla.com/en/mind-express/ and 
www.jabbla.com/en/tutorials/steps-to-

language-the-alphabet-page-in-level-1/.   
3 www.symbotalk.com/ 

and LetMeTalk4  for German) to complex (com-

mercial) systems (cf. Lancioni et al., 2019, for a 

thorough survey). Although language support 

through linguistic processing by computer is in-

creasingly in demand, the full potential of support 

through NLP for AAC is not yet exploited (Waller, 

2019).  

Gateway5, Mind Express6 and TD Snap Core 

First7 offer a representative sample of widely pro-

vided features in complex, commercial symbol-

based AAC systems. Primarily, these systems 

enable users to participate actively in real-time 

spoken dialog. In addition, they aim to help users 

to increase the grammatical and lexical diversity 

 
4apps.apple.com/de/app/letmetalk-gratis-

aac-talker/id919990138 
5www.gatewaytolanguageandlearning.com/ 
6www.jabbla.com/en/mind-express/ 
7de.tobiidynavox.com/pages/td-snap-core-

first# 

 

Figure 1: A simple Mind Express symbol-grid. 

 

Figure 2: A complex Mind Express symbol-grid 

where symbols are grouped and colored by cate-

gory (e.g., verbs in green, nouns in orange). 

 

Figure 3: A Mind Express alphabet page, offering 

symbols and letters to access words. 
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of their written output. For writing, they provide 

basic linguistic support, such as adaptive word 

prediction and automatic inflection of simple sen-

tence constituents. The more complex the linguis-

tic variety, the stronger the need for grammatical 

knowledge on the part of the users. For instance, 

they may have to specify the correct word endings 

manually due to the lack of correct predictions by 

the systems. 

As shown in Figure 1 and Figure 2, the systems 

typically offer customizable grid layouts of vary-

ing complexity, suitable for different access meth-

ods like eye-control, touch, or scanning 8 . Grid 

cells may contain symbols, words, letters, and 

function buttons like ‘undo’ or ‘enter menu’. Ac-

cordingly, activating a grid cell can select a word, 

lead to another grid page containing more words 

of a certain category, or access grammatical func-

tions, respectively. Users with basic spelling skills 

can use a mixture of letters and symbols to choose 

the words (cf. Figure 3).  

Generally, these systems presuppose individual-

ized teaching and year-long practice (see, e.g., 

McNaughton et al., 2008, and Waller, 2019, ad-

dressing various challenges). Progression from 

easier to more advanced keyboards is supported 

by the constant positioning of the typed sentence. 

The layout examples in Figure 1 and Figure 3 

place the current sentence prominently at the top. 

Preceding sentences are only visible to advanced 

users (e.g., Figure 2, two consecutive sentences 

are displayed in the white box). By design, the 

writing support focuses on the sentence level.  

2.2  Text-based writing support systems  

Writing instruction with appropriate technology 

positively impacts people with IDD (Smith et al., 

2020). Modern text editors implement barrier-free 

access by features like read-aloud functionality. 

The database by the German foundation barriere-

frei kommunizieren!9 lists systems for users with 

disabilities: standalone systems like Kur-

zweil3000, Penfriend, and MULTiTEXT; and next-

word predictors like WoDy, EMU, and FTB-

TippFixx that can be integrated with MS Word and 

other text editors to support the user.  

Text-based writing support suits users with a 

modest level of computer skills, who can write 

 
8 A scanning system iterates sequentially through all options 

until the user instructs the system to stop and select.  
9 www.barrierefrei-
kommunizieren.de/datenbank/  

short sentences in a (simplified or customized) 

text editor. A variety of visual highlightings and 

color encodings (e.g., color keys for different 

word types, parts of a sentence, punctuation sym-

bols) facilitates navigation through the text. Flexi-

ble read-aloud functions reproduce the written text 

letter by letter, word by word or sentence by sen-

tence (with or without punctuation marks), thus 

providing memory support and spelling assistance. 

On demand, all systems employ grammar check-

ers. Adaptive word predictions (partially for cus-

tomizable vocabulary) are usually offered in the 

form of word lists searchable via hotkeys for 

quick selection. However, all systems present the 

users with an empty page. The process of building 

up the text structure is not supported.  

2.3 Teaching text-production   

In German-language primary and secondary 

schools, the method of the Schreibwerk-

statt/Schreibkonferenz ‘writing workshop’ is wide-

ly applied (see, e.g., Reichardt et al, 2014, for a 

broad survey). The students learn how to intro-

duce every protagonist of a story in a way that 

allows the reader to identify them while the story 

progresses. Also taught is the appropriate use of 

elements of text coherence, discourse structure, 

and audience design. At the sentence-formulation 

level, students are instructed to integrate sets of 

short, choppy sentences into longer, more effec-

tive ones (cf. sentence-combining techniques; see 

Nordquist, 2018, for an online introduction; Ney, 

1980, for the history, and Saddler and Preschern, 

2007, for the school context). Beside computer 

systems for the above-mentioned topics10, there is 

a wide range of NLG systems for automatic text 

production, such as parameterized interactive sto-

rytelling by Lukin and Walker (2019), or interac-

tive story modeling using recurrent neural net-

works by Fortuin et al. (2018). However, none of 

these systems are available in German. Moreover, 

there is no straight-forward way to equip any of 

these systems with an interface appropriate for the 

target group.  

3 Text-writing assistance by EasyTalk 

EasyTalk targets the creation of text beyond the 

genre of simple chat messages with an interface 

that does not overtax the user. In particular, it aims 

 
10 See, e.g., the WritingPal (www.igi-

global.com/chapter/the-writing-pal/88184) 
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to alleviate the need for a lengthy learning and 

practicing period. All barrier-free concepts cited 

previously should be available. To interlace with 

the user's word-by-word formulation process, we 

suggest a bottom-up approach employing a natu-

ral-language paraphrase generator on the senten-

tial level (cf. Section 3.1). To meet the concepts 

the target group is likely to use to express their 

thoughts, the generator is based on an extension of 

LS. As the extension does not deviate from the 

mandatory SVO word order in declarative main 

clauses, we propose to add discourse-structure 

clues between sentences (see Section 3.2) to im-

prove text coherence. We demonstrate that all 

dialogues with the user can be restricted to easy 

wording and simple choices—irrespective of the 

complexity of the linguistic task. 

3.1 Text functions 

EasyTalk’s user interface comprises three layers 

embedded in the Menu Panel: Top: Text Panel; 

Middle: Sentence and Connector Panel in alterna-

tion; Bottom: Next-Word Panel (see the two snap-

shots in Figure 4 depicting that either the Sentence 

Panel or the Connector Panel is active). 

Eventually, the users can export their texts from 

EasyTalk with or without symbols via the option 

‘save text’ from the meta-level Menu Panel (cf. A 

in a gray hexagon in the lower snapshot). In addi-

tion, this panel offers various settings (B) provid-

ing further customization features, which we will 

not discuss here due to space limitations. For in-

stance, extending the vocabulary or changing the 

symbols enable personalization of the system.  

Framed by the Menu Panel, the top layer dis-

plays all previously typed text (e.g., finishing the 

sentence currently in the upper snapshot updates 

the Text Panel in the lower one). The user can 

activate the read-aloud functionality by clicking 

on a sentence (cf. C in a green pentagon in the 

lower snapshot). For backing up the train of 

thoughts, the user can scroll through the text (D). 

If desired, lines from the text can be erased (E).  

Next, we explain our approach to the design of 

the individual writing panels. 

3.2 Within-sentence support 

At the sentential level, EasyTalk aims at fast and 

correct writing. The user is supported by: symbols 

for finding words in their correct spelling, the 

correct inflectional endings in any sentential con-

text, mentioning all obligatory arguments accord-

ing to the verb-valency frame, and maintaining the 

correct word ordering. On the premise of support-

ing the user according to the document planning, 

constituents can be freely entered in any desired 

order. However, guidance by a default execution-

strategy is always active. To fulfill audience de-

sign11 aspects, EasyTalk reminds the user to add 

attributes such as time and place. All interactions 

with the user are presented in an intuitive manner.  

To this end, EasyTalk employs a natural-

language paraphrase generator originally designed 

for L2 learners of German (cf. the COMPASS 

system for explorative language learning; Har-

busch and Kempen, 2011) based on a lexicalized, 

unification-based Performance Grammar 

(Harbusch and Kempen, 2002; Kempen and Har-

busch, 2002). The user assembles all constituents 

of a correct sentence interactively with the system, 

including revisions (cf. scaffolded writing). 

EasyTalk appropriately simplifies the decision 

dialogues with the generator. Moreover, the Per-

 
11 We use the original term by Bell (1984) to refer to the 

wide area of how to enrich a text for making it understanda-

ble for the reader, i.e., taking a third-person perspective for 

understanding the text (reader-centered writing). 

 

Figure 4: Two consecutive snapshots of 

EasyTalk's overall interface. Top: typing the sen-

tence Ich kann viele Hobbys nicht machen; Bot-

tom: adding the connector Und after the sentence 

is finished. The interface elements are explained in 

the text. 
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formance Grammar version we use is restricted to 

syntactic constructions of Extended Leichte Spra-

che (ELS). ELS is a slight extension of LS. In LS, 

only easy words should be used. Abbreviations, 

genitive case, subjunctive mood, passive voice, 

and subordinate clauses are forbidden. Declarative 

main clauses should use the canonical SVO word 

order only. ELS covers constructions beyond the 

scope of pure LS that have been attested to be 

easy in experiments with LS readers (Bock, 2019). 

For instance, negation with nicht ‘not’ or passives 

with werden ‘be’ are licensed. The scope of con-

structions tested by Bock (2019) is extended with 

frequent constructions in LS text that are also 

frequent in spoken German (e.g., negation with 

keininflected ‘no’, or simple past tense for auxiliaries 

and modals; cf. Harbusch and Steinmetz, 2022, for 

a corpus study into treebanks of LS text, spoken 

and written German to determine the range of 

constructions that the target group likely uses to 

articulate their thoughts).  

The overall lexicon of COMPASS covers 

CELEX12 (Gulikers et al., 1995). In EasyTalk, it is 

restricted to CEFR13 L2-learner level A2. Howev-

er, personalized entries or entries from specific 

contexts—like writing essays in school for a spe-

cific genre or topic—can easily be added.  

To support low-literate users, all lemmas can be 

associated with symbols from the user’s preferred 

set14. Moreover, the system provides a read-aloud 

function for all text elements.  

Now, we cursorily highlight the supportive fea-

tures during a typing session. A new sentence—

thus, the overall session with EasyTalk—starts 

with a prefilled punctuation element (header = 

‘.?!’ and filler = ‘.’) in the Sentence Panel (for 

details, see Steinmetz and Harbusch, 2021b). El-

ements in this panel and in the Next-Word Panel 

are always divided into a header and a filler.  

Initially, the punctuation element is interactive. 

Clicking it changes the sentence type. By clicking 

repeatedly, it cycles through the different modes. 

Each choice sets up the ordered sentence constitu-

ents (e.g., verb-first for yes/no questions and im-

peratives) according to the ELS word order. The 

period as the default sentence type refers to a de-

 
12 CELEX is also available for Dutch and English. Thus, 

EasyTalk can be ported to these target languages with minor 

efforts. 
13 www.coe.int/en/web/common-european-

framework-reference-languages 
14 By default, EasyTalk uses the ARASAAC symbol set: 
www.arasaac.org 

clarative main clause. If this option is selected, the 

header ‘who’ is displayed in the sentence-initial 

position. This header asks in easy words for the 

subject of the declarative main clause. Once the 

user has selected the first word form, the sentence 

type for the current sentence cannot be changed 

without backtracking, i.e., erasing all yet typed 

words—a precaution to avoid confusing word-

order changes all over the yet typed sentence.  

The upper snapshot of Figure 4, illustrates a lat-

er stage throughout typing. Now, cues referring to 

the grammatical functions for the overall sentence 

are displayed in the preferred ELS word order. If 

desired (e.g., a specific argument/attribute figures 

prominently in the user’s mind), the user can se-

lect any header directly. Otherwise, the user fol-

lows the consecutive order provided by the sys-

tem.  

In addition to the advantage of offering the fill-

ing of the constituents in the order the user prefers, 

communicating the grammatical function of a 

word gives rise to presenting the suggestions for 

the word in its correct inflectional form—thus, 

speeding up typing. For instance, the finite verb is 

inflected according to the subject-verb agreement. 

Moreover, the system supports the correctly in-

flected typing of complex phrases filling any 

grammatical function position (like dieACC 

KatzeACC auf demDAT DachDAT von derDAT Na-

chbarinDAT ‘the cat on the roof of the neighbor’). 

In particular, all arguments are displayed as soon 

as the verb is known. EasyTalk checks whether 

obligatory arguments according to the verb valen-

cy are filled. The system refuses any instruction to 

finish the sentence before it is complete. The cor-

rect German word order for the entire sentence is 

yielded by the generator (cf. the sentence-final 

nonfinite verb in Figure 4)—another feature that 

reduces the user’s mental load. 

The word-by-word entering of sentences of the 

text takes place in the Next-Word Panel. It is sub-

divided into three components: (1) a text-input 

window at the top, (2) the pre-ordered header line 

in the middle controlling the content of (3) the 

suggestion list at the bottom. The user can type 

according to a personal strategy. The default 

prompting always highlights an active header in 

green (cf. F in an orange circle in the upper snap-

shot) and offers matching word forms in the sug-

gestion list (with the correct inflectional ending in 

the current context). If desired, the user changes 

the currently active header. In Figure 4, we illus-
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trate the active choice of the header Wie? ‘How’. 

In turn, the system updates the suggestions for 

appropriate fillers. Words not visible in the sug-

gestion list can be accessed by scrolling through 

the list (G), or by starting to type a word’s prefix 

(H)—given that the user knows the spelling. To 

select a word form, the user navigates to the de-

sired list item and confirms the selection (I). Di-

rectly pressing 'Enter' quickly selects the topmost 

list item. 

By the perpetual list of attribute headers, 

EasyTalk reminds the user to add cues that cannot 

be clarified as with face-to-face communication. 

In the upper snapshot of Figure 4, assumingly, the 

user has first typed all obligatory elements of the 

sentence. Due to the available headers in the Next-

Word Panel, the user has activated the header 

Wie? ‘How’. (N.B. the header Wen? is still present 

for a potential extension of the most recently en-

tered direct object viele Hobbys, for instance, by a 

prepositional object.) Accordingly, the suggestion 

list offers appropriate fillers. Typing the letter “n” 

in the text-input window shows the negation nicht 

‘not’ as topmost item. Previous usability studies 

with different groups of L2 learners of German 

show that presenting attribute headers is stimulat-

ing to advanced users without disturbing tenden-

cies for beginners (Harbusch and Steinmetz, 

2022).  

In addition, the Sentence Panel provides the 

meta-level commands to finish the sentence, or to 

erase the last word, respectively (cf. J and K in 

yellow spades in the upper snapshot). In order to 

avoid unintended operating errors, these elements 

are put far away from the typing keys. We expect 

the user to notice them when reading the finished 

sentence.  

3.3 Sentence-combining support 

On finishing a sentence, the middle area switches 

from the Sentence Panel to the Connector Panel.  

Studies into an LS corpus with more than 

29,000 sentences from a variety of LS text from 

the internet (Harbusch and Steinmetz, 2022) de-

scribe a problem. In order to provide text coher-

ence, declarative main clauses deviate in 50 per-

cent of the cases from the SVO order—although 

any deviation from SVO word order is very hard 

to understand by the target group (Bock, 2019). 

Moreover, the standard German writers of the LS 

text often resort to subordinate clauses—also for-

bidden in LS. 

We suggest a very easy (E)LS-conform method 

to provide coherence cues. The idea is inspired by 

the German weil-V2 phenomenon in spoken Ger-

man (the subordinating conjunction because is 

followed by a clause with main-clause V2-word 

order; cf. Reis, 2013 for a thorough survey). Based 

on audio and transliteration data from spoken 

German, Kempen and Harbusch (2016) argue that 

speakers start a new sentence after having uttered 

the conjunction. We reason that the concept of 

going on with a main clause after any conjunction 

or a sentential adverb in the Frontfield is a feasible 

generalization that circumvents subordinating 

clauses and focused elements in the Frontfield 

position in German without losing the information 

carried by these items. Looking at this claim from 

a sentence-planning perspective, any abstract rela-

tion known from the Rhetorical-Structure Theory 

becomes available as sentence connector between 

two main clauses. The resulting text reflects the 

writer’s conceptual message. Thus, the overall 

discourse structure, is conveyed much better than 

by choppy sequences of main clauses (cf. the text 

in Figure 5 with highlighted connectors preserving 

the constraints of (E)LS). 

Via the Connector Panel (cf. Figure 4, lower 

snapshot), all abstract RST-relations are made 

accessible by using an intuitive wording from the 

target users’ vocabulary (e.g., REASON = be-

cause). The menu provides seven connectors—

recommended by Netzwerk Leichte Sprache 

(2013)—for direct access (cf. the coordinating and 

(cf. L in a blue square) highlighted as active 

choice). Operating Andere wählen 'Choose other' 

(M) offers additional options in the Next-Word 

Es gibt zurzeit viel 

Corona in Deutsch-

land. 

‘There’s a lot of 

Corona in Germany 

at the moment.’ 

Darum  ‘Therefore’ 

Ich kann viele Hobbys 

nicht machen.  

‘I cannot do many 

hobbies.’ 

Und  ‘And’ 

Es ist sehr langwei-

lig. 

‘It is very bor-

ing.’ 

Aber  ‘But’ 

Ich habe eine Idee:  ‘I have an idea:’ 

Ich schreibe jetzt 

eine Geschichte für 

meine Freunde. 

‘I will write a 

story for my 

friends now.’ 

Figure 5: A short example text illustrating the 

impact to text coherence stimulating the use of 

connectors (in bold, red) in EasyTalk. The colon 

is a very frequent, yet ambiguous connector in LS. 

When selected, EasyTalk replaces the full stop 

with a colon instead of adding a separate line. 
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Panel. EasyTalk appends the selected connector at 

the end of the Text Panel. Initially, we leave the 

Next-Word Panel empty to avoid additional read-

ing during the decision making for a connector. 

Choosing the arrow button (N) skips the selection 

of a connector. For details on the selection pro-

cess, see Steinmetz and Harbusch, 2021b). 

Now, we report the recent evaluation study. 

4 Evaluation 

In general, it is best practice to identify and cor-

rect usability flaws in software before it is made 

available to the user (see, e.g., Holzinger, 2005). 

For the target group, the first impression is partic-

ularly crucial for the acceptance of a system. AAC 

software is often abandoned after a short period of 

use (see, e.g., Dawe, 2006; Fager et al., 2006; 

Waller, 2019).  

Maturing versions of EasyTalk were previously 

evaluated in several tests with substitute user 

groups (see, e.g., Steinmetz and Harbusch, 2020, 

2021a) such as experts in the field of accessible 

communication and L2 learners (CEFR-level A1-

B1 and differing computer skills). Nevertheless, it 

is essential to test the system with the actual target 

group (cf.  Newell and Gregor, 2000; Henry, 2007; 

Nganji and Nggada, 2011, for user sensitive, in-

clusive design of accessible, disability-aware 

software). Here, we compare the previous findings 

with observations from the recent study.  

4.1 Test setup and participants 

Testing with people with disabilities presents 

unique challenges and increased organizational 

effort (cf. Lazar, 2017: Chapter 16, for an over-

view)—for example, special precautions currently 

need to be taken in direct contact with the target 

group which is particularly vulnerable to COVID-

19 (cf. Rödler, 2020; Portal et al., 2021). There-

fore, we conducted a qualitative case study aiming 

to uncover the biggest usability flaws in our soft-

ware with only a handful of participants (cf. dis-

count testing; Nielson, 1989).  

For this purpose, we asked eight German-

speaking participants, aged 18-25, with different 

conditions, writing and computer skills (cf. Table 

1), to exploratively test the system in sessions 

from 25 to 40 minutes. The tests were performed 

under normal room lighting on a laptop with 15” 

display screen resolution of 1920x1080. EasyTalk 

had to be operated in the same setup (e.g., display-

ing the ARASAAC symbols) by all participants 

using the provided laptop keyboard and an exter-

nal mouse.  

4.2 Test procedure 

Since predefined tasks—like in a usability 

study—might exert unnecessary pressure and 

frustration on the target group which could dis-

tract from evaluating the specific communication 

features in question we aimed to create casual 

situations in our experimental set-up that avoids 

unintentionally scrutinizing our participant’s 

personal skills. To provide a feeling of security, 

the individual caregiver (or the writing workshop 

leader) and only one person from the evaluation 

team (the interviewer) were present during the 

sessions. Each session started with a brief warm-

up to break the ice. 

Standard evaluation techniques like thinking 

aloud or UX questionnaires15 would overtax the 

target group. Complex, open-end questions are 

particularly difficult for participants with CCN or 

severe ASD. Thus, we abstained from systemati-

cally switching between typing and judging this 

process in a structured interview with post-task 

question as another potential source of irritation 

 
15www.ueq-online.org/  

Participant P1 P2 P3 P4 P5 P6 P7 P8 

Age 20-25 20-25 18-20 20-25 20-25 20-25 20-25 18-20 

Gender M M F F M M F F 

Condition(s) ASD ASD, 

VI 

HoH, 

CCN 

IDD IDD, 

VI 

IDD IDD, 

MI 

IDD, 

VI 

Uses spelling checker   N Y N Y Y Y N N 

Uses a mouse  N Y N N N N Y N 

Regular computer use N N N N N Y N Y 

Eye tracking recorded Y Y Y Y Y N N Y 

Table 1: Data on the participants (Genders: M = Male, F= Female; Conditions: ASD = Autism Spectrum 

Disorder, VI = Visual impairments, HoH = Hard of Hearing, CCN = Complex Communication Needs, MI = 

Motor impairments, IDD = intellectual or developmental disorders). P8 opted out of the test on her own wish. 
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due to test subjects feeling pressured to make a 

statement. Nevertheless, we encouraged the partic-

ipants to give comments. As far as the participants 

complied, we elaborated on raised topics. Besides 

observing the participants as they typed their con-

ceptual message and logging the users' actions, we 

decided to employ eye tracking as far as the par-

ticipants gave their permission and conditions 

allowed for recording eye movements with a Tobii 

Pro Nano 16  to obtain objective information (cf. 

Bojko, 2005).  

To explain how the system works, the inter-

viewer wrote one sample sentence in EasyTalk: 

Die Sonne scheint heute. ‘The sun shines today.’. 

The participants could opt for rehearsing the ex-

ample interactively with the interviewer. After-

wards, all participants were invited to explore the 

system freely. (Before the experiment, the leader 

of the Schreibwerkstatt had advised participants 

with spontaneous decision-making problems to 

think up in advance the sentences they wanted to 

write during the experiment.) If needed, the partic-

ipant received help with spelling or interacting 

with the computer either from the interviewer or 

the caretaker. At the end of the typing session, the 

interviewer exported the text from EasyTalk with 

or without symbols according to the participants 

preference to hand it to them as receipt for partici-

pating in the experiment. One final yes/no-

question was asked to all participants: Would you 

like to use EasyTalk in the writing workshop in the 

future?  

4.3 Results 

In general, the evaluation corroborates the easy 

and intuitive interface design of EasyTalk. All 

participants successfully typed at least three sen-

tences, with each sentence being an average of 

four words long with EasyTalk (see Figure 6 for 

the text typed in two sessions). Four participants 

spontaneously skipped the interactive example 

rehearsal and typed their own sentences without 

problems. Participant P8, who can write texts 

beyond the scope of LS in MS Word, stated that 

EasyTalk did not benefit her and opted out of the 

test after writing a four-word sentence. We ex-

clude P8 in the following. Spontaneously, P5 

judged: "The headers help with concentration" 

and "The connectors between sentences are im-

portant. Sometimes there are longer sentences. 

 
16 www.tobiipro.com/product-listing/nano/ 

You can do them piece by piece in this manner.". 

P2 stated: "It works great but I have to concen-

trate a bit here.". We attribute the overall positive 

result to improvements of the overall interface that 

were based on several evaluation rounds with 

substitute users. The current test confirms that the 

communication with the system is easy to learn 

due to intuitive dialogues all over the system.  

The eye-tracking data supports this claim. We 

defined areas of interest (AOIs) in the interface to 

be able to track task-accomplishment paths. All 

users focused on the dialogue elements in the in-

tended manner. With respect to effectiveness, we 

did not find traces of searching around for items. 

The eye-tracking data documents the inspection of 

the Text Panel after a sentence was finished.  

One person spontaneously wrote a question. 

Participants P1–P7 supplemented their sentences 

with modifiers (e.g., when? or how? cues were 

spontaneously selected in the Next-Word Panel). 

Six participants completed the decision dialogue 

for complex verb constructions (Steinmetz and 

Harbusch, 2020). Although we had not demon-

strated this decision dialog in the introduction, 

four participants typed verbs in present perfect 

tense, and two users selected a modal as finite 

 

Figure 6: Two sample sessions. Top: Participant P1 

chose to type the interviewer’s example himself as 

first sentence. P1 skipped the choice of connectors 

all of the text; Bottom: P5 typed four sentences 

without rehearsing the interviewer's example and 

used an explicit connector once (und 'and'). 
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verb followed by an infinitive (cf. the example 

sentence in Figure 4). Two participants spontane-

ously erased words in the Sentence Panel using 

the red X-button—also not shown in the introduc-

tion. Clicking the green ✓-button in the Sentence 

Panel was shown, and completing a sentence was 

successfully performed by all participants. These 

observations also reflect that EasyTalk is easy and 

intuitive to use for the target group beyond explic-

itly demonstrated features.  

With respect to efficiency, P4 systematically se-

lected the words as soon as they appeared in the 

completion list in favor of writing the words to the 

end. In contrast, P6 initially typed every word 

from start to finish. Later on, P6 selected the 

words from the completion list as soon as possi-

ble. P2 commented: "Writing to the end is better." 

and judged the completion list as helpful to pre-

vent spelling mistakes. 

According to the eye-tracking data, the partici-

pants’ focus while writing the current sentence 

was mainly on the Next-Word Panel. The Text 

Panel and the Sentence Panel were used to back 

up the flow of thoughts. In detail, the participants 

exhibited different interaction strategies (Figure 8, 

e.g., illustrates P1’s word selection strategy of 

focusing the wh-cues). To connect a sentence, all 

participants looked at the previous text in the Text 

Panel and read through the Connector Panel (see 

Figure 7 for an example gaze plot). However, the 

eye-tracking data unveiled shortcomings of the 

Connector Panel's layout. Often, the second row 

of connector options was considerably less likely 

inspected. Unfortunately, nobody felt inclined to 

add a connector systematically after reading 

through all/some options. Accordingly, we plan to 

shorten the list of mentioned options. Moreover, 

we intend to set up an active training mode in 

EasyTalk that teaches when and how to use text 

connectors (Reid et al., 2013). 

Because of the participants' overall positive re-

sponse to the question of whether they wanted to 

use the system, the leader of the writing workshop 

asked for a copy of EasyTalk for using it in future. 

5 Conclusions 

We presented EasyTalk, an intuitive-to-use writing 

assistant for fast and correct text writing in ELS 

for low-literate users with IDD and/or CCN. The 

evaluation verified the claim that users can instan-

taneously type complete and correct sentences 

with EasyTalk. However, the offer of connectors 

should be improved. As mentioned above, we plan 

a make-over of the Connector Panel combined 

with an active teaching unit. It is an open question 

to which extent automatic storytelling concepts 

(cf. Section 2.3) can be incorporated into the ac-

tive training mode of our system (cf. Steinmetz 

and Harbusch, 2021a). We intend to evaluate this 

new feature in longitudinal studies with the target 

user group. 

Besides further above-mentioned future work, 

personalized features for specific user groups will 

be realized. Moreover, a native smartphone ver-

sion is under development. 
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Figure 7: Gaze plot of P1while connecting sen-

tences 2 and 3 using the Connector Panel. P1 

looked at the previous text in the Text Panel and 

read through all connector options before operat-

ing the arrow button to skip the connector. 

 

Figure 8: Two consecutive snapshots of P1 typing 

the third word of the second sentence. First, P1 

focuses the headers in the Next-Word panel. In 

turn, P1 starts typing the word. Finally, P1 focuses 

the element gut 'good' in the suggestion list. 
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Abstract
Context-sensitive word search engines are writ-
ing assistants that support word choice, phras-
ing, and idiomatic language use by indexing
large-scale n-gram collections and implement-
ing a wildcard search. However, search re-
sults become unreliable with increasing context
size (e.g., n ≥ 5), when observations become
sparse. This paper proposes two strategies for
word search with larger n, based on masked
and conditional language modeling. We build
such search engines using BERT and BART
and compare their capabilities in answering
English context queries with those of the n-
gram-based word search engine Netspeak. Our
proposed strategies score within 5 percentage
points MRR of n-gram collections while an-
swering up to 5 times as many queries.1

1 Introduction

A wide range of computer tools has been devel-
oped to support the writing process, including both
active and passive ones. Active tools automatically
paraphrase a text as it is written, if the text is highly
likely to be incorrect or stylistically inappropriate.
Passive tools suggest either spelling, grammar, and
style corrections or how to continue a sentence.
Passive tools that are less integrated into word pro-
cessors are context-free and context-sensitive word
search engines. Context-free search engines in-
clude searchable dictionaries, thesauri, and collec-
tions of idioms in which queries are made about a
known word or phrase for which alternatives are
sought. In the absence of context, their search
results are usually sorted alphabetically. Context-
sensitive word search engines allow their users to
formulate cloze-style queries to search for an un-
known word or phrase, ranking the search results
according to their frequency of use.

A conventional context-sensitive word search
engine, as shown in Figure 1, answers a cloze

1Our code is available at Github and our data is available
at Zenodo.

the * fox

the fox
the quick brown fox
the red fox

1,900,000
91,000
41,000

89%
4.1%
1.9%

q

Dq

Prediction

µ

Observation

NetspeakThis paper

Figure 1: A context query q with result set Dq as re-
trieved from an index µ of observed n-grams (right),
and as predicted from, e.g., a language model (left).

query q= the * fox asking for words or phrases
commonly written between ‘the’ and ‘fox’ by re-
trieving the appropriate subset Dq ⊆ D from a
collection of n-grams D. Formally, the index
µ : Q → P(D) maps the set of cloze queries Q
to the power set P(D), which is implemented as
wildcard retrieval, and the results µ(q) = Dq are or-
dered by their occurrence frequency in a large text
corpus, which approximates the frequency of use.
Assuming a sufficiently large text corpus is avail-
able such that each n-gram matching a given cloze
query q has been observed sufficiently often, rank-
ing these n-grams by their frequency satisfies the
probability ranking principle (Robertson, 1977). In
other words, if one asks a sufficiently large number
of people to answer a cloze query, the frequency
distribution of the answers would correlate with
that of the n-grams found. The main limitations
of this approach are, (1) that the number of con-
text words in each cloze query is limited by n,
with more context reducing the size of the cloze
accordingly, and, (2) that the size of the text corpus
required to observe q sufficiently often increases
exponentially with n, so that in practice n < 10.

In this work, these two limitations are addressed
by using transformer-based language models to pre-
dict phrases corresponding to a query, rather than
retrieving them from an n-gram index. In partic-
ular, we propose a masked language model and
an autoregressive model for conditional generation
to answer cloze queries (Section 3). These mod-
els are compared to Netspeak, a state-of-the-art
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Netspeak dBERT dBERTft BART BARTft

(1) this chinese <folk>
new wikipedia force guy language
restaurant language government girl word
custom translation had man translation
company dictionary language is style
– pronunciation culture lady medicine

(2) became <fascinated> with
acquainted synonymous involved friends acquainted
associated acquainted popular involved involved
involved pregnant associated more associated
familiar friends concerned a familiar
synonymous affiliated known popular friends

(3) <where> people live
where these the where million
the most which how that
many many all live of
million here some t most
which where where w the

(4) he was <cast> in the
not buried involved a born
born interred buried also killed
buried involved raised involved not
involved killed appointed killed placed
still instrumental placed the involved

Table 1: Selected context queries with the <original
token> and the top 5 results of all models. The origi-
nal token in the results is underlined, the overlap with
Netspeak’s results is boldface.

context-sensitive word search engine based on an
index of Google n-grams (Section 4). Based on
the cloze test corpus CLOTH (Xie et al., 2018) and
Wikitext (Merity et al., 2016), both of our proposed
language models achieve an MRR near their theo-
retical maximum, falling short of Netspeak’s only
between 0.03–0.07, and they exceed a mean nDCG
of 0.3 in predicting Netspeak’s Dq (Section 5).

2 Related Work

In general, context-sensitive word search engines
are supportive writing assistants targeting the edit-
ing phase of the writing process (Rohman, 1965;
Seow, 2002). Supportive writing assistants take the
form of online dictionaries, thesauri, concordancers
(like WriteBetter (Bellino and Bascuñán, 2020)),
or other resources offering definitions, synonyms,
and translations. More advanced assistants provide
a tailored query language that allows for searching
words matching a pattern (OneLook.com), words
that rhyme (Rhymezone.com), or words that fit
a given context (e.g., Netspeak (Stein et al., 2010),
Google n-gram viewer (Michel et al., 2011), Ling-
gle (Boisson et al., 2013), and Phrasefinder.
io). Context-sensitive word search is related to
several foundational NLP tasks like lexical sub-
stitution (McCarthy and Navigli, 2007; Lee et al.,

the <mask> fox 

0.3

0.14

0.07

...

...

red

silver

old

...

...

the red fox
the old fox
the silver fox
...

Dq

bidirectional encoder

(a) MLM for word search.
the <mask> fox 

0.3

0.14

0.07

...

...

red

silver

old

...

...

<s> the <mask> 

bidirectional encoder

autoreg. decoder

Dq

(b) Denoising for word search.

the <mask> fox 

bidirectional encoder

autoreg. decoder

<s> red  old    silver

red  old silver <eos>

(c) Infilling finetuning.

Figure 2: Context-sensitive word search can be learned
using masked (MLM) or conditional language modeling
(CDLM) with denoising or infilling. The result set Dq

for MLM and denoising is the output at the mask’s
position sorted by likelihood. For infilling, Dq is the
generation target. Our proposed MLM is trained and
finetuned as usual; Our CDLM is trained by denoising
and finetuned by infilling, but predicts via denoising.

2021), word sense disambiguation, paraphrasing,
and phrase-level substitution (Madnani and Dorr,
2010), although these tasks usually require a known
word or phrase.

Expression matching and corpus-based statistics
form the basis for writing assistants, while lan-
guage models, mostly based on the transformer
architecture (Vaswani et al., 2017), often take
on the heavy lifting (Alikaniotis et al., 2019).
Transformer-encoder models, like BERT (Devlin
et al., 2019), are often pre-trained by masked lan-
guage modeling, which is highly similar to wild-
card word search but knows only one correct target.
Encoder models are frequently applied to solve
cloze tests (Gonçalo Oliveira, 2021) and its related
foundational tasks. Autoregressive language mod-
els, like GPT (Radford et al., 2019), are used for
infilling (Donahue et al., 2020), which is similar
to mask prediction but generates arbitrary-length
sequences. Conditional language models (autoen-
coders) are used in phrase-level substitution tasks
like denoising (Lewis et al., 2019).

3 Language Modeling for Word Search

In this work, we formulate context-sensitive word
search with language models as learning a distribu-
tion p(wq | q), where q= ql ? qr consists of left and
right side contexts ql and qr and a wildcard token
?. Either ql or qr can be empty. The result set Dq

consist of all n-grams qlwq,iql for all wq,i ∈ wq, in
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Source Original Token Ranked Answers

n size n size answers

train Wikitext 3–9 10 M 3–5 10 M 4.2
dev Wikitext 3–9 2.2 M 3–5 114.313 4.2

test
Wikitext 3 329.497 3 233.723 21.0

5 383.067 5 86.435 4.3

CLOTH 3 240.279 3 296.860 26.3
5 318.082 5 69.915 6.0

Table 2: The original token (OT) dataset consists of n-
gram queries extracted from Wikitext-103 and CLOTH
and lists the original token as the single answer. The
ranked answers (RA) dataset is extracted from OT by
replacing the answer with the ranked results retrieved
from Netspeak, discarding all unanswered queries.

descending order of likelihood. We propose two
strategies to learn p(wq | q): via masked language
modeling and via conditional language modeling
with an adapted fine-tuning strategy.

Masked Language Modeling Masked language
modeling (MLM) is equivalent to context-sensitive
word search with only a single token as the answer.
Since large language models based on transformer-
encoders solve MLM by learning p(wq | q) and
scoring all options in the vocabulary, the scored
vocabulary can be used to extract Dq. As shown
in Figure 2a, we use a bidirectional transformer-
encoder (BERT) model, pre-trained with MLM,
to estimate p(wq | q). We extract the 30 tokens
with the highest score from the output logits of the
language modeling head as Dq. We fine-tune the
model with a specialized masked language mod-
eling task, using individual n-grams as input. Al-
though any BERT variant can be used, we choose
DistilBERT for its size and speed, since context-
sensitive word search is a real-time search task.

Conditional Language Modeling Conditional
language modeling (CDLM) is causal (or genera-
tive) language modeling given a condition. Context-
sensitive word search can be formulated as CDLM
with two strategies: denoising (see Figure 2b)
and infilling (see Figure 2c). Denoising takes the
query as the condition and generates the original
sequence, where Dq can be extracted from the out-
put logits at the mask’s position, as with an MLM.
Infilling takes the query as condition and generates
Dq. We use a sequence-to-sequence model for con-
ditional generation (BART) and predict Dq with
denoising, extracting the 30 tokens with the highest
score. We fine-tune BART using infilling, but use
denoising to predict Dq after the fine-tuning.

Model Wikitext CLOTH

3 5 3 5

NA all NA all NA all NA all Time

Netspeak 0.33 – 0.46 – 0.10 – 0.22 – 5.34 ms
dBERT 0.15 0.14 0.33 0.28 0.06 0.06 0.17 0.15 –
dBERTft 0.30 0.29 0.42 0.35 0.05 0.05 0.10 0.08 5.05 ms
BART 0.19 0.18 0.37 0.31 0.05 0.05 0.15 0.12 –
BARTft 0.29 0.28 0.43 0.34 0.07 0.07 0.17 0.12 11.27 ms

Ratio 90 % 18 % 97 % 27 %

Table 3: The average MRR of the original token for all
queries in the OT test datasets, split by source and query
length. NA ⊆ OT only considers queries that Netspeak
could answer and Ratio indicates the subset size. Time
indicates the average response time for one query.

4 Experimental Setup

We implemented both strategies of learning context-
sensitive word search using the Huggingface (Wolf
et al., 2020) implementation of DistilBERT for
MLM and BART for CDLM. We evaluate the pre-
trained and the fine-tuned models against the two
datasets with word search queries shown in Table 2.

Data We constructed two datasets with word
search queries. The original token (OT) dataset
offers as the single answer the token chosen by
the author of the source text. The ranked answers
(RA) dataset offers multiple, ordered answers with
relevance judgments for each query.

The original token dataset consists of queries ex-
tracted from Wikitext-103 (Merity et al., 2016),
which consists of good or featured English
Wikipedia articles, and CLOTH (Xie et al., 2018),
which consists of middle and high school learner’s
English cloze-tests. For Wikitext, we constructed
n queries for each 3-to-9-gram by replacing the to-
ken at each position in the n-gram with a wildcard
and adding the original token as the answer. We
discarded all newlines, headlines starting with a
=, n-grams with non-letter tokens to not cross sen-
tence boundaries or quotations, and queries with
proper nouns as answers. For CLOTH, we con-
structed a query for each 3 and 5-gram that over-
lapped with a cloze-gap in the dataset and added
the teacher’s preferred answer as the original token
answer. We discarded all n-grams with non-letter
tokens and proper nouns as answers. Each wild-
card was assigned one of 5 word classes based on
Spacy’s POS annotations of the source sentences:
verbs and auxiliaries, nouns, determiners and pro-
nouns, adjectives and adverbs, and conjunctions
and particles. Verb and noun classes were marked
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Figure 3: The nDCG of the ranked results between the models on the ranked results test datasets. The relevance
judgments were determined via Netspeak’s ranking, which is equivalent to the frequencies in Google n-grams.

if the query contains another verb or noun, respec-
tively. As the training set, we selected the first 10
million queries from the training split of Wikitext.
As the dev set, we selected all queries extracted
from Wikitext’s dev split. As the test set, we used
all 3 and 5-gram queries from Wikitext’s test split
and all CLOTH splits.

The ranked answers datasets consist of the
queries from the original token dataset, but all an-
swers were replaced by the top 30 results retrieved
from Netspeak, which is equivalent to the most
frequent observations in Google n-grams. We as-
signed a relevance score to each result based on
its absolute frequency: above 100K we assigned
a high (3) score, above 10K a medium (2) score,
with any occurrence a low (1), and otherwise a
zero (0) relevance score. We discarded all queries
with an empty result set. We determined the splits
analogously to the original token dataset.

Model Configuration For the MLM strat-
egy, we fine-tune Huggingface’s implemen-
tation of DistilBERTForMaskedLM on the
original token dataset, using the pre-trained
distilbert-base-uncased checkpoint. We
only exposed one n-gram as input at a time. We
train the model using the standard training routine
with default parameters, although we doubled the
masking probability to 30 %, twice the rate used
for BERT (Devlin et al., 2019), and adapted the
initial learning rate to 2e-5 and the weight decay
to 0.01. We evaluate the performance once with
the pre-trained checkpoint as dBERT and once after
fine-tuning as dBERTft.

For the CDLM strategy, we fine-tune
Huggingface’s implementation of BARTFor-
ConditionalGeneration for infilling on the
ranked answers dataset using the pre-trained

facebook/bart-base checkpoint. We only
exposed one n-gram as input at a time and used
the same hyperparameters as with the MLM
strategy, except that masking was done manually.
We evaluate the performance with the pre-trained
checkpoint as BART and after fine-tuning as
BARTft.

5 Evaluation

We quantitatively evaluate our proposed methods
using the mean reciprocal rank (MRR) and the
normalized discounted cumulative gain (nDCG)
(Järvelin and Kekäläinen, 2002).

System Performance We evaluate the system
performance using the MRR of the author’s cho-
sen word, shown in Table 3, assuming that the
author’s chosen word in the source text is also a
good answer to the cloze query. Therefore, the
better word search engine should rank the author’s
choice higher on average over many queries. Ta-
ble 3 shows the MRR for the four models compared
to Netspeak, once over all queries in the test
datasets, and once for the shared subset of queries
where Netspeak returned non-empty results.

The MRR results allow three conclusions. First,
our proposed fine-tuning strategy improves the
pre-trained baseline’s performance consistently for
BART and on queries from Wikitext for dBERT.
Second, on queries from RA, the best models al-
ready perform close to Netspeak. Third, both
fine-tuned models can answer 4-5 times as many
queries than Netspeak, which can be observed
from the ratio between RA and OT datasets. Since
the OT dataset contains up to 82% uncommon
queries, which have no support in the Google n-
grams indexed by Netspeak, the language models

42



0

0.1

0.2

0.3

0.4

VERB VERB+ NOUN NOUN+ PRON ADJ/V STOP 1 2 3 4 5

M
ea

n 
R

ec
ip

ro
ca

l R
an

k
0.5

0.6

dBERT
dBERT

BART
BART

Netspeak

ftft

0

0.1

0.2

0.3

VERB VERB+ NOUN NOUN+ PRON ADJ/V STOP 1 2 3 4 5M
ea

n 
R

ec
ip

ro
ca

l R
an

k

Word Class of the Wildcard Position in 3 and 5 Token Queries
1 2 3

W
ik

ite
xt

C
LO

T
H

0

0.1

0.2

0.3

Fr
eq

ue
nc

y
Fr

eq
ue

nc
y

0

0.1

0.2

0.3

1 2 3

Figure 4: The MRR by word class (left) and wildcard position (center and right) of Netspeak and the four Models
on the Original Token test dataset. Queries that Netspeak could not answer were ignored. The gray bars indicate the
relative frequency.

score up to 9 percentage points lower than on RA.
The MRR increases with increasing context size
since additional context can only reduce the set of
potentially matching answers.

Ranking We evaluate the ranking of the results
using the nDCG as shown in Figure 3. Consistent
with the MRR results, the fine-tuned models outper-
form their pre-trained counterpart, dBERT profits
more from fine-tuning and performs best. Most of
the relevant results are in the top ranks since the
nDCG scores only marginally improve past rank
10.

Position and Word Class We evaluate further
query attributes besides size and genre, wildcard
position, and wildcard word class, using the MRR
as shown in Figure 4. These results show that a
large part of the performance gain when fine-tuning
can be attributed to gains in the closed-class words.
The MRR is lower for open-class words since there
are more plausible options for each query and the
original token is on a lower rank more often. Fine-
tuning has only a marginal impact on open-class
words. dBERT scores the lowest when the wildcard
is either at the beginning or at the end of the query,
while BART scores the lowest for wildcards at the
beginning. Fine-tuning significantly improves the
performance in these cases, with only marginal
improving queries with wildcards in the center po-
sitions.

The performance difference between closed
and open-class words also partially explains the

substantially lower MRR and nDCG scores over
CLOTH queries for all models: The answers to
cloth-queries more often belong to lower scor-
ing open classes, the answers to Wikitext-queries
more frequently belong to the high scoring closed
classes.

Runtime We compare the runtime performance
by measuring the average time to answer a query
(see Table 3) over all queries in the ranked answers
test dataset. Netspeak and dBERT are equally fast
with 5 ms per query, while BART takes twice as long.
In practice, both language models are fast enough
for context-sensitive word search. We measured the
performance of the language models with sequen-
tial, non-batched queries on GPU. We measured
the performance of Netspeak with a local Nets-
peak instance and a local index, queried through
Netspeak’s GRPC API. All systems were tested in
identical containers with 4 AMD EPYC 7F72 CPU
cores, 32 GB of RAM, and one A100 GPU.

6 Conclusion

This paper investigates whether state-of-the-art lan-
guage models can mitigate the shortcomings of
n-gram indices in context-sensitive word search
engines. We present strategies to fine-tune masked
and conditional language models so that they can
answer word search queries. Our evaluation shows
that our proposed methods can answer short queries
(3 tokens) nearly as well as by observing actual
n-gram frequencies in a large text corpus. Further-
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more, our fine-tuned models perform well when
supporting observations are scarce so that n-gram
indices provide no results. Since this already is the
dominant case for n = 5, we can conclude that lan-
guage models, fine-tuned for word search queries,
are a suitable extension to context-sensitive word
search engines.

Impact Statement

Context-sensitive word search engines provide eas-
ier access to language resources and our work ex-
tends this to data from language models. This im-
plies an increased risk of leaking sensible data con-
tained in the source data. We avoided training mod-
els to predict proper nouns to avoid that a model
can be used to search for personal information.

We use and combine data from Wikitext (i.e.
Wikipedia), CLOTH, and the Google Web and
Books n-grams, obtained from publicly available
and appropriately acknowledged sources and ac-
cording to their terms and conditions. Our derived
systems and evaluation procedure may be suscepti-
ble to biases inherent in the data we used. We took
no extra steps to de-bias the models or data used.
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Abstract

Emotions are essential for storytelling and nar-
rative generation, and as such, the relationship
between stories and emotions has been exten-
sively studied. The authors of this paper, includ-
ing a professional novelist, have examined the
use of natural language processing to address
the problems of novelists from the perspective
of practical creative writing. In particular, the
story completion task, which requires under-
standing the existing unfinished context, was
studied from the perspective of creative support
for human writers, to generate appropriate con-
tent to complete the unfinished parts. It was
found that unsupervised pre-trained large neu-
ral models of the sequence-to-sequence type
are useful for this task. Furthermore, based on
the plug-and-play module for controllable text
generation using GPT-2, an additional module
was implemented to consider emotions. Al-
though this is a preliminary study, and the re-
sults leave room for improvement before incor-
porating the model into a practical system, this
effort is an important step in complementing
the emotional trajectory of the story.

1 Introduction

In this study, the authors, one of whom is a pro-
fessional novelist, examined the use of natural lan-
guage processing to solve the problems faced by
novelists from the perspective of practical creative
writing. Among the diverse topics related to auto-
matic storytelling and human creativity, “emotion”
should be emphasized as an important keyword.
The relationship between stories and emotions has
been an essential part of the research in the field
of humanities, especially in the cognitive and af-
fective science of literature (Hogan, 2006; Pandit
and Hogan, 2006; Johnson-Laird and Oatley, 2008;
Hogan, 2010, 2019).

In providing practical knowledge for authors,
creative techniques emphasize the importance of
being conscious of readers’ emotions (Field, 2006;

Snyder, 2005). The theory of the emotional arc,
which states that a good story can be typified by
emotional movement, is well known from the in-
troduction by a popular American novelist, Von-
negut (1995). As presented in Reagan et al. (2016),
studies have been conducted to reveal the close
relationship between emotions and stories.

Ackerman and Puglisi (2012) insisted that a
key component of every character is emotion. In
the context of serious storytelling, Lugmayr et al.
(2017) insisted that a fundamental aspect of story-
telling is emotions, that is, the cognitive aspects
that the story evokes in its audience. Numerous ef-
forts have been made to disclose the mystery of the
relationship between emotions and stories (Ander-
son and McMaster, 1982; Strapparava and Mihal-
cea, 2008; Abdul-Mageed and Ungar, 2017; Kim
and Klinger, 2018, 2019a,b; Zad and Finlayson,
2020).

This study focuses on introducing emotions into
a story completion (SC) task. The basic task set-
ting in SC is shown in Figure 1.1 In the field of
story generation and understanding, Wang and Wan
(2019) proposed SC. We believe that the artificial
intelligence (AI) ability to solve SC tasks is impor-
tant in the context of providing creative support. If
writers cannot complete a story and do not know
how to proceed with a plot, a suitable model can
provide them with appropriate support.

The main contributions of this study are as fol-
lows:

• The importance of emotion in stories was con-
firmed from the perspective of a professional
writer, based on which, the possibility of incor-
porating emotions into SC tasks is discussed
for creative support, and a specific method is
proposed to accomplish this.

1The original story in this figure is from ROCStories
(storyid: 0bb3f8b6-117c-45d0-861f-d9953ccc7ddb; storytitle:
Dancing).
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Story Completion

Jake was a good dancer but he was shy. 
<missing_sentence> Every time he saw her he got shy 
and didn't ask. The day before the dance Mary asked 
Jake. Jake said yes and he showed Mary how to dance.

Jake was a good dancer but he was shy. He wanted to 
ask Mary to the school dance. Every time he saw her
he got shy and didn't ask. The day before the dance 
Mary asked Jake. Jake said yes and he showed Mary 
how to dance.

He was excited that he was ready to 
ask Mary to the dance party.

He wanted to ask Mary to dance 
together but was afraid to be declined.

Astonished

Excited
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Happy

Delighted
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Figure 1: Conceptual diagram of the functionality this study aims for. 1⃝ Overview of the story completion task. To
address the <missing_position> token in an incomplete story, unsupervised pre-trained large neural models
are used. 2⃝ PPLM is used to control the emotions of the generative text. The representation of the emotions in this
figure was reconstructed from an image by Russell (1980).

• Control of SC was examined through our
implementation using the plug-and-play lan-
guage model (PPLM) (Dathathri et al., 2020),
whereby the application of the PPLM, which
is originally limited, was expanded.

This study is a preliminary study, and the results
should be improved before incorporating the model
into a practical system. However, we believe that
this effort is an important step toward complement-
ing the emotional trajectory of the story and worth
discussing for future directions.

As a complementary contribution to this study,
we would like to note that a professional writer
researched how to use natural language processing
(NLP) technology to reflect the viewpoints of writ-
ers and researchers. We expect that this work will
contribute to building a bridge toward collaborative
work between professional writers and researchers
in NLP and human computer interface (HCI) to
accelerate research in the field of story writing as-
sistance.

2 Related Work

2.1 Story Completion

In the field of story generation and understanding,
Wang and Wan (2019) proposed SC. Given any
four sentences in a five-sentence story, the objec-
tive of the task is to generate a sentence that is not
provided (missing plot), to complete the story. In
addition to this, research on text infilling has been
actively conducted in recent years (Ippolito et al.,
2019; Donahue et al., 2020; Huang et al., 2020;

Wang et al., 2020). We pointed out that the ability
to solve an SC task is essential from the viewpoint
of creative support for writers (Mori et al., 2020).
If writers cannot complete a story and do not know
how to proceed with the plot, AI can provide ap-
propriate support for filling in the blanks.

In this study, controlled text generation with
emotion awareness is applied to SC. Focusing on
stories, a method is proposed to handle this task
in a simple manner by including a special token,
specific to the task. By organizing the task in a
simple manner, it becomes possible to solve it in a
similar way with various models.

2.2 Emotion-aware Storytelling

Some studies have attempted to control story gener-
ation by considering emotions (Chandu et al., 2019;
Luo et al., 2019; Brahman and Chaturvedi, 2020;
Dathathri et al., 2020; Xu et al., 2020). The study
closest to ours is that of Brahman and Chaturvedi
(2020). They insisted that their study was the first
to model the emotional trajectory of the protagonist
in neural storytelling. There are significant differ-
ences between their study and ours with respect to
task setting and the approach taken.

First, Brahman and Chaturvedi (2020) attempted
to generate an entire story from the task, while
our focus is on the SC task that a model reads to
understand what is written in the original context.
In this study, dimensional emotions (valence and
arousal) were used instead of categorical emotions
(four basic emotions in addition to neutral). Divid-
ing emotions into categories is easy to understand,
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but for precise control, it is desirable to handle
emotions as continuous values. Luo et al. (2019)
tackled fine-grained emotion control of story gen-
eration, but their objective was story ending rather
than completion. Moreover, the controlled emotion
was restricted to one dimension (positive-negative).
The interest in this study is the control of more di-
verse two-dimensional emotions based on Russell’s
circumplex model (Russell, 1980).

2.3 Controllable text generation with
Transformer

There are some works in unsupervised pre-trained
large neural models for control text generation.
Keskar et al. (2019) proposed CTRL to control
specific aspects of text generation in large-scale lan-
guage models. Based on the large-scale language
model MEGATRON (Shoeybi et al., 2020) and
knowledge-enhanced story generation (Guan et al.,
2020), Xu et al. (2020) proposed MEGATRON-
CNTRL. In other studies, Rashkin et al. (2020)
proposed the task of outline-conditioned story gen-
eration, whereby the input only provided a rough
sketch of the plot. Therefore, models must gener-
ate a story by interweaving the key points provided
in the outline. Inspired by plug-and-play gener-
ative networks (PPGN) (Nguyen et al., 2017) in
computer vision, Dathathri et al. (2020) proposed
PPLM, an alternative approach for controlled text
generation. Their approach uses attachment mod-
els for pre-trained GPT-2 (Radford et al., 2019)
to control the word probability distribution during
the word-by-word generation process. Optimiza-
tion is performed ex post facto in the activation
space; therefore, no retraining or fine-tuning of the
core language model is required. Following this
approach, methods have been presented to control
the output by adding modules for output control
without modifying the core model, such as DE-
LOREAN (DEcoding for nonmonotonic LOgical
REAsoNing) (Qin et al., 2020), side-tuning (Zhang
et al., 2020a), auxiliary tuning (Zeldes et al., 2020),
and GeDi (Krause et al., 2021).

In this study, PPLM, which is a well-designed,
simple, and powerful method, is applied for
emotion-controllable story generation. Dathathri
et al. (2020) explored controlled generation for as-
sistive story writing, demonstrating the usefulness
of PPLM in this area. However, they conducted
an exploration of open-ended story generation, not
SC.

3 Methods

This section describes the proposed method in de-
tail, emphasizing the ingenuity of its implementa-
tion. The proposed model has a novel architecture
composed of two main parts for SC tasks.

• Fine-tuning unsupervised pre-trained large
neural models for the SC task.

• Emotion-aware controlling of fine-tuned mod-
els using PPLM.

Studies on applying unsupervised pre-trained
large neural models for text infilling have been
actively conducted recently (Ippolito et al., 2019;
Donahue et al., 2020; Huang et al., 2020; Wang
et al., 2020). The first part of our method follows
this trend and is verified using various models.

In Subsection 3.2, a modified version of PPLM
(Dathathri et al., 2020) is proposed for emotion-
aware SC. PPLM, given a prompt (user input text),
generates subsequent sentences, as it uses GPT-
2 as a base model and tiny attribute models. In
this study, the PPLM model was expanded through
concatenation with other models.

The model code was implemented using Py-
Torch (Paszke et al., 2019), which is an open-
source machine-learning framework provided as
a Python library.2 To make use of unsupervised
pre-trained large neural models, our code was also
based on Huggingface Transformers (Wolf et al.,
2020), which provide general-purpose architectures
for natural language understanding (NLU) and nat-
ural language generation (NLG).

The focus here is mainly on Seq2Seq language
models (Seq2SeqLMs). For Seq2SeqLMs and its
variants, the models below were used.

• BART (Lewis et al., 2020) - BART base,
BART large

• T5 (Raffel et al., 2020) - T5 base, T5 large

• PEGASUS (Zhang et al., 2020b) - PEGASUS
large

• ProphetNet (Qi et al., 2020) - XLM-
ProphetNet large 3

2https://pytorch.org/
3We used XLM-ProphetNet because only “un-

cased” models of ProphetNet were available for pre-
trained models. Hence, XLM-ProphetNet, specifically,
“microsoft/xprophetnet-large-wiki100-cased,” which is a
cased version, was used.
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Model #layers #hidden units #multi-attention heads

BART (Lewis et al., 2020) base 6 768 12
large 12 1024 16

T5 (Raffel et al., 2020) base 6 768 12
large 12 1024 16

PEGASUS large 16 1024 16
ProphetNet XLM-ProphetNet large 12 1024 16

Table 1: Details of pre-trained models. The Seq2SeqLM in this study consists of encoders and decoders, both
having the same number of layers, as indicated in the table for each.

Causal language models (CLMs), which have a
left-to-right architecture, do not seem to perform
well on SC because they were originally designed
for the generation of a continuation of the given
prompt and not for completing the missing part,
by considering the before and after of the missing
part. However, Donahue et al. (2020) proposed the
infilling by language modeling (ILM), an approach
that enables CLMs to leverage the entire context
for text infilling. We left it for future work to apply
CLMs to controllable story completion with our
proposed method.

PyTorch version 1.11.0, and HuggingFace Trans-
formers version 4.18.0 were used.4 The details of
pre-trained models are displayed in Table 1.

3.1 No-emotion-aware baselines

Initially, models for SC that do not consider emo-
tions should be trained for plug-and-play control.
In this study, these methods are referred to as “No-
emotion-aware baselines.” As shown in Figure
1, a special token was defined for the SC task:
“<missing_position>”. A special token is
inserted into the missing position k, such that the
input to the model becomes S′ = {s1, ..., sk−1,
<missing_position>, sk+1, ..., sn}. s stands
for a sentence, and the subscript number indicates
the position of the sentence in the entire text. Sub-
sequently, the model outputs sk, as defined in the
task.

For Seq2SeqLMs, the S′ are concatenated into
one text and fed to the encoder. The encoder then
passes the calculated embeddings to the decoder
and generates text. The output is expected to be a
single sentence; however, it was also explored if
the model could learn from fine-tuning, including
“generate only one sentence,” constraints.

4We plan to make our code publicly avail-
able at https://github.com/mil-tokyo/
controllable-story-completion-pilot-study.

3.2 Emotion Controlling Methods
In this study, PPLM was updated for use in emo-
tion control during story completion. PPLM was
originally implemented as an additional module
for GPT-2 (the default model was GPT2-medium).
Adapting PPLM to Seq2SeqLMs required some
implementation ingenuities. PPLM was originally
designed to generate the continuation of a given
text using a decoder-only model. In contrast, in
this study, the given text is first processed with the
encoder, and then the resulting tensor is used to
generate sentences with the decoder.

PPLM has two types of attribute models: bag-
of-words (PPLM-BoW) and discriminator (PPLM-
Discrim). Originally, PPLM-BoW did not include
an emotion control set. PPLM-Discrim has a pre-
trained model for sentiment control, but it is pos-
itive–negative. In this study, the focus was on
PPLM-BoW because it can function by preparing
a list of words without additional learning. Thus,
the original word list provided in PPLM can be
used, but this does not consider valence and arousal.
Hence, the NRC valence, arousal, and dominance
lexicon (Mohammad, 2018) (NRC-VAD lexicon)
was used to obtain the word list annotated with di-
mensional emotion values, which was subsequently
fed into PPLM-BoW. Instead of using the entire
NRC-VAD lexicon as is, in our implementation, a
range of values can be specified for valence and
arousal (and dominance) at runtime to obtain a sub-
set within that range.

4 Experimental Setup

4.1 Dataset
In this pilot study, the proposed method was trained
and evaluated using ROCStories (Mostafazadeh
et al., 2016). As shown in Table 2, the dataset was
randomly split in a ratio of 8:1:1 to obtain training,
development, and test sets. One sentence was re-
moved from the five-sentence story. The missing
position k was randomly determined based on a
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set #stories how to give k

Training 78,528 randomly during training
dev 9,816 when creating a dataset
Test 9,817 when creating a dataset

total 98,161

Table 2: Overview of the dataset used.

discrete uniform distribution. For the development
and test sets, the removal procedure was performed
when creating the dataset to improve reproducibil-
ity. For the training set, the original five-sentence
story was retained in the dataset and a sentence was
randomly removed while reading the data during
training. This setting followed that of our previous
study (Mori et al., 2020).

4.2 Training Details

For training, the AdamW (Loshchilov and Hut-
ter, 2019) optimizer was used with parameters
β1 = 0.9, β2 = 0.999, andϵ = 1e − 08. The
initial learning rate was set to 3e− 05 and linearly
decreased thereafter from the initial point to 0 to
avoid overfitting. The model was fine-tuned us-
ing NVIDIA Tesla V100 GPUs and the size of the
training batch was set to 8.

We use two sets of training parameters. One is
task-specific parameters, defined for each model
based on with reference to its use for the summa-
rization task. The other is common parameters for
all models.

Seq2SeqLMs significantly improved the perfor-
mance compared to conventional models in text-to-
text tasks, especially in summarization and trans-
lation. Of these two well-worked tasks, we hy-
pothesized that the training settings for summa-
rization are closer to what we need for SC. SC
requires methods to understand the context, to gen-
erate appropriate sentences for completion. The
given context is typically longer than a sentence
for completion. In summary, methods are required
to understand the entire text, to generate shorter
sentences to represent it. Although there are two
types of approaches, extractive summarization and
abstractive summarization, the basic objective is
the same. On the other hand, in translation tasks,
although it is also important to understand the in-
put content, the output length is not significantly
different from the input length (note that there is a
difference related to the nature of each language).
There are also application examples, such as para-

phrasing in one language, but the input and output
are generally in different languages during transla-
tion.

What varies from model to model is the setting
such as length penalty and max length of input
and output sequence. The length penalty places a
constraint on the length of the generated sentences,
prompting the generation of longer sentences if it
is greater than 1.0, and shorter sentences if it is less
than 1.0. As mentioned above, task-specific param-
eters prepared for summarization were used in this
study. This was done to ensure the fairness of the
settings by unifying the parameters in “solving SC
by directly applying the settings of the summariza-
tion task.” 5 For this reason, the length penalty was
set to 2.0 for T5 in this experiment, 1.0 for BART,
and 0.8 for PEGASUS. For XLM-ProphetNet, the
penalty was 2.0.

For a different sense of fairness, we provided
another setting that uses a common length penalty.
In this setting, the length penalty is 1.0.

4.3 Evaluation Metrics
It is necessary to evaluate a large number of models
and their variants (model parameters, training pa-
rameters, tasks that are fine-tuned beforehand, etc.).
Thus, automatic evaluation metrics were employed
instead of human evaluation. Stories entertain the
reader (or evoke other emotions); therefore, hu-
man evaluation is important. However, there is a
huge cost involved in terms of time and money for
evaluating various parameters in many models. In
addition, there are factors such as age, gender, and
regional trends in texts, particularly in stories. The
problem is that stories liked by someone are not
always liked by others. In this section, the focus is
on automatic evaluation metrics for a large number
of models. The human evaluation of a narrowed-
down list of promising candidate models is left for
future work.

The following metrics were used for the eval-
uation: BLEU (Papineni et al., 2002), ROUGE
(Lin, 2004), METEOR (Banerjee and Lavie, 2005),
BERTScore (Zhang* et al., 2020),6 and BLEURT
(Sellam et al., 2020).7 The Python library Hug-
gingFace Datasets was used for certain metrics;

5There is no generic parameter for the “summarization
task” for PEGASUS, so the parameter for summarization of
the XSUM dataset was used.

6https://github.com/Tiiiger/bert_
score

7https://github.com/google-research/
bleurt
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‘sacrebleu’ as BLEU, ROUGE and METEOR.8 For
each of BERTScore and BLEURT, the original im-
plementation of each paper was used.

5 Results

5.1 No-emotion-aware baselines

First, experiments were conducted using no-
emotion-aware baselines. Table 3 lists the test set
results of Seq2SeqLMs evaluated using automatic
evaluation metrics. In this comparison, the entire
story was not compared; however, the generated
complementary sentence was compared with the
original sentence (the missing sentence). The value
of F1 was used for ROUGE and BERTScore. In
addition, for BERTScore, the authors obtained an
average when evaluating the models.9 BLEURT
was treated in a similar manner.

The results indicated that BART large exhibited
the highest scores for every metric. For a deeper
analysis of the metric results, Table 4 was cre-
ated for average generation length and runtime. In
BART base, BART large, and PEGASUS, the two
training settings didn’t have a significant impact.
On the other hand, for T5 base, T5 large, and XLM-
ProphetNet, better results were obtained when us-
ing task-specific parameters. The result suggests
that the parameters for summarization work well
for story completion, especially when the model
requires a large length penalty for summarization
tasks.

Table 5 and 6 display the examples generated.

5.2 Emotion Controlling Method

The Seq2SeqLM + PPLM-BoW results are pre-
sented in Table 7. As BART large displayed the
best result in the no-emotion-aware baseline exper-
iment, BART large was used as the first step of
Emotion-aware SC with Seq2SeqLM + PPLM.

In the examples shown in Table 7, the ranges
of valence and arousal were set to 0.0 <=
valence <= 0.3 and 0.7 <= arousal <= 1.0,
respectively. As valence is negative and arousal is
high, negative and excited emotions are expected
to emerge. The results of an uncontrolled trial (un-
perturbed) and three controlled trials (perturbed)
are presented as examples. Perturbed 1 seems to
be controlled by “negative and excited.” In the

8https://github.com/huggingface/
datasets

9https://github.com/Tiiiger/bert_
score/blob/master/example/Demo.ipynb

context of careful driving, it is not unnatural for
events related to the car to occur, and on top of that,
the expression that the car gets stuck is negative.
We showed an example where the generation of
emotion-controlled sentences worked well. How-
ever, the adjustment of the parameters to generate a
sequence was very severe. PPLM provides param-
eters to manipulate the generated results, but it is
very difficult to adjust these parameters, at least in
combination with Seq2SeqLM.

We should note that the BART large model
used here was trained with an older version of Py-
Torch and Transformers. Unfortunately, the ver-
sion trained with PyTorch 1.11.0 and Transformers
4.18.0 used in this Seq2SeqLM Story Completion
did not produce good results with the same gen-
eration parameters. Although we could run the
modified PPLM with the libraries of the newer ver-
sion, the choice of the fine-tuned model is also
severe.

PPLM was originally designed for use with GPT-
2, but in this study, it was modified and applied to
Seq2SeqLM. Specifically, it was confirmed that
PPLM works on BART. However, when we used
the Seq2SeqLM model which was fine-tuned for
no-emotion-aware SC to generate sentences con-
trolled with PPLM, we found that the sentences
tended to be shorter than those generated without
PPLM.

6 Discussion

The no-emotion-aware baseline results indicate that
BART large exhibited the highest scores for every
metric. In this study, we used two sets of train-
ing parameters: one is based on summarization
task-specific parameters and the other is common
parameters. The result showed that the parameters
for summarization work well for story completion,
compared to common parameters that do not ac-
count for differences between models. Future stud-
ies should search for specific parameters for each
model that are more suitable for SC.

In this study, PPLM was extended and com-
bined with BART, a representative model of
Seq2SeqLMs. In addition, by combining PPLM
with the NRC-VAD lexicon, a basis was created
for SC to consider valence and arousal. However,
there is still a lot of room for improvement in the
results.

In text generation, it is important to control the
behavior of the model using parameters such as
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BLEU ROUGE-1 ROUGE-2 ROUGE-L METEOR BERTScore BLEURT

BART base w/ specific param 5.352848 0.265496 0.082603 0.245470 0.254414 0.909720 -0.432042
BART large w/ specific param 7.390772 0.291679 0.106530 0.271545 0.279876 0.914704 -0.373194
PEGASUS large w/ specific param 5.401445 0.265151 0.085482 0.243784 0.266451 0.909168 -0.443984
T5 base w/ specific param 4.390108 0.253425 0.070985 0.232174 0.244871 0.907397 -0.473313
T5 large w/ specific param 6.249401 0.282742 0.095236 0.259644 0.276074 0.912142 -0.404434
XLM-ProphetNet large w/ specific param 0.116252 0.159532 0.010753 0.148529 0.065040 0.853637 -0.821382

BART base 5.352848 0.265651 0.082704 0.245416 0.254414 0.909720 -0.432042
BART large 7.390772 0.291414 0.106375 0.271576 0.279876 0.914704 -0.373194
20220410_003_pegasus_large 5.401445 0.265209 0.085513 0.243719 0.266451 0.909168 -0.443984
T5 base 2.330794 0.257133 0.074025 0.241255 0.194306 0.900627 -0.911796
T5 large 2.332709 0.288103 0.098576 0.270357 0.225574 0.903646 -0.912072
XLM-ProphetNet large 0.071638 0.158260 0.009964 0.146465 0.064679 0.852067 -0.798809

Table 3: The result of no-emotion-aware Seq2SeqLMs evaluated with automatic evaluation metrics.

BLEU generated length runtime samples/sec

BART base w/ specific param 5.3528 14.5 344.5440 -0.003
BART large w/ specific param 7.3907 15.0 546.4531 -0.002
PEGASUS large w/ specific param 5.4014 13.6 890.2809 -0.001
T5 base w/ specific param 4.3901 14.9 595.7259 -0.002
T5 large w/ specific param 6.2494 14.7 1031.0659 -0.001
XLM-ProphetNet large w/ specific param 0.1163 10.8 960.6619 -0.001

BART base 5.3528 14.5 352.5765 -0.003
BART large 7.3907 15.0 556.1080 -0.002
20220410_003_pegasus_large 5.4014 13.6 893.2609 -0.001
T5 base 2.3308 13.8 487.8538 -0.002
T5 large 2.3327 13.6 866.5806 -0.001
XLM-ProphetNet large10 0.0716 9.0 11589.1036 -0.000

Table 4: The mean generated length and the runtime of no-emotion-aware Seq2SeqLMs. “w/ specific param”
indicates that the model is trained using the task-specific parameters of each model.

storyid dc36af5e-a65f-4193-8f3c-5162c8af6755

context <missing_position> I wanted to take out some fish. But then the lady was not
using gloves. I was disgusted. I ended up walking out.

missing_id 0
GT I went to a restaurant yesterday.
BART base I went to the fish market with my friends.
BART large I went to the fish market yesterday.
PEGASUS large I went to the fish market today for the first time.
T5 base I went to a fish market one day. I was very hungry.
T5 large I went to a fish market one day with my friends.
XLM-ProphetNet large She was to to the....
GT completed story I went to a restaurant yesterday. I wanted to take out some fish. But then the lady was

not using gloves. I was disgusted. I ended up walking out.
BART base completed
story

I went to the fish market with my friends. I wanted to take out some fish. But then the
lady was not using gloves. I was disgusted. I ended up walking out.

BART large completed
story

I went to the fish market yesterday. I wanted to take out some fish. But then the lady was
not using gloves. I was disgusted. I ended up walking out.

PEGASUS large com-
pleted story

I went to the fish market today for the first time. I wanted to take out some fish. But then
the lady was not using gloves. I was disgusted. I ended up walking out.

T5 base completed story I went to a fish market one day. I was very hungry. I wanted to take out some fish. But
then the lady was not using gloves. I was disgusted. I ended up walking out.

T5 large completed
story

I went to a fish market one day with my friends. I wanted to take out some fish. But then
the lady was not using gloves. I was disgusted. I ended up walking out.

XLM-ProphetNet large
completed story

She was to to the.... I wanted to take out some fish. But then the lady was not using
gloves. I was disgusted. I ended up walking out.

Table 5: Examples of contexts and completion sentences generated by no-emotion-aware Seq2SeqLMs. In this case,
the task-specific parameters for each model were used.

the length penalty. Two types of parameters were
experimented with in this study, but further effort
is required to determine the best parameter. The
optimal hyperparameters seem to be naturally dif-

ferent for each model. It is not realistic to check
all outputs using the human eye while adjusting
hyperparameters within a wide range of values for
many models. Therefore, an automatic evaluation
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storyid f2a013bd-852f-43f4-9012-4db8ae44c64e

context Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt
young, Jane used to walk her dog in a pram. <missing_position> Jane didn’t care
as she knew she was making him feel better.

missing_id 3
GT This would look strange to the public.
BART base One day, her dog fell down and broke his leg.
BART large Her dog got very sick and couldn’t run anymore.
PEGASUS large One day, her dog got sick and had to be put down.
T5 base One day, she noticed that her dog was very sick.
T5 large One day, her dog got sick and couldn’t walk.
XLM-ProphetNet large He was to to the the..
GT completed story Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt

young, Jane used to walk her dog in a pram. This would look strange to the public. Jane
didn’t care as she knew she was making him feel better.

BART base completed
story

Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt
young, Jane used to walk her dog in a pram. One day, her dog fell down and broke his
leg. Jane didn’t care as she knew she was making him feel better.

BART large completed
story

Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still
felt young, Jane used to walk her dog in a pram. Her dog got very sick and couldn’t run
anymore. Jane didn’t care as she knew she was making him feel better.

PEGASUS large com-
pleted story

Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt
young, Jane used to walk her dog in a pram. One day, her dog got sick and had to be put
down. Jane didn’t care as she knew she was making him feel better.

T5 base completed story Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt
young, Jane used to walk her dog in a pram. One day, she noticed that her dog was very
sick. Jane didn’t care as she knew she was making him feel better.

T5 large completed
story

Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still
felt young, Jane used to walk her dog in a pram. One day, her dog got sick and couldn’t
walk. Jane didn’t care as she knew she was making him feel better.

XLM-ProphetNet large
completed story

Jane had a very sick dog. Her dog was old and couldn’t run anymore. So that he still felt
young, Jane used to walk her dog in a pram. He was to to the the.. Jane didn’t care as
she knew she was making him feel better.

Table 6: Examples of contexts and completion sentences generated by no-emotion-aware Seq2SeqLMs. In this case,
the same hyperparameters were used for length penalty and max length.

Context I got a call from the hospital. My doctor told me to stop everything I’m
doing and come to her. Although I was nervous, I tried to drive calmly.
<missing_sentence> The doctor diagnosed me with leukemia.

missing sentence The front desk worker sent me to an office.

Unperturbed However, my blood.ItItMy

Perturbed 0 However, the car..
Perturbed 1 My car got stuck...
Perturbed 2 ......

Table 7: An example of emotion-controlled SC with BART large + PPLM-BoW (0.0 <= Valence <= 0.3 and 0.7 <=
Arousal <= 1.0).

mechanism is required.

The application of these methods to other
datasets is left for future work. As a representative
example, the WritingPrompts dataset (Fan et al.,
2018) was considered. Stories in WritingPrompts
vary in terms of length; therefore, the importance
of a single sentence varies from one story to the
other. With very long stories, generally trimming
is used to retain a predetermined number of words
from the start while truncating the rest. Hence, this
dataset was not considered to be suitable for the SC

tasks for now. Thus, as a starting point, ROCStories
was adopted.

7 Considerations by a Professional Writer

As noted in the Introduction, one of the authors of
this study was a professional novelist. This work
is a collaborative effort between researchers and
a professional creative writer. More precisely, the
first author of this paper is a professional Japanese
novelist as well as a researcher in the field of story
understanding and generation.
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In Section 6, the viewpoint of the researchers
is discussed. In this section, the positioning and
prospects of this study are discussed from the nov-
elist’s perspective.

In an experiment conducted separately from this
study, four professional creative writers were asked
to evaluate a creative writing support system.11

The results of that experiment confirmed that there
might be a negative perception of the system’s abil-
ity to control the output if there are parameters with
which the user is not familiar. Although it would
be desirable for users to have the freedom to adjust
the outcome, too many parameters make them lost.
They do not know what to do, resulting in confu-
sion on the user’s part in using the system and in a
negative impression.

As previously mentioned, our modified PPLM
for controllable SC addressed in this study is dif-
ficult to adjust. Moreover, in its current state,
users are required to understand what “valence”
and “arousal” mean. We believe that treating both
dimensions rather than one dimension (positive-
negative) would be important for future directions
in this area, but this idea is not yet widespread.
Hence, it is difficult for this approach to provide
professional writers with the desired results for now.
At this point, there was concern that other profes-
sional writers would have a negative impression
of the “creative writing support system that con-
trols the emotions of the generated text” as a whole.
That is why no human evaluation was conducted
on this study, except by the novelist author.

For practitioners, the extent to which AI could
replace their own work is an important issue; there
is also concern that it could trigger a sense of avoid-
ance toward AI. Prudence is needed in conducting
research, and professional evaluations, which are
important topics of discussion.

Some professional novelists write from begin-
ning to end in order, while others come up with
certain parts but cannot come up with the correct
sentences to fill in the gaps. SC is an important
task in helping the latter. From the creative writer’s
perspective, it is helpful to have a system that un-
derstands the meaning of one’s own writing and
then fills in the missing parts. Furthermore, as the
importance of the emotional arc in a story becomes
increasingly apparent, a system that controls the

11The details of the human evaluation consist the part of
the doctoral dissertation of the first author. The dissertation
will be publicly available in the UTokyo Repository, https:
//repository.dl.itc.u-tokyo.ac.jp/.

output of the emotions desired by the user as well as
an evaluation index that considers emotions would
be helpful.

8 Conclusion

In this study, the SC task was considered for vari-
ous emotions. Previous studies on emotion-aware
story generation have restricted emotions to one
dimension (positive-negative) or categorical ones.
Our aim was to control more diverse emotions, so
the issue of two-dimensional control was addressed
based on Russell’s circumplex model.

Our implementation made it possible to control
SC using PPLM. This expands the application of
PPLM, which was originally limited to the task
of “generating the continuation of a prompt.” Al-
though the goal of controlling emotions was ac-
complished, it was difficult to adjust the parame-
ters. Whether this difficulty in coordination can
be improved through innovative implementation or
demands a completely different approach requires
further examination.
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Abstract

Text revision refers to a family of natural lan-
guage generation tasks, where the source and
target sequences share moderate resemblance
in surface form but differentiate in attributes,
such as text style transfer (Shen et al., 2017),
text simplification (Xu et al., 2016), counterfac-
tual debiasing (Zmigrod et al., 2019), grammar
error correction (Sun et al., 2022) and sentence
fusion (Malmi et al., 2019).

As the most popular solution, sequence-to-
sequence (seq2seq) learning achieves state-of-
the-art results on many text revision tasks to-
day. However, it becomes less applicable when
there is no large-scale annotated parallel data
for training.

With recent breakthroughs in self-supervised
learning have enabled the pre-trained Trans-
former models (Vaswani et al., 2017), such as
BERT (Devlin et al., 2018), RoBERTa (Liu
et al., 2019) and GPT (Radford et al., 2020), to
learn sufficient distributed representation of nat-
ural language, which is universally transferable
to a wide range of downstream tasks even with-
out labeled data (Tenney et al., 2019; Zhang
et al., 2019; Wu et al., 2020). In this work, we
borrow the power of a pre-trained Transformer
for text revision without any parallel data.

In this paper, we propose OREO, a method of
On-the-fly REpresentation Optimization for text
revision. Instead of generating an entire se-
quence of tokens from scratch, OREO first de-
tects partial text span to be edited, then con-
ducts in-place span revision:

Step 1: Representation optimization Given
an input sentence X(i) at the i-th iteration,
RoBERTa parameterized by θ transforms it to a
sequence of hidden states H(i), conditioned on
which the attribute head estimates the probabil-
ity of target attribute PWAtt(z

∗|H(i)). Then, for
each revision, we find a small local perturbation
on H(i) that maximally increases the likelihood
of target attribute. As such, the update rule of

hidden states is:

H(i+1) = H(i) − λ
∇H(i)L

∥∇H(i)L∥2
, (1)

where λ is a hyper-parameter that controls the
norm of perturbation, and

L = − logPWAtt(z
∗|H(i)). (2)

Step 2: Span replacement After hidden states
are updated, OREO conducts span replacement.
We calculate magnitude of ∇H(i)L for i-th to-
ken, where L is calculated with (2), and se-
lect the span with largest magnitude. The se-
lected span X

(i)
t:t+N of length N is replaced by

[LM-MASK] tokens. RoBERTa takes as input
the masked sequence, and predicts a new span
autoregressively with the previously updated
hidden states.

The training for OREO is simple: we fine-tune
the RoBERTa model with masked language
modeling and attribute classification jointly.
The first objective forces RoBERTa to infill
a span consistent with the semantics and at-
tributes represented by hidden states, while the
latter one steers the hidden states towards a
desired attribute.

We experiment with two fundamental revision
tasks, text simplification and formalization.
In text simplification, our method surpassed
the supervised baseline by 4.2 SARI score
and unsupervised baseline 5.3 SARI score on
Newsela-turk (Maddela et al., 2020). In text
formalization, our approach outperforms all of
the unsupervised baseline models in terms of
content preservation and formality on GYAFC-
fr (Rao and Tetreault, 2018). Ablation study is
conducted to validate the design of each com-
ponent in the model, through which we have
following key findings: (1) representation op-
timization is essential to formality metrics; (2)
infilling conditioned on hidden states helps pre-
serve content; (3) our gradient-guided span se-
lection contributes to both of them.1

1This paper was originally published at AAAI 2022. Ac-
cess the full version here.
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Abstract 

The application of artificial intelligence 
(AI) for text generation in creative domains 
raises questions regarding the credibility of 
AI-generated content. In two studies, we 
explored if readers can differentiate 
between AI-based and human-written texts 
(generated based on the first line of texts 
and poems of classic authors) and how the 
stylistic qualities of these texts are rated. 
Participants read 9 AI-based continuations 
and either 9 human-written continuations 
(Study 1, N=120) or 9 original 
continuations (Study 2, N=302). 
Participants' task was to decide whether a 
continuation was written with an AI-tool or 
not, to indicate their confidence in each 
decision, and to assess the stylistic text 
quality. Results showed that participants 
generally had low accuracy for 
differentiating between text types but were 
overconfident in their decisions. Regarding 
the assessment of stylistic quality, AI-
continuations were perceived as less well-
written, inspiring, fascinating, interesting, 
and aesthetic than both human-written and 
original continuations.  

1 Introduction 

Artificial intelligence (AI) is increasingly used to 
provide support in creative domains such as the 

 
* this paper was published previously by Proceedings 
of CogSci 2022 (44st Annual Meeting of the 
Cognitive Science Society) 

composition of emotional film trailers (Smith et al., 
2017) or the ideation in fashion design (Jeon et al., 
2021). As part of this trend, advanced tools for 
human-AI co-creative processes have been 
developed in recent years. For instance, in a visual 
arts context, an empathic AI-tool has been 
developed that provides help in portrait drawing by 
means of embodied conversational interaction 
(Yalçın, Abukhodair & DiPaola, 2020). Another 
example from the field of music composition is an 
AI-tool enabling computational melodic 
harmonization (CHAMELEON) that has been 
developed by Zacharakis et al. (2021). When 
evaluating this tool with experienced and 
inexperienced music composers engaging in 
human-AI co-creative processes it turned out that 
this tool was particularly helpful for less 
experienced students to better express their ideas. 

In this paper we will focus on using AI-tools in 
an even more complex creative domain then music, 
namely the production of literary texts such as short 
stories or poems. This domain can be seen as 
providing harder challenges than music 
composition or drawing due to the complexity of 
its underlying semantic structure and the embodied 
grounding of the symbols used to express it (cf. 
Barsalou, 1999, 2008; Fischer & Zwaan, 2008; 
Lakoff & Johnson, 1980, 1999; Scherer & 
Wallbott, 1994).  
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Abstract

Storytelling in early childhood provides signifi-
cant benefits in language and literacy develop-
ment, relationship building, and entertainment.
To maximize these benefits, it is important to
empower children with more agency. Interac-
tive story rewriting through parent-children in-
teraction can boost children’s agency and help
build the relationship between parent and child
as they collaboratively create changes to an
original story. However, for children with lim-
ited proficiency in reading and writing, par-
ents must carry out multiple tasks to guide the
rewriting process, which can incur high cogni-
tive load. In this work, we introduce an inter-
face design that aims to support children and
parents to rewrite stories together with the help
of AI techniques. We describe three design
goals determined by a review of prior literature
in interactive storytelling and existing educa-
tional activities. We also propose a preliminary
prompt-based pipeline that uses GPT-3 to real-
ize the design goals and enable the interface.

1 Introduction

Storytelling in early childhood can enhance lan-
guage and literacy development and contribute to
improved oracy, listening, reading, and writing
skills later in life (Mello, 2001; Peck, 1989). When
interaction is added to the storytelling experience—
for example, a storyteller asking a child a question—
the attention of the child can be maintained. En-
hancing the children’s engagement can increase
the educational benefits of interactive storytelling
(Ligthart et al., 2020; Kotaman, 2020). There-
fore, researchers have developed a number of
technologies to support interactive storytelling for
young children, which range from letting children
record and playback stories (Cassell and Ryokai,
2001; Budd et al., 2007) to asking children to an-
swer comprehension-based questions (Zhang et al.,
2022) or illustrate stories (Rubegni and Landoni,
2014).

In engaging children with interactive storytelling,
three aspects of agency are important: autonomy,
competence, and effectance (Roth and Koenitz,
2016; Murray, 2017). Children feel more engaged
if they feel more autonomous and competent in
their decision-making (Ryan et al., 2006). Also, it
is important to make children feel their decisions
have an immediate (local effectance) and overall
(global effectance) effect on the narrative (Klimmt
et al., 2007). As an example of interactive stories
that support these aspects of agency, "pick-a-path"
or "choose your own adventure" stories can main-
tain children’s engagement by providing different
plots that children can explore depending on their
choices about the plot (Green and Jenkins, 2014).

Like "pick-a-path" stories, story rewriting can
be one of the activities to support children’s agency
in interactive storytelling in that a child makes de-
cisions (autonomous and competent) and the story
changes according to this decision (effectance).
Though it is well known that story rewriting ac-
tivities are helpful for developing storytelling and
reading comprehension skills (Lin et al., 2021), it
is challenging to provide the rewriting activities
to children with limited proficiency in reading and
writing. As children may struggle to rewrite stories
by themselves, parents could help them by partici-
pating in this activity. Based on existing rewriting
activities and literature on scaffolding children’s
story writing and constraints from younger chil-
dren’s lack of proficiency in reading and writing
(Spycher, 2017; House&Museum, 2020), parent-
children story rewriting can be composed of the fol-
lowing processes: (1) changing the setting and find-
ing what to change in the story, (2) parents asking
questions to their children about how they might
want to change the story, and (3) rewriting the story
based on the children’s decisions. However, it is
difficult for parents to carry out these processes
alone, because parents have been shown to struggle
in similar multitasking scenarios such as provid-
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ing story-relevant questions while storytelling due
to the high cognitive load incurred (Zhang et al.,
2022).

Instead of burdening parents, a viable solution
for parent-children story rewriting can be to adopt
a human-AI collaborative approach. AI models can
quickly and automatically perform tasks that can
be tedious for humans, while allowing children and
parents to focus on the tasks that increase the chil-
dren’s agency and build parent-child relationships.
Specifically, entity extraction, question generation,
and text generation techniques from recent natu-
ral language-based AI technologies can reduce the
load on parents in the aforementioned processes of
story rewriting, allowing them to focus more on the
interactions with their children. Therefore, in this
work, we introduce design sketches of our interface
that supports children to rewrite the story through
parent-children interaction with the help of AI tech-
niques. Specifically, the system can help parents
using a three-step pipeline: (1) finding entities in
the story that could be changed based on a set of
pre-defined dimensions from literature, (2) gener-
ating questions that a parent can ask their child
to decide on how to rewrite, and (3) rewriting sto-
ries based on the child’s decisions while keeping
coherency with prior context.

2 Design Goals

This work focuses on supporting interactive rewrit-
ing of children’s stories through parent-child in-
teraction to provide children with agency in story-
telling experiences. Since children’s reading skills
are very different from age to age and it is impor-
tant to provide support that fits their age, we set
the target age range of our potential users to be
three to eight years old, including the pre-reading
stage and early-reading stage (Hoien and Lundberg,
1988; Norman and Malicky, 1987). This work aims
to allow children in these stages in reading devel-
opment to make decisions on story elements by
answering to their parents’ questions and experi-
ence rewritten stories based on these interactions
with their parents. Our review of the previous liter-
ature on interactive storytelling and story writing,
as well as existing educational activities for story
writing, led to three high-level goals that informed
our design of a human-AI system for interactive
story rewriting.

2.1 Provide candidate dimensions to be
changed by parents and children

As a first step in teaching how to rewrite, exist-
ing activities help students learn which dimensions
(e.g., point-of-view, characters, setting) a story con-
sists of and what each dimension means. After that,
students are asked to mark up the story with every-
thing they would need to change while considering
the dimensions learned (House&Museum, 2020).
However, since children in the pre-reading stage
cannot read and the aforementioned task might be
hard for those in the early-reading stage (Hoien
and Lundberg, 1988; Norman and Malicky, 1987),
figuring out these dimensions would be challeng-
ing for children. Although finding all these ele-
ments would be easy for parents, they may also
feel aversion to this tedious task (Lin et al., 2021).
Therefore, to help parents identify the elements to
change in the story, we first identified six dimen-
sions that compose a story by referring to existing
taxonomies, which range from general dimensions
of stories (Adolfo et al., 2017; Carbonell, 1980) to
a schema of children’s story understanding (Paris
and Paris, 2003). These were the identified dimen-
sions:

• Character: the people in a story, primary and
secondary, protagonists and antagonists.

• Setting: where and when a story takes place,
and the interaction between those elements.

– Time: time of day, date, month, year, sea-
son, and point in history—past, present,
or future.

– Place: town/state/region/country, geog-
raphy, natural environment, built envi-
ronment (roads and buildings, rooms and
furnishings).

• Description of the character: adjectives or
complements describing the character.

• Feeling/emotion: description of how charac-
ters feel.

• Action: what characters do and how they do
it.

Based on these findings, our prototype provides
candidate entities in the original story correspond-
ing to each dimension to help parents notice what
to change so that they can ask their children about
how they want to rewrite it.
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Figure 1: The design for the interactive story rewriting interface shows that (1) the parent has chosen the first
question to ask their child, (2) the child answered with "Liam" as a name to replace "Tiana" (i.e., the main character’s
name), (3) the story has been rewritten based on this entity change, and (4) the user can accept or deny additional
changes by clicking on them in the rewritten story.

2.2 Support building relationships between
parents and children through question
answering about how to rewrite

Rewriting activities have been designed to help
students with reading and writing proficiency
to rewrite stories by themselves (Calkins, 1980;
House&Museum, 2020), however, children in our
target age range lack proficiency in reading or writ-
ing and may need external guidance to decide on
how to change chosen entities. One way to do so is
for parents to explicitly ask their children questions
to elicit these preferences and decisions. More-
over, dialogic reading theory (Zevenbergen and
Whitehurst, 2003) emphasizes the educational ben-
efits (e.g., language development) of parents ask-
ing questions to children during storytelling. This
theory also encourages parents to ask follow-up
questions that align with their child’s interest (even
when it is less related to the story’s content) instead
of simply reading all the words in the book. There-
fore, we aim to support parents to ask questions
about how to change the story to allow younger
children to make a change in the story while also
helping to build the relationship between parents
and children.

2.3 Present rewritten stories based on the
child’s decisions

When children decide to change a story and believe
that their changes will have meaningful outcomes

on the story, they feel agency in the process (Riedl
and Bulitko, 2013). Based on prior work, key ele-
ments towards fulfilling children’s agency are au-
tonomy and effectance (Murray, 1998; Roth and
Koenitz, 2016). Thus, it is important to change the
text according to the children’s choices while also
considering the following points. First, changing
additional spans that are relevant to the entities that
the children chose to change allows the children
to recognize the effect of their choices. For exam-
ple, if a child changes the setting from "New Or-
leans" to "Seoul," then changing the food "Gumbo"
accordingly would make the child feel that their
choices have more impact beyond just changing
the name of the city. Also, changing "Gumbo"
would be more meaningful for them than changing
"little house", for example, due to the relevancy
of these entities with the setting "New Orleans".
The second point is that effectance (i.e., the effect a
chosen entity has on the story) should be applied in
moderation—too many automatic changes can take
away opportunities for children to make their own
changes. Although it depends on the child’s literacy
and comprehension of the story, it is important for
parents to be able to control how many additional
spans the system changes. Finally, if the character
is changed, there could be linguistic elements like
pronouns that might also have to be changed in
subsequent parts of the story. Therefore, even for
parents with prior story-rewriting experiences, it
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can be hard to rewrite an entire story according to
their children’s choices as they should consider the
three points described above to support children’s
agency.

3 System

Based on the design goals, we envision an inter-
face that supports parent-AI-child interaction for
interactive story rewriting. In this section, we de-
scribe the interface and a preliminary prompt-based
pipeline that uses GPT-3 (Brown et al., 2020) to
enable such an interface.

3.1 Interface

The interface, shown in Figure 1, consists of three
main components: original story component (left),
Q&A component (middle), and rewritten story
component (right).

Through the original story component, the parent
user can see the original story as well as potential
spans that can be changed while reading the story.
Here, spans refers to "within-sentence phrases (up
to a threshold length) in the document" (Wadden
et al., 2019). The changeable spans are highlighted
and are prompted to be changed in the order that
they appear in the story, with the current span to
change is highlighted with more contrast. These
highlights allow the parent to get an overview of
what parts of the story will be changed before they
start reading the story to their child. As seen from
the figure, the first span to change in the story is
the name of the main character, “Tiana”.

To start asking their child how they would want
to change the current span, the parent can refer
to the Q&A component. The Q&A component
presents a set of AI-generated suggested questions
that the parent could ask their child to elicit answers
that could be used to replace the current span. In
the example, the current span is the main charac-
ter’s name so the suggested questions are worded
such that they prompt the child to answer with
names. Additionally, to help parents understand
their children better and build their relationship, the
suggested questions ask about the child’s prefer-
ences, feelings, and/or daily lives. If they are not
satisfied with the suggested questions, parents can
click on the "+" button to generate more suggested
questions.

From the Q&A component, the parent can se-
lect a question they like, ask it to their child, and
then enter the answer that their child gave into the

interface. With the answer submitted, the parent
can then see how the story has been rewritten: the
current span has changed to the submitted answer
(e.g., “Tiana” changed to “Liam”) and other parts
of the story have also been changed accordingly
(e.g., “girl” changed to “boy”). Rewritten parts of
the story are colored to help parents notice them
more easily to encourage parents to talk about them
with their child. For these additional rewrites based
on the change that the child requested, the parent
can accept or deny them by clicking on that part of
the text. Finally, the interface indicates the parts of
the story that the parent can now read to their child
by making them more salient.

3.2 Pipeline

As an initial step to investigate how such an in-
teractive story rewriting system could be realized,
we leveraged the few-shot capabilities of a large
language model (LLM), in this case GPT-3, to de-
velop a preliminary pipeline for the interface using
prompt engineering.

3.2.1 Span extraction
Our pipeline extracts spans in the story based on
a set of pre-defined dimensions in Section 2.1. As
mentioned before, the dimensions were: character,
setting (time and place), description of character,
feeling/emotion, and action. We designed prompts
to extract spans corresponding to each dimension
above in the original story, as shown in Figure 2.
For each sentence in the original story, the interface
extracts spans to be changed.

3.2.2 Question generation
Our interface provides questions that parents can
ask their child to decide how to rewrite a span. To
generate these questions, we design prompts that
contain pairs of spans and questions, where the
questions could be answered by the span. In the
case of characters, when the original span is added
to the prompt as the given word (“Cinderella” in
Fig. 2), the model generates questions that children
can answer with names. The prompts include few-
shot examples such that generated questions ask
about children’s preferences, daily lives, and ideas
as writers of this story. For example, the pipeline
provides questions like “Who is your favorite per-
son to play with?", as well as “Who do you want
to make a protagonist of this book?”. In case of
action-related questions, the generated questions
ask children what they would do or what they had
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Who is the most beautiful girl in your class?

Max

Once upon a time, there was a kind girl named Cinderella. All of the 
animals loved her, especially two mice named Gus and Jaq. They'd do 
anything for the girl they called Cinderelly. Cinderella lived with her 
stepmother and her two stepsisters, Anastasia and Drizella. They were 
very mean to Cinderella, making her work all day cleaning, sewing, and 
cooking. She tried her best to make them happy.

Sentence: "Humpty Dumpty had a great fall"

People: Mr. Dumpty; Actions: Fall

Sentence: "As a young girl, Mulan lived in a cozy little house in Seoul."

People: Mulan; Descriptions: young, Actions: lived

Sentence: "They made the best gumbo in the city!"

People: They; Actions: Make Gumbo; Places: City

Span Finding Prompt

Generation

Generations

Story Rewriting Prompt

Answer

Original Story

Change the protagonist and details and rewrite the story



Original protagonist: Cinderella, a human



Original story: [ . . . ]



````



Changed protagonist: Mark, a human



Changed Story:

[Two shot examples*]



Sentence: "Once upon a time, there was a kind girl named Cinderella."

People: Cinderella; Descriptions: kind
Who is your favorite teacher?

Who is your favorite person to play with?

Generations

GPT-3

Parent-Child

Generate a question for which the answer is given 
word.



Word: Tiana

Question: Who is your best friend in kindergarten? 



###



Word: Sarah

Question: Who do you want to make a protagonist 
of this book?



###



Word: Hyun 

Question: Who is your second favorite friend in 
playground?



###



Word: Cinderella

Question:

Question Generation Prompt

Once upon a time, there was a kind boy named 
Mark. All of the animals loved him, especially 
two mice named Gus and Jaq. They'd do 
anything for the boy they called Marky. Mark 
lived with his stepmother and his two 
stepsisters, Rayna and Dariela. They were very 
mean to Mark, making him work all day 
cleaning, sewing, and cooking. He tried his best 
to make them happy.

1

2

3

4

5

Figure 2: The prompt-based pipeline: (1) a span finding prompt is used to elicit the model to extract spans from the
sentences in the original story, (2) questions are then generated with the extracted span and a question generation
prompt, (3) several questions are generated which the parent can then ask their child to get an answer span, (4) the
answer is combined with the original span and paragraph with the story rewriting prompt template (*full prompt
template in Appendix A), and (5) the model is prompted to rewrite the paragraph (changed spans are underlined).

done in previous experiences similar to the given
situation in the story.

3.2.3 Story Rewriting

To rewrite story paragraphs based on the child’s
decisions while keeping coherency with prior con-
text, we designed two rules for rewriting based on
our design goals in Section 2: (1) change spans
according to the children’s answers, (2) addition-
ally change semantically relevant spans (e.g., pro-
nouns, objects), (3) control how many additional
changes are made to the story text by the LLM
according to the parents’ choices. Based on these
rules, we designed two-shot examples of how to
change an original story paragraph into a changed
one with the relevant spans modified. A prompt is
constructed with these examples, the original spans,
the original story paragraph, and the changed spans
(i.e., the child’s answers to the parent’s questions
entered into the interface). This prompt is passed
to the model to generate the rewritten story. We
checked whether children’s choices are reflected in
the changed text (i.e., all instances of the original
span have been changed), if not, we generate again
until the choices are reflected. For the original span
targeted to change (like “Cinderella” in Fig. 2), we
used coreference resolution techniques (Clark and

Manning, 2015) to find mentions of the same en-
tity in the original paragraph to exclude them from
spans to change so that the same entity is not asked
to be changed again. To ensure coherency of the
paragraph, the same technique is also used to check
whether the generated text changes relevant linguis-
tic elements, such as pronouns, appropriately based
on changes in specific spans. Finally, to let par-
ents have more control on additional changes, the
system initially allows parents to accept or dismiss
the additional entity changes generated by LMs.
After multiple steps, the pipeline can construct a
prompt with examples from previous steps: rewrit-
ten stories with additional changes that the parent
accepted. With this prompt, the pipeline can gener-
ate additional changes that are more adapted to the
parent and more likely to be accepted.

4 Evaluation Plan

We describe plans for evaluating our system, includ-
ing the technical evaluation and human evaluation
for each tasks in the pipeline, and a user study.

4.1 Plan for Technical Evaluation
In order to evaluate our entity extraction pipeline,
we plan to collect a dataset that includes annota-
tions for story-based entities allocated to each of
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our dimensions and coreference clusters. These an-
notations will be added to the 278 fairytales in the
FAIRYTALE QA dataset (Xu et al., 2022). Follow-
ing the convention established in this line of work,
an entity prediction is considered correct if its type
label and head region match those of the gold entity
(Luan et al., 2018). We can compare our pipeline
with a baseline such as DyGIE++ (Wadden et al.,
2019), a state-of-the-art end-to-end IE model which
extracts entities and relations jointly, on our dataset.

4.2 Plan for Human Evaluation
The purpose of question generation is to ask how
to change these story dimensions and to build rela-
tionships between parents and children. Therefore,
based on the literature (Xu et al., 2021; Yao et al.,
2021) and our goal of asking children about how
to change the dimensions, we will invite experts
with degrees in related fields (e.g., education) or
substantial experience in parenting and dialogic
reading. These experts will then be asked to score
the questions generated according to the following
criteria.

• Readability: The generated QA pair is in
readable English grammar and words.

• Question-Answer Relevancy: How the gen-
erated question is relevant to the answer.

• Question Diversity: Richness and diversity
in content to prompt varied dialogues between
parents and children.

To assess how well the rewritten story addresses
the particular change being requested, we plan to
conduct human evaluation adapted from how Qin et
al. (Qin et al., 2019) assessed the quality of rewrit-
ten endings in counterfactual story generation tasks.
We will present crowdworkers from Amazon Me-
chanical Turk with one paragraph from the original
story, the seed change (i.e., the initial change that
determines how the story will be rewritten), and
the rewritten story. Then, we will ask workers to
answer the following questions on a 5-point Lik-
ert scale: (1) Does the rewritten story respect the
changes induced by the seed change?, (2) Does the
rewritten story keep coherence with details in the
prior context of the rewritten story?, and (3) Is the
plot of the rewritten story relevant to the plot of
the original story? Moreover, inspired by Lee et
al.’s work (Lee et al., 2022) that measured how
helpful LM generations are to writers, we will also

ask workers to accept or dismiss our pipeline’s sug-
gestions for additional changes, and calculate the
rewriting performance by using the following met-
ric: (the number of accepted suggestions) / (the
number of total suggestions).

4.3 Plan for User Study

To explore how interactively rewriting stories
through our system affects children’s agency and
how parents and children use our system, we plan
to run a user study where participants (i.e., parent-
child pairs) will use our system to interactively
rewrite one story. We plan to answer the following
questions through this study.

1. Could our interactive story rewriting system
enhance children’s agency?

2. How do parents and children interact while us-
ing our system? Can parents successfully use
our system to create interactive story rewriting
experiences for their children?

3. Do parents find our system usable, useful, and
enjoyable?

To examine whether our system provides chil-
dren with choices and allows them to tailor the story
content to their own needs or preferences, we will
provide a questionnaire that asks about two dimen-
sions that determine agency: autonomy (freedom
to choose from a large set of options without feel-
ing pushed in one direction) and effectance (how
meaningful children’s choices are for the story pro-
gression). These questions are based on the liter-
ature (Roth and Koenitz, 2016; Kucirkova, 2022)
that studied how to evaluate interactive systems
designed to support children’s agency. After the
collaborative story rewriting activity, the children
will be asked to rate their experience using the
Smileyometer instrument (Read and MacFarlane,
2006), which communicates the idea of the Likert
scale using smiley faces.

To understand how parents and children used our
system, we plan to observe user behaviors during
the user study. Our aim is to answer the following
questions:

• How did the parents decide which entity to
change among the potential entities recom-
mended by the system? What kinds of entities
did parents ask their children to change?
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• How did parents ask questions? What kinds
of questions, among the generated questions,
did parents ask their children?

• How did parents read the rewritten stories?

Based on these questions, we plan to make a list
of behaviors of interest, which can be objectively
identified and with little room for subjective inter-
pretation. For example, behaviors such as asking
a generated question, asking a question of their
own, or asking a generated question as follow up
questions can be annotated.

We plan to ask parents to answer a post-study
usability questionnaire to collect and analyze their
assessment of our system, including the perceived
usefulness of the key features, the perceived diffi-
culty of use, and their willingness to use the system
in their real life. We will design this questionnaire
following how previous work has made question-
naires to evaluate AI-enabled task automation and
creativity tools (Zhang et al., 2022; Li et al., 2019).

5 Future Work

In this work, we presented a preliminary pipeline
for human-AI story rewriting that uses prompts
and the few-shot capabilities of GPT-3. In future
work, finding well-performing models for each sub-
task in the pipeline and conducting evaluation of
such models are our immediate next steps. For en-
tity extraction, we are planning to experiment with
extraction methods that prior work adopted, such
as leveraging QA models to extract story dimen-
sions (Ammanabrolu et al., 2020) and extracting
candidate spans through heuristics designed based
on a pedagogical framework (Yao et al., 2021).
In the case of question generation, it is necessary
to identify more concrete types of questions that
parents would need to build meaningful relation-
ships with their children. We have a plan to con-
duct formative interviews and an extensive litera-
ture survey to identify them. We then plan to use
LLMs to generate diverse sets of questions based
on these question types. To engage children more
in the parent-child interaction, asking multi-turn
questions might be a better solution than asking
independent questions in separate rounds (Zeven-
bergen and Whitehurst, 2003). Moreover, through
multi-turn questions, children can be elicited for
choices on multiple spans. By passing multiple
span changes to the model at once, additional se-
mantically relevant spans can be found and rewrit-

ten by considering the post context of stories. For
story rewriting, although our system lets users ac-
cept or dismiss the additional entity changes gener-
ated by LMs, it is necessary to identify what people
expect for how much a story should change based
on seed changes. A preliminary study to identify
and meet users’ expectations can serve as a first
step toward understanding how to rewrite stories.
Moreover, rewritten stories made by a generative
model could propagate and may even amplify vari-
ous biases (e.g., gender, race, and culture) found in
text corpora, which can cause negative outcomes
like reinforcing gender stereotypes or building nar-
row understandings of normative behavior. As a
first step to prevent this, our system can apply vari-
ous NLP techniques for recognizing and mitigating
biases (Sun et al., 2019) and warn users that a given
generation might have a specific bias and help them
deal with this bias.
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A Story rewriting prompt template

Change the protagonist and
details and rewrite the story

Original protagonist: Merida, a
human
Details:
1. cake
2. bear

Original story: Back at the
castle, Merida presented the
cake to her mother. She watched
closely as Elinor took a bite.
At first, nothing happened. But
then, Elinor began to feel sick.
Merida helped Elinor into bed.
The next thing Merida knew, a
huge, furry shape was rising
from the sheets! The Witch’s cake
had turned Elinor into a bear!
Worried her mother was in danger,
Merida sneaked her out of the
castle.

‘‘‘‘

Changed protagonist: Lucy, a dog
Details:
1. candy
2. fish

Changed story: Back at the
castle, Lucy presented the candy
to her owner. She watched closely
as Bill took a bite. At first,
nothing happened. But then, Bill
began to feel sick. Lucy helped
Bill into bed. The next thing
Lucy knew, a huge, scales shape
was rising from the sheets! The
Witch’s candy had turned her
owner into a fish! Worried her
owner was in danger, Lucy sneaked
him out of the castle.

Original protagonist: Mulan, a
human
Details:
1. China
2. dog

Original story: Thousands of
years ago in ancient China, there
lived a beautiful young woman
named Mulan. She lived with her
parents and a dog named Little
Brother. Mulan’s father had once
been a great warrior, but his
leg had been injured in battle.
As an only child, Mulan felt
responsible for upholding the
family honor. One day, a man
arrived with terrible news from
the Emperor. The Huns, China’s
enemy, had invaded.

‘‘‘‘

Changed protagonist: Julian, a
tiger
Details:
1. Tigerland
2. mouse

Changed story: Thousands of
years ago in ancient Tigerland,
there lived a beautiful young
tiger named Julian. It lived
with parents and a mouse named
Little Mousy. Julian’s father had
once been a great warrior, but
he had been injured in Tiger-Lion
battle. As an only child, Julian
felt responsible for upholding
the family honor. One day, a
white-furred tiger arrived with
terrible news from the King tiger.
The Lions, Tigerland’s enemy, had
invaded.
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Abstract
Writers such as journalists often use automatic
tools to find relevant content to include in their
narratives. In this paper, we focus on support-
ing writers in the news domain to develop event-
centric narratives. Given an incomplete narra-
tive that specifies a main event and a context,
we aim to retrieve news articles that discuss rel-
evant events that would enable the continuation
of the narrative. We formally define this task
and propose a retrieval dataset construction pro-
cedure that relies on existing news articles to
simulate incomplete narratives and relevant arti-
cles. Experiments on two datasets derived from
this procedure show that state-of-the-art lexical
and semantic rankers are not sufficient for this
task. We show that combining those with a
ranker that ranks articles by reverse chronolog-
ical order outperforms those rankers alone. We
also perform analysis of the results that sheds
light on the characteristics of this task.1

1 Introduction

Professional writers such as journalists generate
narratives centered around specific events or topics.
As shown in recent studies, such writers envision
automatic systems that suggest material relevant to
the narrative they are creating (Diakopoulos, 2019).
This material may provide background information
or connections that can help writers generate new
angles on the narrative and thus help engage the
reader (Kirkpatrick, 2015).

Writers in the news domain often develop nar-
ratives around a single main event, and refer to
other, related events that can serve different func-
tions in relation to the narrative (van Dijk, 1988).
These include explaining the cause or the context
of the main event or providing supporting infor-
mation (Choubey et al., 2020). Recent work has

∗ Research conducted when the first author was at the
University of Amsterdam.

1This is an extended abstract of a paper published at ACM
ICTIR 2021: https://dl.acm.org/doi/10.1145/
3471158.3472247.

focused on automatically profiling news article con-
tent (i.e., paragraphs or sentences) in relation to
their discourse function (Yarlott et al., 2018).

In this paper, instead of profiling existing nar-
ratives, we consider a scenario where a writer has
generated an incomplete narrative about a specific
event up to a certain point, and aims to explore
other news articles that discuss relevant events to
include in their narrative. A news article that dis-
cusses a different event from the past is relevant
to the writer’s incomplete narrative if it relates to
the narrative’s main event and to the narrative’s
context. Relevance to the narrative’s main event is
topical in nature but, importantly, relevance to the
narrative’s context is not only topical: to be relevant
to the narrative’s context, a news article should en-
able the continuation of the narrative by expanding
the narrative discourse (Caswell and Dörr, 2018).

We model the problem of finding a relevant news
article given an incomplete narrative as a retrieval
task where the query is an incomplete narrative and
the unit of retrieval is a news article. We automat-
ically generate retrieval datasets for this task by
harvesting links from existing narratives manually
created by journalists. Using the generated datasets,
we analyze the characteristics of this task and study
the performance of different rankers on this task.
We find that state-of-the-art lexical and semantic
rankers are not sufficient for this task and that com-
bining those with a ranker that ranks articles by
their reverse chronological order outperforms those
rankers alone.

Our main contributions are: (i) we propose the
task of news article retrieval in context for event–
centric narrative creation; (ii) we propose an auto-
matic retrieval dataset construction procedure for
this task; and (iii) we empirically evaluate the per-
formance of different rankers on this task and per-
form an in-depth analysis of the results to better
understand the characteristics of this task.

1
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Abstract
Large language models (LLMs) enabled by
the datasets and computing power of the last
decade have recently gained popularity for their
capacity to generate plausible natural language
text from human-provided prompts. This abil-
ity makes them appealing to fiction writers as
prospective co-creative agents, addressing the
common challenge of writer’s block, or getting
unstuck. However, creative writers face addi-
tional challenges, including maintaining narra-
tive consistency, developing plot structure, ar-
chitecting reader experience, and refining their
expressive intent, which are not well-addressed
by current LLM-backed tools. In this paper,
we define these needs by grounding them in
cognitive and theoretical literature, then survey
previous computational narrative research that
holds promise for supporting each of them in a
co-creative setting.

1 Introduction

Mixed-initiative co-creative (Liapis et al., 2016; De-
terding et al., 2017) creativity support tools (Shnei-
derman, 2007) for creative writing have recently
seen a surge of interest in research communities,
coinciding with the introduction of large language
models (LLMs) such as GPT-3 (Brown et al., 2020)
that can provide coherent suggestions for the con-
tinuation of human-written text. Several recent ef-
forts have been made to understand the experiences
of writers who work with these tools to produce
texts (Manjavacas et al., 2017; Roemmele and Gor-
don, 2018; Calderwood et al., 2020). However,
less attention has been paid to the development of
systems that can provide forms of creative writing
support beyond short-term suggestions for textual
continuation.

Meanwhile, recent efforts to understand the
playful creative writing communities that have
emerged around interactive emergent narrative
games (Kreminski et al., 2019b; Kreminski and
Wardrip-Fruin, 2019) and to provide computational

support for playful creative writing at the plot-
structure level (Kreminski et al., 2020a) have re-
vealed a preliminary inventory of several distinct
but interrelated creativity support needs among cre-
ative writers, including:

• Getting unstuck

• Maintaining consistency

• Constructing a satisfying overall story arc, in-
cluding a conclusion/resolution

• Managing reader experience

• Refining and iterating on expressive intent

Current large language models are good at ad-
dressing the first of these needs, getting unstuck,
via short-term suggestions that can prompt writers
to take their stories in unexpected new directions.
However, they do not directly address consistency
maintenance, longer-term plot structure, manage-
ment of reader experience, or the challenge of re-
fining high-level expressive intent, and some nov-
elists even suggest that LLMs may actively work
against the construction of coherent plot structure
due to the highly divergent nature of LLM sug-
gestions (Calderwood et al., 2020). Some recent
work aims to improve LLMs in ways that could
enable them to meet these needs: for instance,
work in long text generation (Hua and Wang, 2020;
Guan et al., 2021; Tan et al., 2021) could assist
users with consistency maintenance; work on hi-
erarchical concept-driven language models (Wang
et al., 2021) could help to maintain plot structure
in generated text; and work in diverse decoding
methods (Ippolito et al., 2019; See et al., 2019)
could help users refine their intent by selecting
from among diverse potential completions of the
same text. However, the possibility of supporting
these needs through other forms of technology may
also be worth investigating.
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In this paper, we describe each of these cre-
ative writing support needs in more detail, then
survey previous research from communities out-
side of NLP/computational linguistics that have
either been shown capable of addressing, or that
show potential for supporting these creative needs.
Our aim with this paper is to create a bridge be-
tween the ACL community and AI/digital games
research community that may yield productive in-
sight towards synthesizing these approaches that
have evolved in parallel.

We limit the scope of our discussion primarily
to narrative fiction, particularly in the form of short
stories, novels, and game writing/interactive story-
telling, so the suggestions made here may not all be
applicable to other forms of creative writing (such
as poetry). However, we attempt to avoid limiting
ourselves to purely text-based storytelling in which
only the written word is used to convey meaning;
we are also interested in forms of narrative fic-
tion that target visual, audio, and hybrid renderings
of fictional events, such as film and game narra-
tive, since many technologies capable of reasoning
about plot structure are readily applicable to these
domains.

2 Creative Writing Support Needs

2.1 Getting Unstuck

One common source of difficulty in creative writ-
ing is the prevalence of writer’s block, or the sense
that one has become “stuck” and cannot think of
any obvious way for the story to proceed. Because
writer’s block is frequently experienced by writ-
ers and difficult to escape, it is often discussed in
guides for writers, along with descriptions of ex-
ercises and practices that can help prevent writers
from becoming blocked or enable them to become
unblocked (Lamott, 2007). These exercises and
practices take many forms, but they often involve
the use of genre-typical plot devices to advance
the action in lieu of any more natural continuation
(e.g., Raymond Chandler’s oft-cited description of
a genre-typical move in hardboiled detective fic-
tion: “When in doubt have a man come through
the door with a gun in his hand” (Chandler, 1950))
and the use of unfiltered stream-of-consciousness
writing for a fixed amount of time (e.g., one hour
each day) to help writers continue working through
a block (Goldberg, 2005).

It is in helping writers get unstuck that the
strengths of large language models are especially

apparent. Language model continuations of human-
written text tend to be syntactically valid and rele-
vant to storyworld entities or situations that were
described in the immediately preceding text, en-
abling them to function as viable short-term sug-
gestions for what might happen next in a written
story. This is true even though these suggestions
may sometimes take the story in unexpected or
unwanted directions: regardless of whether users
accept the suggestions that are provided, co-writing
with a language model can shift the user’s task from
the wholesale invention of a new direction for the
story to take (the precise thing that it is difficult to
do when blocked) toward the acceptance or rejec-
tion of computer-provided suggestions. The latter
task can be subjectively easier to perform (Smith,
2012, p. 57), and once a desirable continuation is
located, further plot events may occur to the user
naturally even without ongoing computational sup-
port.

2.2 Maintaining Consistency

When constructing a work of fiction, the author
aims to convey a mental model of an underlying
story world: a set of characters, settings, objects,
and relationships between all of these things that
change over the course of narrative events accord-
ing to certain logics that may or may not rely on
real-world, non-fictional analogs. Practicing nov-
elists often maintain (and advise beginning writers
to maintain) “story bibles” or other collections of
extradiegetic “storywork” apart from the narrative
text itself that serve to document story world in-
formation (Ousby, 2009). The use of story world
documentation points to a need to maintain con-
sistency in works of fiction. As stories and their
casts of characters grow in size, and more of the
fictional timeline is filled in, the author runs increas-
ing risk of introducing inconsistencies (conflicting
factual assertions or implications), plot holes, or
unexplained situations that may break the reader’s
ability to suspend disbelief.

In order to reason about consistency, authors
need to reason about narrative material at a level
more abstract than narrative text (including sto-
ryboards, scene scripts, etc). It can be useful to
reason about the story world and its logic—the
represented phenomena—separately from the story
artifact itself—the representation of those phenom-
ena. This distinction basically aligns with the clas-
sical Russian narratologists’ distinction between
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Figure 1: Freytag’s pyramid

fabula and syuzhet (Gorman, 2018), or its adap-
tation in anglophone narratology as story versus
discourse (Chatman, 1980). Correspondingly, cog-
nitive linguists have long recognized the presence
of situation models as knowledge structures that
readers create to interpret the semantic relation-
ships between referents in natural language se-
quences (Zwaan and Radvansky, 1998). The ability
to directly author and manipulate knowledge corre-
sponding to a situation model (or similar) is central
to a fiction author’s task.

2.3 Plot Structure

When writers think about plot structure, they may
have in mind a set of “acts” (as in “3-act struc-
ture”) or a continuous curve describing the dra-
matic tension of the story over time, as in Freytag’s
pyramid (Freytag, 1894). Although the notion of
conflict is not universal (Hunter, 2016), usually, a
plot follows a sequence of identifiable beats that
include establishment of an initial situation, and
inciting incident or a need that spurs characters to
action, a series of events in which the characters at-
tempt to address the inciting incident, an emotional
peak that resolves it, and a denouement or resolu-
tion that describes the aftermath (see Figure 1). A
number of conceptual models have been proposed
and used for describing plot structure, such as the
Freytag pyramid, the Monomyth or Hero’s Jour-
ney (Campbell, 2008), and Dan Harmon’s Story
Circle (O’Meara, 2015).

Importantly, plot structures describe global
rather than local features of a text, and they have
more to do with the underlying world model (see
previous section) than they do with the specific
actions or events that are inferable from lexical
properties of the text. Cohn and colleagues have
established that readers make sense of stories in

a “grammatical” way akin to parsing sentences:
they expect certain structures that parse the entire
story into something story-like, and in the absence
of these structures, comprehension falters (Cohn,
2020).

2.4 Reader Experience
The movement of “human-centered design” pro-
poses that designers benefit when they make an
effort to empathize with users: by understanding
the experience of the people who will experience
and interact with the designed work, we can more
intentionally shape those experiences. Likewise,
a written work has an experiential impact on its
readers, and understanding the levers that affect
that impact is a key part of narrative intelligence.

Three examples of reader experience are pacing,
tension, and surprise. Pacing refers to the amount
of time that a reader spends with each segment,
scene, or act of the overall plot (see previous sec-
tion on plot structure). Poor pacing can cause a
reader to get bored or overwhelmed with the story
and fail to connect with the characters or the under-
lying message that the writer is attempting to con-
vey. Tension refers to elements of conflict, threat,
or suspense, that cause discomfort in the reader
and evoke a sense of wanting the tension to resolve,
pushing them forward in the story to feel relief.
Surprise refers to encountering unexpected narra-
tive events that shift the reader’s mental model of
the story and, if done well, increase the reader’s
curiosity to reconcile their failure to predict what
would happen.

Reasoning about reader experience requires a
good understanding of how stories work at a cog-
nitive level: e.g., that readers work as problem
solvers when processing narrative text, working
to stay one step ahead of the story to make sense
of what has happened so far and predict what will
happen next (Gerrig and Bernardo, 1994). If story
authors strategically withhold information, they can
elicit inferences on the part of readers to fill in the
gaps in ways that can evoke humor, shock, or horror
understanding (Cohn, 2019).

2.5 Refining Expressive Intent
One difficulty in creative work is that the creator
themselves may not know exactly what they are try-
ing to express, and the expressive intent may shift
as the creator’s understanding of the work evolves.
This is particularly true in storytelling: for instance,
a writer’s understanding of a particular character’s
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personality may shift (often becoming more nu-
anced over time) as the writer develops a deeper
backstory for the character and places them in plot
situations that allow different aspects of the charac-
ter’s personality to come to the forefront. Similarly,
the originally intended ending for a story may come
to feel inconsistent with the author’s better under-
standing of the story’s intended themes partway
through the writing process. Divergent suggestions
provided by computational support tools may ex-
acerbate these difficulties, making it harder (rather
than easier) for writers to “find the heart” of what
they are trying to express.

Consequently, it may be helpful for computa-
tional support tools to explicitly ask the user about
their high-level expressive intent; provide them
with a place to write down and edit their intent,
perhaps in a machine-understandable form; infer
expressive goals from what the user has already
written, perhaps allowing them to accept or reject
suggestions as to what high-level goals they were
trying to accomplish with a particular span of text;
and try to provide suggestions that are consistent
with the user’s high-level expressive goals. Several
design patterns for “reflective creators” (Kreminski
and Mateas, 2021)—a particular genre of creativ-
ity support tools that aim to help users refine their
intent—may be of use in this context.

3 Technologies and Approaches

In this section, we overview technologies that have
shown promise for addressing the needs outlined
in the previous section.

3.1 Maintaining Consistency

The key technological tool for maintaining consis-
tency is a world model, or a computational repre-
sentation of the diegetic phenomena that a story
aims to fictionalize. These phenomena include
characters (and potentially their interior phenom-
ena such as their personalities and beliefs), settings,
character relationships, and narrative actions or
events that can modify the world. By representing
a world model in its own right, one can specify
consistency constraints as (e.g.) first-order logic
formulas whose constituent predicates refer to the
world model.

World models appear in a number of compu-
tational narrative tools. For example, the stories
as plans approach began as an observation that
generating consistent narratives could be cast as

an automated planning problem, for which there
exist efficient solvers (Young, 1999). Given a de-
scription of narrative action schema in terms of
their preconditions and effects, and a description
of an initial and target story world state, planners
generate sequences of narrative actions that are
consistent in the sense that each action’s precondi-
tions are met by the implied world state following
the prefix of the sequence leading up to it. Fig-
ure 2 shows an example story generation problem
set up in this manner, alongside a planner’s out-
put. This observation has led to a long history of
plan-based approaches to narrative generation (Por-
teous et al., 2010; Riedl and Young, 2010; Ware
and Young, 2011; Young et al., 2013) as well as
ongoing research that aims to incorporate more ro-
bust models of character intention and belief (Eger
and Martens, 2017; Shirvani et al., 2017, 2018;
Wadsley and Ryan, 2013).

The stories as proofs approach is closely re-
lated to planning in that it also relies on a solver
to generate logical sequences of events that can
be interpreted as consistent stories (Bosser et al.,
2010; Martens et al., 2013, 2014); the solver in
this case is a linear logic theorem prover (or logic
programming language) that can be run in a non-
goal-directed (forward chaining) mode, leading to
increased solution diversity. The forward-chaining
mode also enables a natural introduction of user
interaction, allowing a human to “steer” the search
process by selecting from among all possible ac-
tions (whose preconditions are met in the current
world state). This approach suggests opportuni-
ties for incorporating world models into a human-
centered writing practice, affording levers for au-
thors to express and enforce story consistency.

3.2 Plot Structure

Machine-learned language models are good at cap-
turing local coherence, but tend to struggle with
the global constraints implied by plot structure. In
direct mappings from text corpora to text output,
these structures are at best latent properties of edge
weights in a neural network, rather than rules that
can be inspected and modified with authorial con-
trol.

By contrast, symbolic representation techniques
like context-free grammars and logic programming
provide a high degree of expressive control. For
instance, Gervas (Gervás, 2013) encodes Vladimir
Propp’s narratological functions as a BNF gram-
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Figure 2: Example planning domain and problem (input) and sample solution plan (output) courtesy of Ware and
Young (Ware and Young, 2014).

mar whose expansions correspond to example plots
of Russian folktales that Propp’s work was de-
signed to describe. Likewise, Cohn’s grammar
for the visual narrative structure of short comic
strips has been implemented as a comic-generating
algorithm (Martens and Cardona-Rivera, 2016).

BRUTUS (Bringsjord and Ferrucci, 1999) is an
example from the 1990s in which high-level plot
structure patterns, such as “one character betrays
another,” are specified as first-order logic rules that
can be written in Prolog and over which queries
can be run to generate example narratives that fit
a given plot structure. More recently, answer set
programming has been used to codify the narrative
planning techniques discussed in the previous sec-
tion, on which plot structure constraints can then
be layered (Dabral and Martens, 2020).

3.3 Reader Experience

To support authors in crafting an intentional experi-
ence for their readers, computational tools need to
be able to reason about (or perhaps even simulate)
the reader’s cognitive processes. Distinguishing
between story and discourse is one promising first
step for reader experience support, since it allows a
narrative generation engine to retell the same story
(plot-wise) in different ways (Rishes et al., 2013).
When generating narrative discourse, it is possible

to relate the told portion of the story to its underly-
ing world model and add a layer of modeling for
what the reader (or viewer) will know and infer
based on what they have been shown. Jhala and
Young’s cinematic discourse engine does exactly
this in order to plan camera shots for scenes taking
place in 3D worlds (Jhala and Young, 2010)

Drama managers are another compelling tool
from the interactive storytelling community that
bring to bear on reader experience (Roberts and
Isbell, 2007). They are conceived as storytelling
agents that track player choices throughout the nar-
rative and coordinate the characters and objects in
the world to steer the player and the story toward
convergent goals. They sometimes generate or se-
lect narrative content appropriate to the emergent
properties of the situation, as in the breakaway in-
teractive drama Façade (Mateas and Stern, 2003).
Such tools could allow authors to tag story con-
tent with world model-relevant properties in similar
ways, then work with a drama management tool to
remix and recombine passages of text as they draft
the scene-by-scene structure.

Finally, technologies have been created for mod-
eling reader cognition to support reader experience
effects such as pacing, tension, and surprise. The
IDTension system uses a world model and the story-
discourse distinction to model tension in an interac-
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tive drama setting (Szilas, 2003); the Suspenser sys-
tem models the reader’s inference generation pro-
cess as a planning algorithm (Cheong and Young,
2006). Graesser and Franklin’s QUEST model of
reader understanding describes the narrative com-
prehension process as measured through their abil-
ity to answer questions, and describes a knowledge
structure that encodes this question-answering abil-
ity (Graesser and Franklin, 1990), and Cardona-
Rivera et al. have implemented the QUEST model
as an algorithm to annotating generated story con-
tent with relevant reader inferences according to
this model (Cardona-Rivera and Young, 2019).

3.4 Refining Expressive Intent

Since refinement of expressive intent has only re-
cently been recognized as an explicit goal for cre-
ativity support tools in some contexts, relatively
little work has been done to provide computational
support for intent refinement in storytelling con-
texts. However, Writing Buddy (Samuel et al.,
2016), Mimisbrunnur (Stefnisson and Thue, 2018),
and Why Are We Like This? (Kreminski et al.,
2020a,b) all address this challenge to some extent
by providing explicit interfaces for the specification
of author goals: high-level, machine-interpretable
descriptions of what the human user wants to have
happen in the story they are writing. These systems
then use this information to provide suggestions
for story events or storyworld state updates that
respect the user’s goals, simultaneously assisting
users in reflecting on their own goals (by asking
them to state these goals explicitly) and in main-
taining consistency with these goals (by using goal
descriptions to steer suggestions).

Additionally, story sifting technologies (Ryan
et al., 2015; Ryan, 2018; Kreminski et al., 2019a)—
which apply pattern matching to the identification
of potentially compelling new plot directions in
chronicles of past story events—can also be ap-
plied to the task of inferring an author’s intent for
the story they are writing. If an intelligent writing
tool can use story sifting to discover the beginnings
of a potentially interesting plot thread are discov-
ered via story sifting, it can then explicitly ask the
user whether the narrative direction implied by this
plot thread is of interest to them; regardless of the
user’s answer, this information can be used to in-
teractively build up an explicit model of what the
user does and does not want to happen within the
story they are telling.

4 Conclusion

We have presented five creative writing support
needs, only one of which (getting unstuck) is mean-
ingfully supported by current large language mod-
els, and surveyed technologies for addressing the
remaining four needs that have arisen from the
AI/digital games research community. These tech-
nologies are at varying levels of maturity, and most
of them have only been tested in purely automated
or generative forms rather than in mixed-initiative,
co-creative interaction modes. An important line
of future work will be to evaluate these technolo-
gies in those modes and determine interfaces and
interaction protocols that amplify and foster human
creativity in the writing process.

Our goal with this paper is not to assert the supe-
riority of world-model or knowledge-engineering
based approaches over LLMs, but rather to empha-
size that there is a set of needs and affordances that
these techniques can address and provide that are
complementary to the needs addressed and affor-
dances provided by LLMs. By bridging research
communities focused (on one hand) on comput-
ing with natural language and (on the other) on
simulating story worlds and reasoning about narra-
tive structure, we hope to pave the way for hybrid
and unified models that can transform the human
creative writing experience—much like the neu-
rosymbolic approaches to automated story gener-
ation (Martin, 2021) that undergird several recent
advances in story generation as a field.
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Abstract

Large-scale language models are rapidly im-
proving, performing well on a variety of tasks
with little to no customization. In this work we
investigate how language models can support
science writing, a challenging writing task that
is both open-ended and highly constrained. We
present a system for generating “sparks”, sen-
tences related to a scientific concept intended
to inspire writers. We run a user study with 13
STEM graduate students and find three main
use cases of sparks—inspiration, translation,
and perspective—each of which correlates with
a unique interaction pattern. We also find that
while participants were more likely to select
higher quality sparks, the overall quality of
sparks seen by a given participant did not cor-
relate with their satisfaction with the tool.1

1 Introduction

New developments in large-scale language models
have produced models that are capable of generat-
ing coherent, convincing text in a wide variety of
domains (Vaswani et al., 2017; Brown et al., 2020;
Adiwardana et al., 2020). Their success has spurred
improvements on many tasks, from classification
and summarization (Brown et al., 2020) to creative
writing support (Coenen et al., 2021). These im-
provements demonstrate that language models have
the potential to support writers in real-world, high-
impact domains.

Despite their successes, language models con-
tinue to exhibit known problems, such as generic
outputs (Holtzman et al., 2020), lack of diversity
in their outputs (Ippolito et al., 2019), and factu-
ally false or contradictory information (Lin et al.,
2021). Additionally, there remain many unknowns
about how this technology will interface with peo-
ple in real-world writing tasks, such as how lan-
guage models can best contribute to different writ-

1This extended abstract summarizes work published in
Designing Interactive Systems (Gero et al., 2022).

ing forms (Calderwood et al., 2018) and how to mit-
igate the bias that language models encode (Bender
et al., 2021).

In this work we study how language models can
be applied to a real-world, high-impact writing task:
science writing. This introduces challenges differ-
ent to those in traditional creative writing tasks
which tend to deal with common objects and rela-
tions. Science writing requires a system to demon-
strate proficiency within an area of expertise. We
pose the following research question: How can lan-
guage model outputs support writers in a creative
but constrained writing task?

As a test-bed, we use a science writing form
called “tweetorials” (Breu, 2020). Tweetorials
are short, technical explanations of around 500
words written on Twitter for a general audience;
they have a low-barrier to entry and are gaining
popularity as a science writing form (Soragni and
Maitra, 2019). We present a system that aims to
inspire writers when writing tweetorials on a topic
of their expertise. This system provides what we
call “sparks”: sentences generated with a language
model intended to spark ideas in the writer.

We report on a study in which we have 13 grad-
uate students from five STEM disciplines write
tweetorials with our system and report on how they
thought about and made use of the sparks. We
make the following contributions:

• a system that generates “sparks” related to
a scientific concept, including a custom de-
coding method for generating sparks from a
pre-trained language model;

• an evaluation demonstrating that sparks are
more coherent and diverse than a baseline,
and approach a human gold standard;

• a user study with 13 graduate students show-
ing three main use cases of sparks and corre-
sponding interaction patterns, as well as an
analysis on how spark quality relates to partic-
ipant satisfaction.
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Abstract

In this work, we take a further step towards
satisfying practical demands in Chinese lyric
generation from musical short-video creators,
in respect of the challenges on songs’ for-
mat constraints, creating specific lyrics from
open-ended inspiration inputs, and language
rhyme grace. One representative detail in
these demands is to control lyric format at
word level, that is, for Chinese songs, creators
even expect fix-length words on certain po-
sitions in a lyric to match a special melody,
while previous methods lack such ability. Al-
though recent lyric generation community has
made gratifying progress, most methods are
not comprehensive enough to simultaneously
meet these demands. As a result, we pro-
pose ChipSong, which is an assisted lyric gen-
eration system built based on a Transformer-
based autoregressive language model architec-
ture, and generates controlled lyric paragraphs
fit for musical short-video display purpose, by
designing 1) a novel Begin-Internal-End (BIE)
word-granularity embedding sequence with its
guided attention mechanism for word-level
length format control, and an explicit symbol
set for sentence-level length format control;
2) an open-ended trigger word mechanism to
guide specific lyric contents generation; 3) a
paradigm of reverse order training and shield-
ing decoding for rhyme control. Extensive ex-
periments show that our ChipSong generates
fluent lyrics, with assuring the high consis-
tency to pre-determined control conditions.

1 Introduction

Lyric generation is a recent emerging topic in
intelligent music research community, which has
attracted increasing attention and gained progress
in the past few years (Watanabe et al., 2018; Man-
javacas et al., 2019; Fan et al., 2019; Li et al.,
2020; Zhang et al., 2020a; Nikolov et al., 2020;
Sheng et al., 2021). Meanwhile, observing a large

*Corresponding author

amount of music lovers, amateurs, and professional
musicians are gathering on today’s fast growing
Chinese short-video platforms (e.g., Kwai, TikTok,
Wesee, etc.), where they create and post musical
short-videos actively, with purpose to obtain more
Follows and Likes from general population; we
believe it is worth to customize a lyric generation
system for their short-video display purpose.

Hence, in this paper, we aim to put more em-
phasis on assisting creators from practical short-
video scenario with realistic demands. In oder to
collect their real demands, a qualitative investiga-
tion with 85 potential users (ages: 18∼40 years;
42 female, 43 males; 19 full-time musicians, 66
part-time musicians) is conducted at the very first
stage. Here, we briefly release 4 representative
demands as follow: 1) short lyric paragraphs are
required to fit in short-video durations, mostly
under 60 sec. (Zhang et al., 2020b); 2) open-ended
inspiration inputs are desired to guide specific
content generation from various creators; 3) length
format controlling at sentence and even word level
is expected to strictly match melody length format
for flexible creation intents, where a Chinese word
is generally composed of multiple characters (e.g.,
“爱” means love, “爱好” means hobby, “爱尔
兰" means Ireland) and one character sounds one
syllable; 4) rich rhyme patterns are needed for
smooth song singing. Although recent progress
has been made on lyric generation, previous works
are not comprehensive enough to simultaneously
meet these customized demands; What’s more, as
far as we know, none of the existing work supports
word-level length format control.

Taking the above challenges in mind, we develop
ChipSong, a lyric generation system, to assist musi-
cal short-video creators for Chinese popular song
creation. As shown in Figure 1, with ChipSong,
a creator is encouraged to input a group of open-
ended words (which are referred to as trigger words
in the following) to represent his/her inspiration,
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Actual Lyric

 寂 寞 夜 里 独 伤 悲 (bei)

 我 的 心 无 人 体 会 (hui)

 你 给 的 爱 痛 彻 我 心 扉 (fei)   

 缠 绵 只 是 一 瞬 间 的 美 (mei)

Trigger word

思念;夜晚  (missing; night)

Rhyme
{an; an; an; an}

Generated Lyric of ChipSong

Sentence-level Length Format
{7; 7; 9; 9}

Word-level Length Format
{2, 2, 1, 2;

1, 1, 1, 2, 2;
1, 1, 1, 1, 2, 1, 2;

2, 2, 3, 1, 1}

Example Input Template

每 个 失 眠 的 夜 晚  (wan)

谁 在 我 心 头 轻 叹 (tan)

是 爱 把 人 变 得 更 敏 感 (gan)

思 念 本 是 折 不 断 的 线 (xian)

( Sleepless in every night

  In my heart a soft sigh

  It is love that makes people hide

  Missing is a continuous line )

Trigger word

女孩;迷人  (girl; charming)

Minimalist Generation Mode

( The scent of love
  Keeps me awake
  See how enchanting the moon is
  Like the dreamy beauty of the girl )

有 种 恋 爱 的 香 味 (wei)

会 让 我 无 法 入 睡 (shui)

与 你 看 这 月 色 多 妩 媚 (mei)

如 同 女 孩 梦 幻 般 的 美 (mei)

Figure 1: Our ChipSong system generates lyrics based
on the preset template including length formats, trigger
words, and rhymes. The blue box shows an example
template, and the green box shows the generated lyrics.
A minimalist generation mode of ChipSong is shown in
the orange box, which extracts the format and rhyme of
the actual lyric to imitatively generate a lyric. English
translations of Chinese are provided in parentheses.

and a sequence of numbers to tell the length of
each lyric line or even each word (a combination of
Chinese characters) in a line for matching melody
length. The creator can also choose rhyme for the
last character in each line from Chinese 14-rhyme1

groups. Moreover, a minimalist generation mode is
provided, where the creator only has to input trigger
words and an actual lyric he/she is interested in,
then ChipSong will extract the lyric’s format and
rhyme pattern, and generate a new lyric according
to the input trigger words and the extracted format
and rhyme, thus fully imitating the original lyric
for making a cover song version.

To ensure the relevance of generated lyrics with
the above controlling attributes, following efforts
are made in this paper: 1) A large corpus of 848K
Chinese lyrics are gathered, and tailored according
to proper lengths for short-video display. 2) A two-
stage sampling strategy is designed to produce a
large number of potential trigger words from lyrics
themselves without human annotation, and an au-
toregressive language model is self-supervisedly
trained to complete the whole lyric sequence ac-
cording to partially-observed trigger words, thus
stimulating users’ open-ended inspiration inputs.
3) Both explicit and implicit control methods
are proposed to arrange the format of sentence-
and word- level length respectively, where sen-

1About Chinese 14-rhyme

tence length is controlled via explicit character
sets, and word length is controlled via a well-
designed implicit Begin-Internal-End (BIE) word-
granularity embedding sequence with its guided
attention mechanism. 4) A strategy of reverse order
training & shielding decoding is designed to learn
a reverse language model, guaranteeing fluent text
generation following rhyme control, inspired by
the observation that, during lyric creation, humans
usually first determine which word to use in the
rhyming position of a sentence and then create
the rest of that sentence based on the rhyming
word. Experimentally, both automatic and human
evaluations demonstrate that our ChipSong system
generates fluent lyrics with high consistency to pre-
determined control conditions.

In summary, oriented to the actual demands of
musical short-video creators, we develop Chip-
Song, a controllable lyric generation system, which
can achieve fine-grained control over lyric gener-
ation by the proposed control methods for trigger
words, format and rhyme. Especially, to the best
of our knowledge, ChipSong is the first lyric gen-
eration system that can precisely control the word-
level length format.

2 Related Work

Recent lyric generation works can be broadly cat-
egoried into three groups according to their cared
artistic genres: 1) hip-pop generation, creating hip-
pop lyrics with distinctive rhymes and rhythms
constrains (Manjavacas et al., 2019; Nikolov et al.,
2020; Xue et al., 2021); 2) poetry generation,
creating some special text paradigms, such as
Shakespeare’s Sonnet (Oliveira et al., 2017; Li
et al., 2020), Chinese Classical Poetry (Guo et al.,
2019; Hu and Sun, 2020; Li et al., 2020), and
Chinese Couplet (Yan et al., 2016), etc; 3) popular
song generation, creating full-text lyrics (Watanabe
et al., 2018; Zhu et al., 2018; Lee et al., 2019;
Fan et al., 2019; Zhang et al., 2020a; Sheng et al.,
2021) or polishing draft lyrics (Zhang et al., 2020a)
for popular songs. Our ChipSong is actually a
lyric generation system within the third group, and
especially for Chinese popular songs. Moreover,
different from previous lyric generation works,
which were mostly model-oriented for natural
paragraphs generation and excluded explicit user
profiles from practical application scenarios, Chip-
Song customizes functions to generate lyrics for
users from practical short-video scenario with re-
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Lyric:  孤单的下雨天，而你已走远。   ( Lonely rainy day, and you have gone far away. )

E0

天

E[O]

E天

E1

雨

E[O]

E雨

E2

[START]

E[C]

E[START]

E3

[6]

E[B-3]

E[6]

E4

天

E[I-3]

E天

E5

下

E[E-3]

E下

E6

的

E[B-1]

E的

E7

单

E[B-2]

E单

E8

孤

E[E-2]

E孤

E9

[SEP]

E[S]

E[SEP]

E10

[5]

E[C]

E[5]

E11

远
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E远

E12

走
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E走

E13

已

E[B-1]

E已

E14

你

E[B-1]

E你

E15

而

E[B-1]

E而

E16

[END]

E[O]

E[END]

雨 [START] [6] 天 雨 下 的 单 孤 [SEP] [5] 远 走 已 你 而

雨 天 [START] [6] 孤 的 下 雨 天 [SEP] [5] 而 你 已 走 远 [END]

E17

雨

E[O]

E雨

单

[END]
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Trigger word:  雨天  ( Rainy day ) ,    Format: {6; 5}&{2,1,3; 1,1,1,2} ,    Rhyme:  an, ian, uan

BIE Word-granularity 
Embeddings

Figure 2: The left figure shows the overall architecture of ChipSong. The right figure shows the internal structure
of layers; for simplicity, we’ve omitted the drawing of residual connection and layer normalization.

alistic demands regarding length format, trigger
word, and rhyme, simultaneously.

Furthormore, detailed comparison between pre-
vious lyric generation works and ChipSong are
conducted as follows, from implementation view.
First, when it comes to length format control of
lyrics, we only notice works (Shen et al., 2019; Li
et al., 2020) with sentence-level length control, and
no work currently with word-level length control.
Second, most of previous works lacked sufficient
abilities to deal with open-ended inputs to guide
lyric content (Potash et al., 2015, 2018), as a result
of the shortage of annotated training data. Fan et al.
(2019) and Lu et al. (2019) regarded the user input
as the first sentence and generate a continuation of
lyric, but it tends to deviate from the initial input
as the continuation progresses. Although, Zhang
et al. (2020a) designed an interactive lyric creation
system to handle the open-ended inputs, as a demo
description work, it did not release sufficient im-
plementation details and experimental evaluations.
Third, in consideration of the creator’s demand for
rhyme control, previous works employed various
rhyme modeling methods: Nikolov et al. (2020)
selected output words from the a list of candidate
rhyming words at the rhyming position, while
forcibly adding a rhyming word could result in
incoherent text in the rhyming position; SongNet
(Li et al., 2020) proposed a rigid format control
method to realize the rhyme modeling for Chinese
lyrics; The recent DeepRapper (Xue et al., 2021)
focused on continuous N-gram rhyme and rhythm
modeling for rap generation, while we work on

unigram rhyme control for popular songs.

3 Method

3.1 Overview
As shown in Figure 2, a Transformer-based autore-
gressive language model architecture is adopted
as the backbone of ChipSong for lyric generation.
And by modifying the internal model structure
and utilizing processed external feature inputs, we
apply the modeling of control conditions for length
format, trigger word, and rhyme. In the subsequent
section arrangement, we first describe the control
condition inputs for ChipSong, and then describe
the proposed condition control methods in detail.

3.2 User Inputs
As shown in Figure 1, the user specifies the condi-
tional templates to formulate the lyric generation,
and ChipSong generates the lyrics that meet the
corresponding control conditions.
Trigger word: enter a few words that are separated
by “;” to render the lyric content.
Format: enter each line length and each word (i.e.,
a combination of Chinese characters) length of
each line in the lyric, where sentences’ lengths are
separated by “;”, and words’ lengths are separated
by “,”. For example, enter “7; 7; 9; 2, 2, 3, 1, 1"
means to generate four lines of the lyric with
lengths of 7, 7, 9, and 9, respectively, and in the last
sentence, the word length arrangement is specified
as 2,2,3,1,1. Users can also not specify the full
template, and the system retrieves similar templates
to complement the length format; or directly input
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a lyric, and the system extracts the length format
for imitative writing.
Rhyme: enter the rhyme of the last word in each
sentence. Rhymes are separated by “;”. For
example, input “ui;ui;ui;ui”, the generated lyrics
keep the rhyme of the last word of each sentence
match with “ui”. Users can also not specify rhymes,
and the system freely generates sentences.

3.3 Sentence-level Format Control

An explicit character set CS is designed to control
the length of each line of the lyrics, just like
“[CLS]” and “[SEP ]” in BERT (Devlin et al.,
2018), which is constructed as follows:

..., [START ], [4], a1, a2, a3, a4, [SEP ], [5],
a1, a2, a3, a4, a5, [END]

where [SEP ] is the interline delimiter, ai is the i-
th character of a sentence, [START ] and [END]
are the beginning and end of a lyric, [4] and [5]
represent that the next sentence length is 4 and 5,
respectively. We assign 50 learnable character em-
beddings {[1], [2], [3], ..., [50]} to CS to represent
the line length from 1 to 50, which are embed-
ded in the lyric sequence as explicit supervisory
information for training. The control character
is placed after the sentence separator [SEP ] and
before the beginning of the sentence to learn the
correspondence between the control symbol and
the sentence length. During prediction, the format
control character entered by the user is inserted
after the initial [START ] token and the generated
[SEP ] token to achieve the length control of lines.

3.4 Word-level Format Control

Beyond the sentence-level format control, word-
level format control arranges lyrics in a more
refined way, benefiting fine-grained lyrics’ adjust-
ment or imitative writing lyrics. Unlike sentence-
granularity format control, the explicit character
control strategy makes input too verbose, and the
unidirectional masked self-attention of autoregres-
sive language model cannot model the uninput
control symbols, which is difficult to reconcile
and arrange the fixed-length words in fixed-length
sentences. Therefore, we propose an implicit
control method, Begin-Internal-End (BIE) word-
granularity embedding with its guided attention
mechanism to adjust the word-level length format.

3.4.1 BIE Word-granularity Embedding

As shown in Figure 2 (left), each lyric token is
added with a learnable embedding to record word
length information2, just like position embeddings,
that is “Begin-Internal-End (BIE) word-granularity
embedding”. The design of BIE embedding sym-
bols is inspired by the sequence tagging task
(Huang et al., 2015). We use [B − {length}],
[I − {length}], [E − {length}] to indicate the
beginning, inside, and end of a word or term (i.e.,
a combination of Chinese characters), and specifi-
cally splice the “BIE” mark with a number to record
word length. For example, “[B − 1]” indicates the
word length is 1, and “[B−4], [I−4], [I−4], [E−
4]" indicates the word length is 4. This labeling
strategy can avoid word boundary confusion during
training. We set additional embedding symbols [S]
(i.e., separator) and [C] (i.e., count) to respectively
correspond to the separator [SEP ] and sentence-
level control characters, and [O] (i.e., outside)
to correspond to trigger words and the ending
character [END] in the lyric sequence.

Note that the lyric embedding sequence is not
aligned with the BIE embedding sequence; it corre-
sponds to the BIE embedding sequence shifted to
the left. This setting aims to help the model learn
to predict the word length of the next token for
lyric sequence, and to learn when to stop sentence
generation and feed new control characters.

3.4.2 Word-granularity Attention

The BIE word-granularity embeddings can only
perceive the word length of the next lyric token in
advance, but cannot predict the farther distance due
to the unidirectional masked attention in autore-
gressive language model. When sentence length
is fixed, BIE embeddings are difficult to reconcile
and arrange the length of each word reasonably.
Therefore, we design a word-granularity attention
mechanism, which is guided by BIE embeddings,
to perceive the word length information of all
positions for the current token.

Concretely, the special decoder block with the
word-granularity attention is placed at the bottom
of the ChipSong model, on top of which the stan-
dard Transformer decoder block is stacked. The
detailed structure is shown on the right of Figure 2
(right). The calculation process is as follows:

2Words length is obtained by the Chinese text segmentation
tool, Jieba.
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ÊFw = EFw + EP (1)

Cw = Softmax(X ′W1Ê
Fw)ÊFw (2)

Xout = [X ′;Cw]W2 +X (3)

First, the BIE embedding EFw and position
embedding EP are added to obtain ÊFw , so that the
BIE embedding sequence carries global position in-
formation. Then, after passing through the masked
self-attention layer, a word-granularity attention
layer is designed to compute the attention weights
of the contextual lyric embeddings X ′ to the BIE
embeddings ÊFw , where a bilinear attention is
applied, so as to obtain the contextual embedding
Cw recording global words length for each lyric
token. Finally, the contextual lyric embedding
X ′ and global word-length embedding Cw are
concatenated and pass through a linear layer to
obtain fusion representation Xout, and a residual
connection (He et al., 2016) is added to enhance the
memory of the original input lyric embedding fea-
tures X in decoder block. Xout is further modeled
in subsequent Transformer decoder blocks.

3.5 Trigger Word Control

To produce enough trigger words during training to
cover creators’ input needs as much as possible, we
adopt a two-stage strategy, establishing a candidate
word list for each lyric in the first stage, and re-
sampling the candidate list as trigger words during
each training epoch in the second stage. Concretely,
considering that general keyword extraction meth-
ods could result in a low coverage range of trigger
words, all nouns, adjectives, and verbs3 of the
lyrics are reserved as the candidate word list after
removing the stop words, and the candidate word
list also preserves word frequency so that frequent
words have a higher probability of being sampled.
The number of trigger words sampled is determined
according to the number of lyric sentences, and the
rules are designed as follows:

{
k = Nsent/2− 1, Nsent <= 12
k = 5, else

(4)

where k is the number of trigger words and Nsent

is the number of sentences.
As shown in Figure 2, after building trigger

words-lyric pair data, the trigger words sequence
3POS-tagging information is obtained by the Jieba tool.

and lyric sequence are simply spliced and fed into
the language model for training, guiding model
self-supervisedly complements the lyric sequence
according to partially-observed trigger word se-
quence, where trigger words are also separated
by token “[SEP ]”. When prediction, feed trigger
words, and the model complements the subsequent
lyric part.

3.6 Rhyme Control
A paradigm of reverse order training and shielding
decoding is designed to control rhymes. During
training, we process the training data as inter-
sentence normal order and intra-sentence reverse
order, as shown in Figure 2. For example, when
the original lyric sequence is “..., [3], x1, x2, x3,
[SEP ], [4], x4, x5, x6, x7, [SEP ], ...”, it is
transformed into “..., [3], x3, x2, x1, [SEP ],
[4], x7, x6, x5, x4, [SEP ], ...”. In the same way,
the BIE word-granularity embedding sequence is
accordingly processed to keep consistency. The
reverse order sentences input enables to learn a
reverse language model, so that rhyming position
is predicted first in a sentence, and the subsequent
predictions coordinate the rhyming word for
protecting the text fluency from being affected.

During prediction, the input pattern of “inter-
sentence normal order, intra-sentence reverse or-
der" is maintained; that is, the last word to rhyme
in each sentence is predicted first, and then the rest
of the sentence is predicted in reverse order. Then,
a decoding shielding strategy is adopted to control
the prediction of rhyming words. According to
the Chinese 14-rhyme scheme, we build a rhyme
dictionary whose key is the rhyme and value is
the words that the rhyme matches. At the posi-
tion of the last word in the sentence, the rhyme
dictionary is queried according to the input rhyme,
and the softmax output values corresponding to
all non-rhymed words are reduced, so that the
model selects outputs from rhyming words based
on predicted probability distributions.

4 Experimental Setup

4.1 Data Preparation and Processing
We prepare a large lyric corpus to train the Chip-
Song model. The lyric data is constructed with
reference to ChineseLyrics4, and we gather 848K
Chinese popular lyrics, where the number of lyrics
sentences is 27,181K, the average lyric length is

4https://github.com/dengxiuqi/ChineseLyrics
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253 (excluding punctuation), the average number
of sentences is 32, and the average length of each
sentence is 8. To fit short-video durations, we tailor
the lyrics into small segments of 8, 10, 12, 14, or
16 sentences in length, which considers that 8 to
12 lines of lyrics are generally required for a 60
sec. short-video song. Lyric tailoring also increases
first line diversity. In addition, unsegmented lyrics
are also incorporated as training data to preserve
semantic integrity and learn long-range dependen-
cies.

4.2 Evaluation Templates
To comprehensively evaluate the proposed sys-
tem, we formulate multiple conditional tem-
plates for generation, which are provided in
https://github.com/korokes/chipsong. Concretely,
we build 15 groups of trigger words from users and
construct 500 format templates from the format
library, where the formats are extracted based on
actual lyrics. Each format template is randomly
assigned a rhyme pattern and a group of trigger
words as a complete evaluation template for lyric
generation. In addition, we sample the original
lyrics corresponding to the format template to gen-
erate another group of trigger words as described
in Section 3.5, which are only used to evaluate
the effect of trigger words guiding content. The
lyrics corresponding to these evaluation templates
are eliminated from the training data.

For automatic evaluations, each template gen-
erates 20 samples, and a total of 500×20=10,000
samples are finally generated for evaluation. For
human evaluations, 200 samples of 10 conditional
templates are randomly reserved for evaluation.

4.3 Training settings
We use a 8-head, 8-layer, 512-dimensional Trans-
former to build the ChipSong model (39.5M). Ac-
tually, larger hidden layer dimensions can make
the model perform better. For training, the Adam
optimizer (Kingma and Ba, 2014) is used with
an initial learning rate of 1.5e-4. The model is
trained for about 3.5 days on two GTX 2080ti
GPUs with a batch size of 8. The training data
combines the segmented lyrics data and the raw
lyrics data, eliminating lyrics corresponding to
evaluation templates. Due to the large corpus and
the duplication of segmented lyrics and original
lyrics, we do not set too many training epochs, and
set the training epochs to 3. Owing to sufficient
lyrics gathering, we do not use the pretraining

strategy. For prediction, we use TopK decoding
with a sampling value of 8.

4.4 Evaluation Metrics
Automatic Evaluation We use the trained lyric
generation models on our corpus to evaluate the
perplexity (PPL) and use the Distinct (MA-D1,D2,
MI-D1,D2) metrics (Li et al., 2016) to evaluate
the diversity of generated lyric texts. Moreover,
we design the following metrics to evaluate the
proposed conditional control ability: 1) sentence-
level format accuracy (SA), the percentage of
generated sentences with correct length. 2) word-
level format accuracy (WA), the percentage of gen-
erated sentences whose words length arrangement
is exactly the same as the label. 3) rhyme accuracy
(RA), the percentage of generated sentences with
correct rhymes. 4) word length accuracy (WA-N ),
the percentage of generated words containing N
Chinese characters that are correct in position and
length; as the Chinese word lengths are basically
within 4, we evaluate the control accuracy of 1
to 5 word length. 5) trigger word effect, we
first use trigger words extracted from the original
lyrics to generate samples, and then use BLEU
(Papineni et al., 2002) to compare content similarity
between the original lyric and the generated lyric to
evaluate the relevance of trigger words and contents
indirectly.
Human Evaluation We recruit three postgradu-
ates engaged in audio and music fields to score the
generated lyrics on fluency, relevance, and listen-
ability: (1) fluency (F), the quality of the generated
lyrics, whether they are smooth, grammatical, and
whether there are ill-formed sentences; (1=Bad to
3=Good). (2) relevance (R), the degree of relevance
of the trigger words and the lyric content; (1=Bad
to 3=Good). (3) listenability (L) (Watanabe et al.,
2018), as lyrics, are the positions of words, lines,
and segments natural? (1=Bad to 3=Good).

4.5 Baselines
For reference, a standard Transformer-based au-
toregressive language model (ALM) is trained as a
baseline, with the same configuration as ChipSong.
We also respectively train ALM-F, ALM-T, and
ALM-R for observing a single conditional con-
trol effect, where the proposed control strategies
of format (F), trigger word (T), and rhyme (R)
are individually modeled into ALM for training
(modeling all the three conditions into ALM is
equal to ChipSong), with the same configuration
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No. Model PPL (↓) MA-D1 MI-D1 MA-D2 MI-D2 SA WA RA WA-1 WA-2 WA-3 WA-4 WA-5

1 ALM 15.77 83.40 5.01 97.33 15.76 9.96 0.67 15.43 0.58 0.94 0.09 0.05 -
2 SongNet 12.33 88.05 4.77 98.05 18.92 97.80 5.89 13.82 3.67 6.82 0.75 0.59 -

3 ALM-F 8.49 89.24 4.47 98.48 17.39 98.38 92.72 16.44 92.68 94.22 88.35 89.54 31.58
4 ALM-T 14.78 86.27 3.49 97.20 14.84 10.68 0.51 12.01 0.45 0.59 0.07 - -
5 ALM-R 15.55 89.49 4.76 98.28 19.63 9.57 0.36 98.38 0.35 0.46 0.08 - -

6 ChipSong 7.69 89.20 5.22 98.04 21.69 98.54 86.64 98.56 86.04 89.03 78.74 76.11 18.42

Table 1: Automatic evaluation results of different models. SA: sentence-level format accuracy, WA: word-level
format accuracy, RA: rhyme , WA-N: N-length word accuracy. Overall, ChipSong shows better control ability
in all conditions. Note that single conditional control models perform better on corresponding conditions than
ChipSong with full-conditional control applied, such as ALM-F on WA and WA-N metrics, because there are no
constraints of other conditional controls, which is explained in result analysis.

No. Model BLEU-1 BLEU-2 BLEU-3 BLEU-4

1 ALM 23.50 7.63 2.61 0.90
2 SongNet 25.41 6.25 1.88 0.61

3 ALM-F 26.29 7.88 2.69 1.03
4 ALM-T 29.84 11.33 4.53 1.83
5 ALM-R 23.83 6.11 1.75 0.54

6 ChipSong 28.55 9.56 3.38 1.35

Table 2: Effects of trigger words controlling contents.

as ChipSong. In addition, we compare ChipSong
with SongNet (Li et al., 2020) that proposes a
rigid format and rhyme control method. Due to
differences in model settings and usage data, we
use our data to retrain the SongNet model. For the
models that lack the trigger word mechanism, the
input is used as the first sentence and let the model
continue to write like previous methods.

5 Experimental Results

5.1 Results
Table 1 and Table 2 show the experimental results
of different models under each evaluation metrics.
As can be seen from Table 1, ChipSong demon-
strates good conditional control ability on format
and rhyme, where the sentence-granularity format
accuracy (SA) is 98.54%, the word-level format
accuracy (WA) is 86.64%, and the rhyme accuracy
(RA) is 98.56%. Since SongNet’s rhyming mod-
eling method cannot actively select rhymes and
requires specific rhyming corpus for training, it
isn’t easy to exert its role in rhyming modeling to
achieve good rhyming accuracy. ChipSong also
demonstrates better PPL and generative diversity.
Interestingly, the reverse order training of rhyme
control (No.5) has little impact on the model PPL,
indicating that the reverse language model still
learns language rules. As shown in Table 2, Chip-
Song embodies better content control capabilities

via the trigger word mechanism.
It can also be observed that a single conditional

control model (No.3,4,5) generally performs better
on its corresponding control condition because
there are no constraints of the other two conditional
controls. For example, in Table 1, without the
constraints of trigger words and rhyme decoding
shielding, ALM-F can focus more on controlling
length format and obtain higher WA and WA-N
scores, even achieving 92.72 on WA; in Table 2,
without format and rhyme constraints, ALM-T has
more opportunities to generate content related to
trigger words for better BLEU scores.

5.2 Ablation
To further analyze the effect of each proposed
conditional control, we respectively remove the
conditional control of 1) word-level format control
(WC); 2) sentence-level format control (SC); 3)
trigger word control (TC); 4) rhyme control (RC)
to train the ablation models. Two internal structures
of WC, 6) BIE embedding in WC (WC-Emb) and
7) word-granularity attention in WC (WC-Att), are
also ablated for evaluation.

The experimental results are shown in Table
3 and Table 4. As can be observed from the ta-
bles, format (No.2,3,4,5) and rhyme control (No.7)
increase the diversity of generation while trigger
word control (No.6) decreases the diversity. The
modeling of word-level format control, WC, WC-
Att, and WC-Emb, plays an important role in reduc-
ing the PPL. When the modeling of WC, SC, RC,
or TC is removed separately, the accuracy of the
corresponding evaluations, SA, WA, RA, or BLEU,
is obviously reduced, indicating the effectiveness of
the proposed control methods. Although WC-Att
and WC-Emb both play a positive role in word-
level format control, trigger word control (TC) and
rhyme control (RC) have a negative effect on word-
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No. Ablation Model PPL (↓) MA-D1 MI-D1 MA-D2 MI-D2 SA WA RA WA-1 WA-2 WA-3 WA-4 WA-5

1 ChipSong 7.69 89.20 5.22 98.04 21.69 98.45 86.64 98.56 86.04 89.03 78.74 76.11 18.42

2 w/o WC-Emb 8.00 88.40 5.18 97.21 22.62 98.04 79.48 98.54 79.67 83.43 62.38 56.22 7.89
3 w/o WC-Att 9.75 88.89 4.94 97.90 21.53 97.98 78.95 98.53 77.94 82.75 66.88 58.01 15.79
4 w/o WC 12.55 85.51 4.11 96.65 15.99 98.36 5.39 98.22 3.79 6.55 0.78 0.36 -
5 w/o WC, SC 14.50 87.00 4.69 98.05 14.84 9.40 0.53 97.68 0.72 1.05 0.13 0.07 -
6 w/o TC 8.37 91.16 5.73 98.95 23.07 98.31 89.86 98.87 90.09 91.94 83.07 84.68 21.05
7 w/o RC 7.84 87.68 4.85 97.34 18.30 98.75 89.37 15.19 88.36 91.10 83.48 79.86 28.95

Table 3: Ablation results. WC: word-level format control, SC: sentence-level format control, TC: trigger word
control, RC: rhyme control. Ablating one control of ChipSong causes the corresponding evaluation score to
decrease, while evaluation scores of other controls increase due to the reduction of constraints for generation.

No. Model BLEU-1 BLEU-2 BLEU-3 BLEU-4

1 ChipSong 28.55 9.56 3.38 1.35

2 w/o WC-Emb 27.97 8.98 3.10 1.18
3 w/o WC-Att 26.93 8.01 2.67 1.02
4 w/o WC 27.49 8.39 2.81 1.00
5 w/o WC, SC 25.38 10.28 4.57 2.02
6 w/o TC 24.85 6.26 1.83 0.63
7 w/o RC 31.23 12.69 5.58 2.49

Table 4: Ablation results of trigger words controlling
contents.

No. Model F R L Avg

1 ALM 2.51 2.07 2.61 2.40
2 SongNet 2.53 1.82 2.96 2.44
3 ChipSong 2.56 2.44 2.96 2.65

4 ChipSong w/o WC 2.48 2.47 2.95 2.63
5 ChipSong w/o WC, SC 2.46 2.67 2.75 2.63
6 ChipSong w/o TC 2.51 1.75 2.97 2.41
7 ChipSong w/o RC 2.54 2.60 2.95 2.70

Table 5: Results of human evaluations. F: Fluency; R:
Relevance; L: Listenability. Avg is the average score of
F, R and L.

level format control, where the scores of WA and
WA-N rise when TC or RC is ablated.

5.3 Human Evaluation

Table 5 shows the experimental results of human
evaluation in fluency (F), relevance (R), and Listen-
ability (L). On the whole, the fluency scores of the
models are not much different (2.46-2.56 points),
which is attributed to sufficient corpus for training.
ChipSong scores far higher than baselines (No.1,2)
in relevance evaluation due to the modeling of
trigger word mechanism. It can also be seen that
when the control of rhyme or format (No.4,5,7) is
lifted, the relevance is improved; we conjecture
that the model has more opportunities to generate
related content when the format or rhyme is not
restricted. ChipSong w/o RC (No.7) gain the
best average score; this is because our human

evaluation does not consider the evaluation of lyric
rhymes. The listenability scores of the models
without format control (No.1,5) drop from nearly
full marks, because the free generation is prone
to generate too short or too long sentences, or two
consecutive sentences with large length differences,
which is not conducive to fit songs.

5.4 Trigger word coverage

We count the sampled trigger words and the sam-
pled trigger words without repetition in training,
which aims to observe the trigger word coverage.
The results are shown in Figure 3. Due to the
two-stage strategies, a large number of trigger
words are produced for training. The number
of sampling words is 3.98e7, and is only 3.16e5
after deduplication. As shown in Figure 3, as the
extracted trigger words increase, new trigger words
increase very little, which shows that our method
covers a relatively comprehensive range of trigger
words to handle out-of-distribution and cover the
general input needs for users.

5.5 Case Analysis

As shown in Figure 4, we enumerate some gen-
erated lyrics of the ChipSong system in several
scenarios: 1) a Chinese Hanmai song with a spe-
cific format; 2) customizing format according to a
song; 3) imitative writing a lyric for a cover song
version, where the sentence- and word-level format
are extracted from the original lyric, Han Hong’s
“Qingchun”. For the first case in each template in
the figure, we also provide the English translation
for understanding the generated lyrics. For the first
template in a given word-granularity length format,
we provide a human-annotated word segmentation
boundary with the green vertical line |. As can
be seen from the generated results, ChipSong can
fine-grainly adjust the generated lyrics’ format
to adapt to any song, render the content guided
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Figure 3: The count of sampled trigger words. Three figures use different scales. The total sampling number is
3.98e7, and is only 3.16e5 after deduplication. New trigger words increase very little as the increase of sampling
trigger words, indicating that sampled trigger words cover a relatively comprehensive range to handle input needs.

T: 今朝有酒今朝醉 
R: ui, ei 

良宵不醉亦不归 (ui)

往日与你共举杯 (ei)

未知哪日再相会 (ui)

只为来生永跟随 (ui)

再多苦我也无悔 (ui)

哥只想努力去追 (ui)

人生难得几回醉 (ui)

要喝倒咱再举杯 (ei)

T: 今朝有酒今朝醉 
R: ui, ei 

痴心爱过这一回 (ui)

如果爱你学不会 (ui)

当情已经被摧毁 (ui)

还能怎么去挽回 (ui)

梦里是你的余味 (ei)

望着那身影才美 (ei)

长夜不知何时归 (ui)

我又为谁在沉醉 (ui)

Sentence granularity: 
    7;7;7;7;7;7;7;7
Word granularity: 
    2,2,1,2;
    2,1,1,1,2;
    2,2,1,2;
    1,1,2,1,2;
    2,1,1,1,2;
    1,1,1,2,1,1;
    2,2,2,1;

    1,1,1,1,1,2                                                                

( Extracting format 

from original lyric )

也许不会再看见

离别时微黄色的天
有些人注定不会再见
那些曾青涩的脸
我拿起棕榈树的叶子
放在青涩的石板前
祭奠那些流逝的青春
和曾懵懂的誓言

Sentence granularity: 
    10;8;10;8;10;8;10;8
Word granularity: 
     User-defined or 
     complementing 
     from the library

Format Trigger word (T) & Rhyme (R) & Generated lyric

T: 红尘,流水,人世 
R: ang, iang, uang

笑看落花流水一如往常(ang)

道不尽我此生轻狂(uang)

只身凡间游荡江湖渺茫(ang)

风花雪月你在何方(ang)

是谁倩影拂过一夜微凉(iang)

是否能将红尘遗忘(ang)

经年里看遍这人世匆忙(ang)

任谁淡墨染了云裳(ang)

T: 夏天 
R: an, uan, ian

当樱花雨落在我的夏天(ian)

说好一起直到永远(uan)

夏日微风轻吻你们的脸(ian)

你总是笑得那么甜(ian)

绚烂白玫瑰开在心里边(ian)

让誓言永远不改变(ian)

爱像阵清风吹过我胸前(ian)

飘进了片片彩云间(ian)

T: 玫瑰 
R: ui, ei

那天你轻轻的拿着玫瑰(ui)

破碎的心日渐枯萎(ei)

告诉我温柔到底给了谁(ui)

最冷时有谁来安慰(ei)

不愿为我最后流一滴泪(ei)

有多少人今生无悔(ui)

就要说爱情能够再轮回(ui)

都说痴情叫人憔悴(ui)

T: 恋爱 
R: an, uan, ian

星河日月共缠绵(ian)

清风拂去多少流年(ian)

不必问世间情缘深浅(ian)

江湖路尽头又见(ian)

你看那山高水也长远(uan)

时光穿行在云水间(ian)

刻下一张不老的容颜(an)

随你海角到天边(ian)

T: 酒 
R: ui, ei

今朝拂尘再一醉(ui)

从此天涯远去不归(ui)

相爱过只求一生无悔(ui)

身旁的恋人是谁(ui)

让我在除夕夜又梦回(ui)

些许诗意比落花美(ei)

悠悠流水情匆似流水(ui)

等你滴入我心扉(ei)

T: 醉红颜, 酒 
R: an, uan, ian

彼时把酒忆当年(ian)

记得那年桃花初见(ian)

或许你再续前生情缘(uan)

如今我轻语谁言(an)

人却在转瞬间霜满天(ian)

听到耳边箫声渐远(uan)

独饮一杯浊酒醉红颜(an)

都说往事化青烟(an)

T: Rose 

R: ui, ei
You gently held the rose that day
The wounded heart slowly withers
Tell me who you gave your tenderness to
When it's cold, who is there to comfort me
Do not want to shed a single tear for me
How many people have no regrets in this life
Love can make life reincarnate
They say infatuation makes people gaunt

T: 今朝有酒今朝醉 
R: ui, ei 

不管荣华与富贵 (ui)

只想与你干一杯 (ei)

走遍千山和万水 (ui)

让我品尝这滋味 (ei)

女孩你让我心醉 (ui)

且看那远方多美 (ei)

波涛万里长江水 (ui)

风又吹走了疲惫 (ei)

T: In love

R: an, uan, ian
Stars, river, sun, and moon lingering together
The breeze blows, took away the years
Do not need to ask depth of love in the world
At the end of the road, we will meet
Look at the high mountains and far water
Time travels between clouds and water
Carve an ageless appearance of beauty
To the ends of the earth with you

T: If there is liquor now, then drink now 

R: ui, ei
Drink until thoroughly drunk in a good night
I raised the glass with you in bygone days 
Do not know when will see you again
Hope is always with you in future life
No matter how difficult it is, no regrets
Try to pursue is the only thing I want
Life is rarely a few times drunk
Drink a toast again, just to get drunk

English Translation of the first case

Figure 4: Cases of lyrics generated by ChipSong. The generated results are marked in blue font. The rhymes are
marked in grey font. T: Trigger words; R: Rhyme. For the fist template, the green vertical line | is used to manually
annotate word segmentation boundaries. For the first case in each template, the English translation is given.

by open-ended trigger words, and maintain the
rhyme. More generated cases are provided in
https://github.com/korokes/chipsong.

6 Conclusion

In this work, we develop ChipSong, a lyric genera-
tion system, to assist musical short-video creators
for Chinese popular song creation. ChipSong
fine-grainly adjusts lyric generation to meet the
creator’s needs in various scenarios via the pro-
posed strategies of sentence- and word-level format
control, trigger word control, and rhyme control.
In the future, we would like to consider melody
generation and other attributions control of lyrics.
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Abstract

Revision is an essential part of the human writ-
ing process. It tends to be strategic, adap-
tive, and, more importantly, iterative in na-
ture. Despite the success of large language
models on text revision tasks, they are limited
to non-iterative, one-shot revisions. Examin-
ing and evaluating the capability of large lan-
guage models for making continuous revisions
and collaborating with human writers is a crit-
ical step towards building effective writing as-
sistants. In this work, we present a human-in-
the-loop iterative text revision system, Read,
Revise,Repeat (R3), which aims at achieving
high quality text revisions with minimal hu-
man efforts by reading model-generated revi-
sions and user feedbacks, revising documents,
and repeating human-machine interactions. In
R3, a text revision model provides text editing
suggestions for human writers, who can accept
or reject the suggested edits. The accepted
edits are then incorporated into the model
for the next iteration of document revision.
Writers can therefore revise documents itera-
tively by interacting with the system and sim-
ply accepting/rejecting its suggested edits until
the text revision model stops making further
revisions or reaches a predefined maximum
number of revisions. Empirical experiments
show thatR3 can generate revisions with com-
parable acceptance rate to human writers at
early revision depths, and the human-machine
interaction can get higher quality revisions
with fewer iterations and edits. The collected
human-model interaction dataset and system
code are available at https://github.
com/vipulraheja/IteraTeR. Our sys-
tem demonstration is available at https://
youtu.be/lK08tIpEoaE.

1 Introduction

Text revision is a crucial part of writing. Specifi-
cally, text revision involves identifying discrepan-

∗Equal contributions.
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Figure 1: System overview for R3 human-in-the-loop
iterative text revision.

cies between intended and instantiated text, decid-
ing what edits to make, and how to make those
desired edits (Flower and Hayes, 1981; Faigley and
Witte, 1981; Fitzgerald, 1987). It enables writers
to deliberate over and organize their thoughts, find
a better line of argument, learn afresh, and discover
what was not known before (Sommers, 1980; Scar-
damalia, 1986). Previous studies (Flower, 1980;
Collins and Gentner, 1980; Vaughan and McDon-
ald, 1986) have shown that text revision is an it-
erative process since human writers are unable to
simultaneously comprehend multiple demands and
constraints of the task when producing well-written
texts – for instance, covering the content, follow-
ing linguistic norms and discourse conventions of
written prose, etc. Therefore, writers resort to per-
forming text revisions on their drafts iteratively to
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reduce the number of considerations at each time.

Computational modeling of the iterative text re-
vision process is essential for building intelligent
and interactive writing assistants. Most prior works
on the development of neural text revision systems
(Faruqui et al., 2018; Botha et al., 2018; Ito et al.,
2019; Faltings et al., 2021) do not take the itera-
tive nature of text revision and human feedback on
suggested revisions into consideration. The direct
application of such revision systems in an iterative
way, however, could generate some “noisy” edits
and require much burden on human writers to fix
the noise. Therefore, we propose to collect hu-
man feedback at each iteration of revision to filter
out those harmful noisy edits and produce revised
documents of higher quality.

In this work, we present a novel human-in-the-
loop iterative text revision system,Read,Revise,
Repeat (R3), which reads model-generated revi-
sions and user feedbacks, revises documents, and
repeats human-machine interactions in an iterative
way, as depicted in Figure 1. First, users write a
document as input to the system or choose one from
a candidate document set to edit. Then, the text
revision system provides multiple editing sugges-
tions with their edits and intents. Users can accept
or reject the editing suggestions in an iterative way
and stop revision when no editing suggestions are
provided or the model reaches the maximum re-
vision limit. The overall model performance can
be estimated by calculating the acceptance rate
throughout all editing suggestions.

R3 provides numerous benefits over existing
writing assistants for text revision. First, R3 im-
proves the overall writing experience for writers
by making it more interpretable, controllable, and
productive: on the one hand, writers don’t have
to (re-)read the parts of the text that are already
high quality, and this, in turn, helps them focus on
larger writing goals (§4.2); on the other hand, by
showing edit intentions for every suggested edit,
which users can further decide to accept or reject,
R3 provides them with more fine-grained control
over the text revision process compared to other
one-shot based text revision systems (Lee et al.,
2022), and are limited in both interpretability and
controllability. Second,R3 improves the revision
efficiency. The human-machine interaction can
help the system produce higher quality revisions
with fewer iterations and edits, and the empirical
experiments in §4.2 validate this claim. To the

best of our knowledge, R3 is the first text revi-
sion system in literature that can perform iterative
text revision in collaboration by human writers and
revision models.

In this paper, we make three major contributions:

• We present a novel human-in-the-loop text re-
vision systemR3 to make text revision mod-
els more accessible; and to make the process
of iterative text revision efficient, productive,
and cognitively less challenging.

• From an HCI perspective, we conduct experi-
ments to measure the effectiveness of the pro-
posed system for the iterative text revision
task. Empirical experiments show thatR3 can
generate edits with comparable acceptance
rate to human writers at early revision depths.

• We analyze the data collected from human-
model interactions for text revision and pro-
vide insights and future directions for building
high-quality and efficient human-in-the-loop
text revision systems. We release our code, re-
vision interface, and collected human-model
interaction dataset to promote future research
on collaborative text revision.

2 Related Work

Previous works on modeling text revision (Faruqui
et al., 2018; Botha et al., 2018; Ito et al., 2019;
Faltings et al., 2021) have ignored the iterative na-
ture of the task, and simplified it into a one-shot
"original-to-final" sentence-to-sentence generation
task. However, in practice, at every revision step,
multiple edits happen at the document-level which
also play an important role in text revision. For
instance, reordering and deleting sentences to im-
prove the coherence.

More importantly, performing multiple high-
quality edits at once is very challenging. Contin-
uing the previous example, document readability
can degrade after reordering sentences, and fur-
ther adding transitional phrases is often required
to make the document more coherent and readable.
Therefore, one-shot sentence-to-sentence text re-
vision formulation is not sufficient to deal with
real-world challenges in text revision tasks.

While some prior works on text revision (Co-
enen et al., 2021; Padmakumar and He, 2021; Gero
et al., 2021; Lee et al., 2022) have proposed human-
machine collaborative writing interfaces, they are
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mostly focused on collecting human-machine inter-
action data for training better neural models, rather
than understanding the iterative nature of the text
revision process, or the model’s ability to adjust
editing suggestions according to human feedback.

Another line of work by Sun et al. (2021); Singh
et al. (2022) on creative writing designed human-
machine interaction interfaces to encourage new
content generation. However, text revision focuses
on improving the quality of existing writing and
keeping the original content as much as possible.
In this work, we provide a human-in-the-loop text
revision system to make helpful editing suggestions
by interacting with users in an iterative way.

3 System Overview

Figure 1 shows the general pipeline ofR3 human-
in-the-loop iterative text revision system. In this
section, we will describe the development details
of the text revision models and demonstrate our
user interfaces.

We first formulate an iterative text revision pro-
cess: given a source document1 Dt−1, at each revi-
sion depth t, a text revision system will apply a set
of edits to get the revised document Dt. The sys-
tem will continue iterating revision until the revised
document Dt satisfies a set of predefined stopping
criteria, such as reaching a predefined maximum
revision depth tmax, or making no edits between
Dt−1 and Dt.

3.1 Text Revision System

We follow the prior work of Du et al. (2022) to
build our text revision system. The system is com-
posed of edit intention identification models and a
text revision generation model. We follow the same
data collection procedure in Du et al. (2022) to col-
lect the iterative revision data.2 Then, we train the
three models on the collected revision dataset.

Edit Intention Identification Models. Follow-
ing Du et al. (2022), our edit intentions have four
categories: FLUENCY, COHERENCE, CLARITY,
and STYLE. We build our edit intention identifi-
cation models at each sentence of the source doc-
ument Dt−1 to capture the more fine-grained ed-
its. Specifically, given a source sentence, the sys-
tem will make two-step predictions: (1) whether

1The source document can be chosen by a user in the
candidate set of documents or written from scratch by a user.

2See §4.1 for the detailed data collection.

or not to edit, and (2) which edit intention to ap-
ply. The decision whether or not to edit is taken
by an edit-prediction classifier that predicts a bi-
nary label of whether to edit a sentence or not. The
second model, called the edit-intention classifier,
predicts which edit intention to apply to the sen-
tence. If the edit-prediction model predicts “not to
edit” in the first step, the source sentence will be
kept unchanged at the current revision depth.

Text Revision Generation Model. We fine-tune
a large pre-trained language model like PEGA-
SUS (Zhang et al., 2020) on our collected revision
dataset to build the text revision generation model.
Given a source sentence and its predicted edit in-
tention, the model will generate a revised sentence,
conditioned on the predicted edit intention. Then,
we concatenate all un-revised and revised sentences
to get the model-revised document Dt, and extract
all its edits using latexdiff 3 and difflib.4

In summary, at each revision depth t, given a
source document Dt−1, the text revision system
first predicts the need for revising a sentence, and
for the ones that need revision, it predicts the corre-
sponding fine-grained edit intentions – thus, gener-
ating the revised document Dt based on the source
document and the predicted edit decisions and in-
tentions.

3.2 Human-in-the-loop Revision

In practice, not all model-generated edits are
equally impactful towards improving the document
quality (Du et al., 2022). Therefore, we enable
user interaction in the iterative text revision pro-
cess to achieve high quality of text revisions along
with a productive writing experience. At each re-
vision depth t, our system provides the user with
suggested edits, and their corresponding edit in-
tentions. The user can interact with the system by
choosing to accept or reject the suggested edits.

Figure 2 illustrates the details of R3’s user in-
terface. First, a user enters their id to login to the
web interface as shown in Figure 2a. Then, the
user is instructed with a few guidelines on how to
operate the revision as demonstrated in Figure 2b.
After getting familiar with the interface, the user
can select a source document from the left drop-
down menu in Figure 2c. By clicking the source
document, all the edits predicted by the text re-

3https://ctan.org/pkg/latexdiff
4https://docs.python.org/3/library/

difflib.html
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(d) Editing suggestions and interaction panel

Figure 2: User interface demonstration for R3. Anonymized version available at https://youtu.be/
lK08tIpEoaE.

vision model, as well as their corresponding edit
intentions will show up in the main page as illus-
trated in Figure 2d (left panel). The user is guided
to go through each suggested edits, and choose to
accept or reject the current edit by clicking the Con-
firm button in Figure 2d (right panel). After going
through all the suggested edits, the user is guided
to click the Submit button to save their decisions on
the edits. Then, the user is guided to click the Next
Iteration! button to proceed to the next revision
depth and check the next round of edits suggested
by the system. This interactive process continues
until the system does not generate further edits or
reaches the maximum revision depth tmax.

4 Experiments

We conduct experiments to answer the following
research questions:

RQ1 How likely are users to accept the editing
suggestions predicted by our text revision
system? This question is designed to evaluate
whether our text revision system can generate
high quality edits.

RQ2 Which types of edit intentions are more likely
to be accepted by users? This question is
aimed to identify which types of edits are
more favored by users.

RQ3 Does user feedback in R3 help produce
higher quality of revised documents? This
question is proposed to validate the effective-
ness of human-in-the-loop component inR3.
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4.1 Experimental Setups

Iterative Revision Systems. We prepare three
types of iterative revision systems to answer the
above questions:
1. HUMAN-HUMAN: We ask users to accept or

reject text revisions made by human writers,
which are directly sampled from our collected
iterative revision dataset. This serves as the
baseline to measure the gap between our text
revision system and human writers.

2. SYSTEM-HUMAN: We ask users to accept or
reject text revisions made by our system. Then,
we incorporate user accepted edits to the system
to generate the next iteration of revision. This is
the standard human-in-the-loop process ofR3.

3. SYSTEM-ONLY: We conduct an ablation study
by removing user interaction in reviewing the
model-generated edits. Then, we compare the
overall quality of final revised documents with
and without the human-in-the-loop component.

In both HUMAN-HUMAN and SYSTEM-HUMAN

setups where users interacted with the system, they
were not informed whether the revisions were sam-
pled from our collected iterative revision dataset, or
generated by the underlying text revision models.

User Study Design. We hired three linguistic ex-
perts (English L1, bachelor’s or higher degree in
Linguistics) to interact with our text revision sys-
tem. Each user was presented with a text revision
(as shown in Figure 2d) and asked to accept or re-
ject each edit in the current revision (users were
informed which revision depth they were looking
at). For a fair comparison, users were not informed
about the source of the edits (human-written vs.
model-generated), and the experiments were con-
ducted separately one after the other. Note that
the users were only asked to accept or reject ed-
its, and they had control neither over the number
of iterations, nor over the stopping criteria. The
stopping criteria for the experiment were set by us
and designed as: (1) no new edits were made at
the following revision depth, or (2) the maximum
revision depth tmax = 3 was reached.

Data Details. We followed the prior work (Du
et al., 2022) to collect the text revision data across
three domains: ArXiv, Wikipedia and Wikinews.
This data was then used to train both the edit in-
tention identification models and the text revision
generation model. We split the data into training,
validation and test set according to their document

# Docs Avg. Depths # Edits

Training 44,270 6.63 292,929
Validation 5,152 6.60 34,026
Test 6,226 6.34 39,511

Table 1: Statistics for our collected revision data which
has been used to train the edit intention identification
model and the text revision generation model. # Docs
means the total number of unique documents, Avg.
Depths indicates the average revision depth per docu-
ment (for the human-generated training data), and # Ed-
its stands for the total number of edits (sentence pairs)
across the corpus.

ids with a ratio of 8:1:1. The detailed data statistics
are included in Table 1. Note that our newly col-
lected revision dataset is larger than the previously
proposed dataset in Du et al. (2022) with around
24K more unique documents and 170K more edits
(sentence pairs).

For the human evaluation data, we randomly
sampled 10 documents with a maximum revision
depth of 3 from each domain in the test set in Ta-
ble 1. For the evaluation of text revisions made by
human writers (HUMAN-HUMAN), we presented
the existing ground-truth references from our col-
lected dataset to users. Since we do not hire addi-
tional human writers to perform continuous revi-
sions, we just presented the static human revisions
from the original test set to users at each revision
depth, and collected the user acceptance statistics
as a baseline for our system.

For the evaluation of text revisions made by
our system (SYSTEM-HUMAN), we only presented
the original source document at the initial revision
depth (D0) to our system, and let the system gen-
erate edits in the following revision depths, while
incorporating the accept/reject decisions on model-
generated edit suggestions by the users. Note that
at each revision depth, the system will only incor-
porate the edits accepted by users and pass them to
the next revision iteration.

For text revisions made by our system without
human-in-the-loop (SYSTEM-ONLY), we let the
system generate edits in an iterative way and ac-
cepted all model-generated edits at each revision
depth.

Model Details. For both edit intention identifica-
tion models, we fine-tuned the RoBERTa-large (Liu
et al., 2020) pre-trained checkpoint from Hugging-
Face (Wolf et al., 2020) for 2 epochs with a learning
rate of 1 × 10−5 and batch size of 16. The edit-
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HUMAN-HUMAN SYSTEM-HUMAN (ours)

t # Docs Avg. Edits Avg. Accepts % Accepts # Docs Avg. Edits Avg. Accepts % Accepts

1 30 5.37 2.77 51.66 30 5.90 2.90 49.15
2 30 4.83 3.00 62.06 24 3.83 2.57 67.02
3 20 3.80 2.67 70.39 20 3.43 1.94 56.71

Table 2: Human-in-the-loop iterative text revision evaluation results. t stands for the revision depth, # Docs shows
the total number of revised documents at the current revision depth, Avg. Edits indicates the average number of
applied edits per document, Avg. Accepts means the average number of edits accepted by users per document, and
% Accepts is calculated by dividing the total accepted edits with the total applied edits.

prediction classifier is binary classification model
that predicts whether to edit a given sentence or not.
It achieves an F1 score of 67.33 for the edit label
and 79.67 for the not-edit label. The edit-intention
classifier predicts the specific intent for a sentence
that requires editing. It achieves F1 scores of 67.14,
70.27, 57.0, and 3.215 for CLARITY, FLUENCY,
COHERENCE and STYLE intent labels respectively.

For the text revision generation model, we fine-
tuned the PEGASUS-LARGE (Zhang et al., 2020)
pre-trained checkpoint from HuggingFace. We
set the edit intentions as new special tokens (e.g.,
<STYLE>, <FLUENCY>), and concatenated the
edit intention and source sentence together as the
input to the model. The output of the model is
the revised sentence, and we trained the model
with cross-entropy loss. We fine-tuned the model
for 5 epochs with a learning rate of 3× 10−5 and
batch size of 4. Finally, our text revision genera-
tion model achieves 41.78 SARI score (Xu et al.,
2016), 81.11 BLEU score (Papineni et al., 2002)
and 89.08 ROUGE-L score (Lin, 2004) on the test
set.

4.2 Result Analysis
Iterativeness. The human-in-the-loop iterative
text revision evaluation results are reported in Ta-
ble 2. Each document is evaluated by at least 2
users. We find thatR3 achieves comparable per-
formances with ground-truth human revisions
at revision depth 1 and 2, and tends to generate
less favorable edits at revision depth 3. At revi-
sion depth 1,R3 is able to generate more edits than
ground-truth human edits for each document, and
gets more edits accepted by users on average. This
shows the potential ofR3 in generating appropriate
text revisions that are more favorable to users.

At revision depth 2, while R3 generates less
edits than human writers on average, it gets a higher

5We note that the F1 score for STYLE is low as the number
of training samples for that intent is particularly small.

acceptance rate than human writers. This result
suggests that for the end users, more edits may not
necessarily lead to a higher acceptance ratio, and
shows that R3 is able to make high-quality edits
for effective iterative text revisions. At revision
depth 3, R3 generates even less edits compared
both to human writers and its previous revision
depths. This result can be attributed to the fact
that our models are only trained on static human
revision data, while at testing time they have to
make predictions conditioned on their revisions
generated at the previous depth, which may have a
very different distribution of edits than the training
data. Table 7 shows an example of iterative text
revision in ArXiv domain generated by R3. We
also provide some other iterative revision examples
generated byR3 in Appendix A.

Edit Intentions. Table 3 demonstrates the distri-
bution of different edit intentions, which can help
us further analyze the which type of edits are more
likely to be accepted by end users. For human-
generated revisions, we find that FLUENCY edits
are most likely to be accepted since they are mainly
fixing grammatical errors.

For system-generated revisions, we observe
that CLARITY edits are the most frequent ed-
its but end users only accept 58.73% of them,
which suggests that our system needs further im-
provements in learning CLARITY edits. Another in-
teresting observation is that STYLE edits are rarely
generated by human writers (1.2%) and also gets
the lowest acceptance rate (33.33%) than other in-
tentions, while they are frequently generated by our
system (16.7%) and surprisingly gets the highest
acceptance rate (64.6%) than other intentions. This
observation indicates thatR3 is capable for gener-
ating favorable stylistic edits. Table 4 shows some
examples of edit suggestions generated byR3.

Role of Human Feedback in Revision Quality.
Table 5 illustrates the quality comparison results of
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HUMAN-HUMAN SYSTEM-HUMAN (ours)

# Edits # Accepts % Accepts # Edits # Accepts % Accepts

CLARITY 197 119 60.40 332 195 58.73
FLUENCY 178 146 82.02 91 41 45.05
COHERENCE 103 41 39.80 141 68 48.22
STYLE 6 2 33.33 113 73 64.60

Table 3: The distribution of different edit intentions. # Edits indicates the total number of applied edits under the
current edit intention, # Accepts means the total number of edits accepted by users under the current edit intention,
and % Accepts is calculated by dividing the total accepted edits with the total applied edits.

Edit Intention Edit Suggestion
CLARITY Emerging new test procedures , such

as antigen or RT-LAMP tests, might en-
able us to protect nursing home resi-
dents.

FLUENCY For Radar tracking, we show how a
model can reduce the tracking errors.

COHERENCE However, we show that even a small vi-
olation can significantly modify the ef-
fective noise.

STYLE There has been numerousextensive re-
search focusing on neural coding.

Table 4: Edit suggestion examples generated byR3.

final revised documents with and without human-
in-the-loop for R3. We asked another group of
three annotators (English L2, bachelor’s or higher
degree in Computer Science) to judge whether the
overall quality of system-generated final document
is better than the ground-truth reference final doc-
ument. The quality score ranges between 0 and 1.
We evaluated 10 unique documents in ArXiv do-
main, and took the average score from all 3 annota-
tors. As shown in Table 5, SYSTEM-HUMAN pro-
duces better overall quality score for the final
system-generated documents with fewer itera-
tions of revision and fewer edits, which validates
the effectiveness of the human-machine interaction
proposed inR3.

User Feedback. We also collected qualitative
feedback about R3 from the linguistic experts
through a questionnaire. The first part of our ques-
tionnaire asks participants to recall their experience
with the system, and evaluate various aspects of the
system (in Table 6). They were asked to rate how
easy it was to get onboarded and use the system
(convenience), whether they were satisfied with
the system (revision quality and usage experience)
(satisfaction), whether they felt it improved their
productivity for text revision (productivity), and

Avg. Depths # Edits Quality

SYSTEM-HUMAN (ours) 2.5 148 0.68
SYSTEM-ONLY 2.8 175 0.28

Table 5: Quality comparison results of final revised
documents with and without human-in-the-loop. Avg.
Depths indicates the average number of iterations con-
ducted by the system, # Edits means the total number
of accepted edits by the system, and Quality represents
the human judgements of the overall quality of system-
revised final documents.

whether they would like to use the system again
(retention) for performing revisions on their docu-
ments.

In general, the users gave positive feedback to-
wards the ease of use of the system. However, they
were neutral on the potential productivity impact,
owing to the lack of domain knowledge of the doc-
uments they were evaluating. This issue could be
mitigated by asking users to revise their own doc-
uments of interest. The retention and satisfaction
scores were leaning slightly negative, which was
explained as primarily attributed to gaps in the user
interface design (eg. improperly aligned diffs, sub-
optimal presentation of word-level edits, etc.).

We also asked them to provide detailed com-
ments on their experience, and the potential im-
pact of the system on their text revision experience.
Specifically, upon asking the users whether using
the system to evaluate the model-suggested edits
would be more time-efficient compared to actu-
ally revising the document themselves, we received
many useful insights that help better design bet-
ter interfaces and features of our system in future
work, as some users noted:

I think it would be faster using the sys-
tem, but I would still be checking the text
myself in case edits were missed. The sys-
tem made some edits where there were
letters and parts of words being added/re-
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Criterion Avg. Score Std. Deviation

Convenience 3.66 0.58
Satisfaction 2.33 0.58
Productivity 3.00 1.00
Retention 2.66 0.58

Table 6: User feedback survey ratings. Ratings are on
5-point Likert scale with 5 being strongly positive ex-
perience, 3 being neutral, and 1 being strongly negative.
However, we’d like to point out that as the number of
users (linguists) who participated in the study is small,
the statistical significance of the results should be taken
lightly.

moved/replaced, which sometimes took
some time to figure out. That wouldn’t
be the case if I were editing a document.

Ultimately, I would use the system for
grammar/coherence/clarity edits, and
then still research (a lot) to ensure that
meaning was preserved throughout the
document. For topics that I was more
familiar with/more general topics, using
the system would probably reduce my
time by a third or so. For topics that
required more in-depth research for me,
the time saved by using the system might
be minimal.

5 Discussion and Future Directions

WhenR3 generates revisions at deeper depths, we
observe a decrease in the acceptance ratio by hu-
man users. It is crucial to create a text revision
system that can learn different revision strategies
at each iteration and generate high quality edits at
deeper revision levels.

Editing suggestions provided by our text revision
generation models could be improved. Particularly,
FLUENCY edits show a huge gap between human
and system revisions (45.05% and 82.02%). Future
work could focus on developing more powerful text
revision generation models.

In our human-machine interaction, we restrict
the users’ role to accept or reject the model’s predic-
tions. Even with minimal human interaction, our
experiment shows comparable or even better revi-
sion quality as compared to human writers at early
revision depths. A potential future direction for
human-machine collaborative text revision would
be to develop advanced human-machine interac-
tion interfaces, such as asking users to re-write the
machine-revised text.

Also, a larger-scale user study could be carried
out to derive more meaningful statistics (e.g. op-
timal number of revision depths and edit sugges-
tions) and investigate if there is any intriguing user
behavior in the iterative revision process. For exam-
ple, as mentioned in the users’ feedback, it would
be interesting to check if users behave differently
when they are asked to accept/reject edit sugges-
tions provided for their own texts as opposed to the
texts written by a third party.

6 Conclusion

In this work, we develop an interactive iterative
text revision system R3 that is able to effectively
assist users to make revisions and improve the qual-
ity of existing documents. R3 can generate higher
quality revisions while minimizing the human ef-
forts. Users are provided with a reviewing inter-
face to accept or reject system suggesting edits.
The user-validated edits are then propagated to the
next revision depth to get further improved revi-
sions. Empirical results show thatR3 can generate
iterative text revisions with acceptance rates com-
parable or even better than human writers at early
revision depths.
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tests, might enable us to protect nursing home residents
by means of preventive screening strategies. Here, we
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the spread of SARS-CoV-2 in nursing homes to identify
optimal preventive testing strategiesto curb this spread .
The model is microscopically calibrated to high-resolution
data from actual nursing homes in Austria, including the
detailed networks of social contacts of their residents and
information on past outbreaks.
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idents by means of preventive screening strategies. Here,
we develop a novel agent-based epidemiological model for
the spread of SARS-CoV-2 in nursing homes to identify
optimal preventive testing strategiesto curb this spread

prevention strategies . The model is microscopically
calibrated to high-resolution data from actual nursing
homes in Austria, including the detailed networks of
social contacts of their residents and information on past
outbreaks.

Due to its high lethality amongst the el-
derly, nursing homes are in the eye of the
COVID-19 storm. Emerging new test proce-
dures , such as antigen or RT-LAMP tests, might
enable us to protect nursing home residents by
means of preventive screening strategies. Here,
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detailed social contact networks and information on
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Due to its high lethality amongst the elderly, n

N ursing homes are in the eye of the COVID-19
storm. Emerging new test procedures might enable
us to protect nursing home residents by means
of preventive screening strategies . Here, we
develop a novel agent-based epidemiological model
for the spread of SARS-CoV-2 in nursing homes
to identify optimal preventive testing strategies.
The model is calibrated to high-resolution data
from actual nursing homes in Austria, including
the detailed networks of social contacts of their

residents and information on past outbreaks.

3 - Due to its high lethality amongst the elderly, nurs-
ing homes are in the eye of the COVID-19 storm.
Emerging new test procedures might enable us to
protect nursing home residents by means of pre-
ventive screening. Here, we develop a novel n
agent-based epidemiological model for the spread
of SARS-CoV-2 in nursing homes to identify op-
timal preventive testing strategies. The model is
calibrated to high-resolution data from actual nurs-
ing homes in Austria, including detailed networks
of social contacts of their residents and informa-
tion on past outbreaks.

Table 7: A sample snippet of iterative text revisions in ArXiv domain generated by R3, where t is the revision
depth and t = 0 indicates the original input text. Note that text represents user accepted deletions, text represents
user accepted insertions, and text represents user rejected edits.
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A R3 Iterative Revision Samples

We present more iterative revision examples gener-
ated byR3 in Table 8 and Table 9.
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t HUMAN-HUMAN SYSTEM-HUMAN(ours)

0 Corporal Nathan Hornburg. A Reserve soldier serving with
Canadian Forces in Afghanistanwas killed on September 24,
2007. Four others were injured in the incident which killed
24-year-old Corporal Nathan Hornburg of Calgary, Alberta. A
Canadian Forces statement said Cpl. Hornburg was killed during
Operation Sadiq Sarbaaz (Honest Soldier) approximately 47
kilometres west of Kandahar City in Panjwaii District. Media
reports indicated he died from mortar fire at around 4 :30 p.m.
local time (12:00 UTC) while he was repairing the track on
a Canadian Leopard tank near a cluster of villages known as
Zangabad.

Corporal Nathan Hornburg. A Reserve soldier serv-
ing with Canadian Forces in Afghanistanwas killed
on September 24, 2007. Four others were injured
in the incident which killed 24-year-old Corporal
Nathan Hornburg of Calgary, Alberta. A Canadian
Forces statement said Cpl. Hornburg was killed
during Operation Sadiq Sarbaaz (Honest Soldier)
approximately 47 kilometres west of Kandahar City
in Panjwaii District. Media reports indicated he
died from mortar fire at around 4 :30 p.m. local
time (12:00 UTC) while he was repairing the track
on a Canadian Leopard tank near a cluster of vil-
lages known as Zangabad.

1 Corporal Nathan Hornburg. A Reserve soldier serving with

Canadian Forces in Afghanistanwas killed on September

24, 2007 On MOnday, a 24-year old Calgary Reservist

became the 71st Canadian soldier killed in Afghanistan .
Four others were injured in the incident which
killed 24-year-old Corporal Nathan Hornburg

of Calgary, Alberta. A Canadian Forces statement said Cpl.

Hornbur was killed during , who was operating as part of
Operation Sadiq Sarbaaz (Honest Soldier) approximately 47
kilometres west of Kandahar City in Panjwaii District. Media
reports indicated he died from mortar fire at around 4 :30 p.m.
local time (12:00 UTC) while he was repairing the track on
a Canadian Leopard tank near a cluster of villages known as
Zangabad.

Corporal Nathan Hornburg. A Reserve

A Canadian soldier serving with Canadian Forces
in Afghanistanwas killed on September 24, 2007.
Four others were injured in the incident which killed
24-year-old Corporal Nathan Hornburg of Calgary,
Alberta. A Canadian Forces statement said Cpl.

Nathan Hornburg was killed during Operation
Sadiq Sarbaaz (Honest Soldier) approximately
47 kilometres west of Kandahar City in Panjwaii
District. Media reports indicated he died from
mortar fire at around 4 :30 p.m. local time (12:00
UTC) while he was repairing the track on a
Canadian Leopard tank near a cluster of villages
known as Zangabad.

2 Corporal Nathan Hornburg. A Reserve soldier serving
with Canadian Forces in Afghanistanwas killed on Septem-
ber 24, 2007. Four others were injured in the incident
which killed 24-year-old Corporal Nathan Hornburg of
Calgary, Alberta. A Canadian Forces statement said
Cpl. Hornburg was killed during Operation Sadiq Sar-
baaz (Honest Soldier) approximately 47 kilometres west of

Kandahar City in Panjwaii District , a joint Afghan-NATO

mission designed to "set the conditions for a continuous

security presence and the establishment of a new police

sub-station in the northern part of (Panjwaii)." . Media reports
indicated he died from mortar fire at around 4 :30 p.m. local time
(12:00 UTC) while he was repairing the track on a Canadian
Leopard tank near a cluster of villages known as Zangabad.

A Canadian soldier serving with the Canadian
Forces in Afghanistanwas killed on September 24,
2007. Four others were injured in the incident
which killed 24-year-old Corporal Nathan Hornburg
of Calgary, Alberta. Nathan Hornburg was killed
during Operation Sadiq Sarbaaz (Honest Soldier) ,
approximately 47 kilometres west of Kandahar City
in Panjwaii District. Media reports indicated he
died from mortar fire at around 4 :30 p.m. local
time (12:00 UTC) while he was repairing the track
on a Canadian Leopard tank near a cluster of vil-
lages known as Zangabad.

3 - A Canadian soldier serving with the Canadian
Forces in Afghanistan was killed on September
24, 2007. Four others were injured in the incident
which killed 24-year-old Corporal Cpl. Nathan
Hornburg of Calgary, Alberta. Nathan Hornburg
was killed during Operation Sadiq Sarbaaz (Honest
Soldier), approximately 47 kilometres west of Kan-
dahar City in the Panjwaii District. Media reports
indicated he died from mortar fire at around 4 :30
p.m. local time (12:00 UTC) while he was repairing
the track on a Canadian Leopard tank near a cluster
of villages known as Zangabad.

Table 8: A sample snippet of iterative text revisions in Wikinews domain generated byR3, where t is the revision
depth and t = 0 indicates the original input text. Note that text represents user accepted deletions, text represents
user accepted insertions, and text represents user rejected edits.
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t HUMAN-HUMAN SYSTEM-HUMAN(ours)

0 Jecon Gregory is or was a nomadic artist, whose autobi-
ographical fragments and poems, dictated to an acquain-
tance, were published as the book "History of a Nation
of One" (Harcourt Brace, New York, 1969, and Michael
Joseph, London, 1971). Jecon apparently did not know
his place, date, language or even name of birth, began
his wanderings as a child in Malta; walked through many
lands, barefoot, tall and thin, pulling all his possessions in
a basket on wheels, sleeping on the ground, and making a
living by drawing portraits.

Jecon Gregory is or was a nomadic artist, whose au-
tobiographical fragments and poems, dictated to an
acquaintance, were published as the book "History
of a Nation of One" (Harcourt Brace, New York,
1969, and Michael Joseph, London, 1971). Jecon
apparently did not know his place, date, language or
even name of birth, began his wanderings as a child
in Malta; walked through many lands, barefoot, tall
and thin, pulling all his possessions in a basket on
wheels, sleeping on the ground, and making a living
by drawing portraits.

1 Jecon Gregory is or was a nomadic artist, whose autobi-
ographical fragments and poems, dictated to an acquain-
tance, were published as the book "History of a Nation of
One : An Unlikely Memoir " (Harcourt Brace, New York,
1969, and Michael Joseph, London, 1971). .. Jecon appar-
ently did not know his place, date, language or even name
of birth, began his wanderings as a child in Malta; walked
through many lands, barefoot, tall and thin, pulling all his
possessions in a basket on wheels, sleeping on the ground,
and making a living by drawing portraits.

Jecon Gregory is or was a nomadic artist, whose au-
tobiographical fragments and poems, dictated to an
acquaintance, were published as the book " History
of a Nation of One" (Harcourt Brace, New York,
1969, and Michael Joseph, London, 1971). Jecon
apparently did not know his place, date, language
or even name of birth, began his wanderings as a
child in Malta; walked through many lands, bare-
foot, tall and thin, pulling all his possessions in
a basket on wheels, sleeping on the ground, and
making a living by drawing portraits.

2 - Jecon Gregory is or was a nomadic artist, whose au-
tobiographical fragments and poems, dictated to an
acquaintance, were published as the book "History
of a Nation of One" (Harcourt Brace, New York,
1969, and Michael Joseph, London, 1971). Jecon
apparently did not know his place, date, language
or even name of birth, began his wanderings as a
child in Malta; walked through many lands, bare-
foot, tall and thin, pulling all his possessions in
a basket on wheels, sleeping on the ground, and
making a living by drawing portraits.

3 - -

Table 9: A sample snippet of iterative text revisions in Wikipedia domain generated byR3, where t is the revision
depth and t = 0 indicates the original input text. Note that text represents user accepted deletions, text represents
user accepted insertions, and text represents user rejected edits.
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