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Introduction

Welcome to HumEval 2022!

We are happy to present the second edition of the workshop on Human Evaluation of NLP Systems
(HumEval) that is taking place as a hybrid event at the 60th Annual Meeting of the Association for
Computational Linguistics (ACL 2022).
Human evaluation is vital in NLP, and it is often considered as the most reliable form of evaluation. It
ranges from the large-scale crowd-sourced evaluations to the much smaller experiments routinely en-
countered in conference papers. With this workshop we wish to create a space for researchers working
with human evaluations to exchange ideas and begin to address the issues that human evaluation in
NLP currently faces, including aspects of experimental design, reporting standards, meta-evaluation and
reproducibility.
We are truly grateful to the authors of the submitted papers that showed interest in human evaluation
research. Based on program committee recommendations, the HumEval workshop accepted 10 submis-
sions: 9 through a regular submission process and 1 through ACL Rolling Review commitment out of 12
submitted and 3 committed papers respectively. The accepted papers cover a broad range of NLP areas
where human evaluation is used: machine translation, natural language generation, word sense disambi-
guation, coreference resolution, and tokenisation. There are also papers dealing with automatic metric
validation and human evaluation reporting in NLP.
This workshop would not have been possible without the hard work of the program committee. We would
like to express our gratitude to them for writing detailed and thoughtful reviews in a very constrained span
of time. We are in particular indebted to our emergency reviewers, who agreed to volunteer their time for
last-minute reviews. We also thank our invited speakers, Markus Freitag, and Samira Shaikh, for their
contribution to our program with thought-provoking keynotes. As the workshop is co-located with ACL,
we appreciated help from the ACL Workshop Chairs, Elena Cabrio, Sujian Li, and Mausam, from the
ACL Publication Chairs, Danilo Croce, and the whole team behind aclpub2, and we are grateful to all
other members of the organising committee involved in the conference management.
We are looking forward to a productive workshop, and we hope that it will create a forum for human
evaluation research.
You can find more details about the workshop on its website: https://humeval.github.io/.

Anya, Ehud, Maja, Anastasia
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Keynote Talk: Cognitive Biases in Human Evaluation of NLG
Samira Shaikh

University of North Carolina at Charlotte / Ally, United States

Abstract: Humans quite frequently interact with conversational agents. The rapid advancement in gene-
rative language modeling through neural networks has helped advance the creation of intelligent conver-
sational agents. Researchers typically evaluate the output of their models through crowdsourced judg-
ments, but there are no established best practices for conducting such studies. We look closely at the
practices of evaluation of NLG output, and discuss implications of human cognitive biases on experi-
ment design and the resulting data.

Bio: Samira Shaikh is an Assistant Professor in the Computer Science Department in the College of
Computing and Informatics at the University of North Carolina - Charlotte (UNCC). She has a joint ap-
pointment with the Department of Psychology as an Assistant Professor in Cognitive Science. Samira
directs the SoLID (Social Language and Intelligent Dialogue) Agents Lab at UNCC, with a focus on
Computational Sociolinguistics and Natural Language Generation.
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Keynote Talk: Experts, errors, and context: A large-scale
study of human evaluation for machine translation

Markus Freitag
Google, United States

Abstract: Human evaluation of modern high-quality machine translation systems is a difficult problem,
and there is increasing evidence that inadequate evaluation procedures can lead to erroneous conclusions.
While there has been considerable research on human evaluation, the field still lacks a commonly accep-
ted standard procedure. As a step toward this goal, we propose an evaluation methodology grounded in
explicit error analysis, based on the Multidimensional Quality Metrics (MQM) framework. We carry out
the largest MQM research study to date, scoring the outputs of top systems from the WMT 2020 shared
task in two language pairs using annotations provided by professional translators with access to full do-
cument context. We analyze the resulting data extensively, finding among other results a substantially
different ranking of evaluated systems from the one established by the WMT crowd workers, exhibiting a
clear preference for human over machine output. Surprisingly, we also find that automatic metrics based
on pre-trained embeddings can outperform human crowd workers. We further discuss the impact of this
study on both the WMT metric task, and the general MT task. We will close the talk by showcasing
research that benefits from the new evaluation methodology: Minimum Bayes Risk Decoding with neu-
ral metrics significantly outperforms beam search decoding in expert-based human evaluations while the
previous human evaluation standards using crowd-workers set both decoding strategies on par with each
other.

Bio: Dr. Markus Freitag is a Staff Research Scientist at Google Research in Mountain View, CA. His
current research interests are in machine translation, focusing on human and automatic evaluation, deco-
ding strategies, model training, and data processing. Prior to joining Google, he worked as a Research
Staff Member at IBM in Yorktown Heights, NY. Markus received a PhD in Computer Science in 2015
from the RWTH Aachen University under the supervision of Prof. Dr. Hermann Ney.
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Vacillating Human Correlation of SacreBLEU in Unprotected Languages

Ahrii Kim1 and Jinhyeon Kim2

Kakao Enterprise
Gyeonggi-do, Republic of Korea

ria.i, rob.k@kakaoenterprise.com

Abstract

SacreBLEU, by incorporating a text normaliz-
ing step in the pipeline, has become a rising au-
tomatic evaluation metric in recent MT studies.
With agglutinative languages such as Korean,
however, the lexical-level metric cannot pro-
vide a conceivable result without a customized
pre-tokenization. This paper endeavors to ex-
amine the influence of diversified tokenization
schemes –word, morpheme, subword, charac-
ter, and consonants & vowels (CV)– on the
metric after its protective layer is peeled off.

By performing meta-evaluation with manually-
constructed into-Korean resources, our empir-
ical study demonstrates that the human corre-
lation of the surface-based metric and other
homogeneous ones (as an extension) vacillates
greatly by the token type. Moreover, the hu-
man correlation of the metric often deteriorates
due to some tokenization, with CV one of its
culprits. Guiding through the proper usage of
tokenizers for the given metric, we discover i)
the feasibility of the character tokens and ii) the
deficit of CV in the Korean MT evaluation.1

1 Introduction

For almost two decades, BLEU (Papineni et al.,
2002) has been a key driver of the development of
Machine Translation (MT) and MT Evaluation de-
spite its blind spots. Marie et al. (2021) statistically
support such trend, reporting that in the past decade,
about 98.8% of research papers of ACL under the
title of "MT" regarded it as their prime evaluation
metric. However much stern warnings we have got
against its use (Tan et al. 2015; Callison-Burch et al.
2006), the fact that one of the most popular metrics
besides it since 2018 is its stabilized implementa-
tion SacreBLEU (Post, 2018) (Marie et al., 2021)
lets us ask ourselves if this rising metric is safe for
all .

1Link to our code is available at https://github.
com/kakaoenterprise/korean-sacrebleu

The biggest strength of SacreBLEU is that it
reduces the influence of pre-processing scheme on
the score computation that could have fluctuated
otherwise upon any minor changes such as a type
of tokenizers, a split of compound nouns, use of
unknown tokens for rare words, or casing (Post,
2018). By embracing the text normalizing step in
the architecture, this automatic metric can provide
more trustworthy evaluation scores.

While it is gaining weight in the literature, its
trust issue remains prominent in terms of aggluti-
nate languages such as Korean. Languages of such
typology by design require language-dependant
tokenization to convey the morphological impli-
cations hardly expressible by whitespaces. Pre-
sumably for that reason, SacreBLEU specifies a
customized tokenizer for some languages such as
Japanese. When assessing Korean texts, therefore,
the Workshop on Asian Translation directs that the
texts be tokenized by MeCab-ko2 before running
any automatic metrics (Nakazawa et al., 2017), but
their correlation to human judgment has not been
officially confirmed.

In the context where Korean is not capable of
taking advantage of SacreBLEU’s protective
layer, we shed light on the influence of varied
pre-tokenization types on the human correlation of
the given metric that features three surface-based
metrics: BLEU, TER (Snover et al., 2006), and
ChrF (Popović, 2015). With that information,
we share empirical lessons for SacreBLEU
when applying it in the Korean language in MT
evaluation, some of which are summarized as such:

On the segment level:

1. Almost any pre-tokenization enhances the hu-
man correlation of BLEU or TER, but not
ChrF.

2https://bitbucket.org/eunjeon/
mecab-ko
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2. The character-level decomposition guarantees
a feasible human correlation and fast deploy-
ment.

3. The influence of the CV level is detrimental.
It degrades the human correlation of ChrF.

On the corpus level:

1. The morpheme level, in general, achieves a
higher correlation, among which Kiwi and
Khaiii are noteworthy.

2. Contrary to the segment level, the character-
level tokens harm the human correlation of
the metrics.

3. The raw score of the metrics can be inflated
up to twice when different tokenizers are in-
volved. Thus, comparing scores by simply
copying from other studies is invalid.

Cost-Efficiency:

1. TER can be slower than the other two metrics
by up to seven times. In the worst scenario,
the metric was combined with CV and it took
360 times more than BLEU for computation.

2. No matter how beneficial the CV can be, cost-
ineffectiveness is its blind spot.

2 Related Works

Recently, the research topic of word segmenta-
tion has got the limelight in many NLP tasks
(Zhang et al. 2015; Park et al. 2018; Kim et al.
2020; Yongseok and Lee 2020; Park et al. 2020),
especially with the outstanding achievement of
subword-level pipelines such as SentencePiece
(SPM) (Kudo and Richardson, 2018) or Byte-Pair
Encoding (BPE) (Sennrich et al., 2016). In MT in
specific, interest is growing in handling unseen vo-
cabularies (OOVs) through an optimal token type,
whereas the influence of tokenization in MT evalua-
tion is rarely explored. Thus, this section is devoted
to the studies identifying the relation between tok-
enization and translation quality, but with a partic-
ular focus on its language dependency.

Huck et al. (2017) discovered that their model
displayed the highest performance when BPE was
coupled with a suffix split in German. In a simi-
lar manner, Lee et al. (2017) suggested that their
fully character-level NMT model outperformed
BPE models, especially in the Finnish-English pair.

Domingo et al. (2018) demonstrated that no single
best tokenizer could lead to a more refined transla-
tion quality for all languages when five languages
were under study. Furthermore, they remarked that
such phenomenon was striking in morphologically
rich languages such as Japanese.

Similarly, concerning Korean, Park et al. (2019)
found that SPM Unigram allowed their NMT
model to attain a higher BLEU score than simple
BPE. While they mentioned that a smaller token
unit was not always an answer in the case of Ko-
rean, recent studies paid more and more attention
to the sub-subword token unit called Jamo, refer-
ring to consonants and vowels.3 Moon and Okazaki
(2020) introduced Jamo-Pair Encoding, combining
Jamo with BPE. Eo et al. (2021) suggested a new
division of Jamo by sub-grouping it position-wise.
They demonstrated that the model with such a word
decomposition outperformed Park et al. (2019).

We differ from the studies above in exploring the
impact of tokenization on the MT evaluation. Our
keen interest is i) to observe how vulnerable this
metric is to the agglutinative languages and ii) to
find a way to ensure that the metric is in line with
human perception in this regard.

3 Background

This section describes the linguistic characteristics
of Korean as an agglutinative language. Unlike
most European languages, it features deeper layers
and diversified decomposition.

3.1 Token Level

We define five meta-levels of segmentation for our
experiment: word, morpheme, subword, character,
and CV. The fork of a road to the classification is
in the dependence of three elements: particles (or
Josa), endings, and affixes.

• Word: A whitespace is a separator between
this level of tokens. A token does not consider
any of the three components independent.

• Morpheme: This token level considers par-
ticles, endings, and affixes as dependent ele-
ments. The degree of segmentation, however,
varies from tokenizer to tokenizer by their tag
set or algorithm.

3For those who are not familiar with Korean, the in-depth
information about its word decomposition is provided in Ap-
pendix A.
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Source model Leon Dame before no one has strutted like the catwalk strutted down
Word 모델 레옹 데임은 아직 그 누구도 시도한 적 없는 방식으로 캣워크를 활보했다

Morpheme

레 옹 데 임 은 누구 도 시도 한 없 는 방식 으로 캣워크 를 활보 했다

데 이 ㅁ 누 구도 하 ㄴ 캣 워크 활 보 했 다

캐 엇 하 었 다

하 았 다

Subword 임 아 직 누구 도 한 으 로 캣 했 다

Character 모 델 임 누 구 도 시 도 한 방 식 워 크

CV
Choseong ㅁ ㄷ ㄹ ㅇ ㄷ ㅇ ㅇ ㅇ ㅈ ㄱ ㄴ ㄱ ㄷ ㅅ ㄷ ㅎ ㅈ ㅇ ㄴ ㅂ ㅅ ㅇ ㄹ ㅋ ㅇ ㅋ ㄹ ㅎ ㅂ ㅎ ㄷ
Jungseong ㅗ ㅔ ㅔ ㅗ ㅔ ㅣ ㅡ ㅏ ㅣ ㅡ ㅜ ㅜ ㅗ ㅣ ㅗ ㅏ ㅓ ㅓ ㅡ ㅏ ㅣ ㅡ ㅗ ㅐ ㅝ ㅡ ㅡ ㅘ ㅗ ㅐ ㅏ
Jongseong ㄹ ㅐ ㅁ ㄴ ㄱ ㄴ ㄱ ㅂㅅ ㄴ ㅇ ㄱ ㅅ ㄹ ㄹ ㅆ

Table 1: All possible tokenization schemes with the tokenizers applied in this study. The English source sentence is
"Model Leon Dame strutted down the catwalk like no one has strutted before.", and their corresponding Korean
words are given by the token space.

• Subword: It is an arbitrary sequence of
strings. It is to note that the surface form of
this token resembles morphemes unless the
dictionary is intentionally built at the sub-
subword level. We, nevertheless, categorize it
in isolation, given the absence of morphologi-
cal meaning in its token.

• Character: This token level denotes a string.
No tokenizer is needed for the decomposition.

• CV: It refers to the smallest token unit, Jamo,
meaning consonants and vowels (CV). A cer-
tain tokenizer is required to segment a string
(equal to a character) into the CV.

3.2 Tokenizer

The meta-level tokens come into shape with
the help of tokenizers in most cases. We imple-
ment seven tokenizers on the morpheme level –
Kkma, Hannanum, Komoran, Okt and MeCab from
KoNLPy (Park and Cho, 2014), Kiwi (Korean Intel-
ligent Word Identifier)4, data-driven Khaiii (Kakao
Hangul Analyzer III)5, a subword tokenizer SPM
(Kudo and Richardson, 2018), and a CV-level tok-
enizer, Jamo6. Their systematic details are given in
Appendix B.

3.2.1 Tag Set
Most Korean morphological analyzers have their
roots in the 21st Century Sejong Project launched
in 1998 intending to build a national framework for
large-scale Korean corpora (21st Sejong Project,
1999). The tokenizers feature a different number
of tag sets derived from the Sejong tag sets, as
described in Table 7 in Appendix C.

The prototypical tag set is preserved in Komoran
or similarly in MeCab and Khaiii. The tokenizer

4https://github.com/bab2min/Kiwi
5https://github.com/kakao/khaiii
6https://github.com/JDongian/

python-jamo

with the most fine-grained tag set is Kkma (56 tags).
It provides a detailed analysis of endings. The most
coarse form is observed in Okt (19 tags), a tok-
enizer for Twitter. Woo and Jung (2019) report its
outstanding performance in terms of typos, emojis,
and punctuation. Hannanum also features a small-
sized tag set (22 tags). The particle-related tags are
exceptionally reduced in this tokenizer. As men-
tioned previously, the central divergence of the tag
sets is in particles, endings, and affixes.

3.2.2 Tokenization Scenario

The exemplary sentence depicted in Table 1 gives
a glimpse of all possible cases of tokens in our ex-
periment. It illustrates that the the most diversified
segmentation occurs with verbs (strutted down). In-
triguingly, some morphological tokenizers partially
employ CV, such as shown in한 versus하, -ㄴ(the
part of no one has strutted). Such are the cases of
Hannanum, Kkma, Komoran, Khaiii, and Kiwi.

4 Experiment

4.1 Experiment Setup

As Korean evaluation data is scarce, we have orga-
nized human evaluation of four commercial NMT
systems for the English-to-Korean translation with
Direct Assessment (DA), the conventional human
evaluation metric employed in Conference on Ma-
chine Translation (Barrault et al., 2020). Subse-
quently, automatic evaluation is performed with
BLEU, TER, and ChrF built in SacreBLEU. With
the resources at hand, the correlation between the
two evaluation results is computed on the segment
and corpus level.

4.1.1 Dataset

• Source Test Set: The original English texts
are borrowed from WMT 2020 English III-
type test set, composed of 2,048 sentences (61
documents) with a segment split maintained.

3



Word Morpheme Subword Char CV
Hannanum Kkma Kiwi Khaiii Komoran MeCab Okt

Ratio
Ref 1 2.04 2.27 2.24 2.24 2.22 2.06 1.78⋆ 2.30 3.22 7.51‡
Hyp 1 2.02 2.15 2.14 2.14 2.12 1.97 1.70⋆ 2.20 3.16 7.23‡

Time (ms) - 4,326.91 27,112.96‡ 1,959.96 1,494.13 1,084.10 152.59 3,029.68 51.57 5.00⋆ 89.07

Table 2: Given our reference and hypothesis translations, a token ratio per word is measured by category. ‡ and ⋆
denote the biggest and smallest values, respectively. In addition, the time to decompose 1,000 sample sentences is
calculated in milliseconds.

• Reference Translation: We hire a group of
professional translators to create Korean ref-
erence translations. They are advised not to
post-edit MT. To guarantee the highest trans-
lation quality, one of our in-house translator
double-checks the final version. The revision,
nevertheless, is implemented only if the sen-
tence is semantically erroneous.

• System Translation: We employ four online
MT models including our own –Kakao i7–.
They are anonymized as SysA, SysB , SysP
and SysQ for legal reason. The system trans-
lations are obtained on July 21, 2021.

• Token Ratio & Time: Given a word (ratio =
1.0), an average token ratio per token type is
displayed in Table 2. The size of character and
CV tokens are about 1.5 and 4 times larger
than that of the average morpheme tokens.
In addition, time taken to process 1,000 sen-
tences is logged per token unit. The character
level is about 5,000 times faster than Kkma.

In terms of normalizing data, errors in the source
test sets and their subsequent impact on the sys-
tem translations as discussed in Kim et al. (2021)
remain undealt with. Only some minor technical
issues, i.e. a single quote (’) versus a backtick (‘),
are normalized.

4.1.2 Human Evaluation
DA is a metric where an evaluator scores each sen-
tence on a continuous scale of [0, 100] in the cat-
egory of Adequacy and Fluency. We hire 25 pro-
fessional translators and assign each person a set
of more or less 300 translated sentences. The con-
textual information of the documents is maintained
to help them consider when making a judgment.
They are allowed to reverse their previous deci-
sions within a document boundary.

Regarding their qualification, they are either
holders of a master’s degree in interpretation and

7https://www.translate.kakao.com

translation in the English-Korean language pair or
freelance translators with a minimum of two years
of experience. In light of the fact that all partic-
ipants are new to MT evaluation, we provide a
detailed guideline for the experiment.

One judgment per system translation is gathered,
amounting to 16,116 (8,058 of Adequacy and Flu-
ency) evaluation data. The judgment on Fluency is
only utilized as supplementary information.

4.1.3 Quality Control
Out of the 8,058 Adequacy judgments, the first 10
judgments of each evaluator are removed from the
calculation. The scores are then normalized with
judge-wise Z-scores. Then, Inter-Quartile Range
(IQR) is computed as in Equation 1, where Q1 and
Q3 signify the first and third quartile values and
x denotes outliers that fall into the two categories.
Having removed 4.1% of the data, we base our
observation on 7,727 judgments.

x < Q1 − 1.5 · (Q3 −Q1)

or
x > Q3 + 1.5 · (Q3 −Q1) (1)

4.1.4 Computation
The hypothesis and reference translations are tok-
enized by the aforementioned 11 token units with-
out applying any additional normalization. Con-
sequently, the scores of the automatic metrics are
computed, and their Pearson’s correlation coeffi-
cient r are measured against the human Adequacy
judgment by:

r =

∑n
i=1 (Hi −H) · (Mi −M)√∑n

i=1 (Hi −H)2
√∑n

i=1 (Mi −M)2

(2)
where H and M refer to the machine and human
DA scores, respectively, and H and M , their mean
values. The Pearson’s r measures the linear rela-
tionship between the two variables. During the pro-
cess, some of the issues have concerned us:

4



Default Word Morpheme Subword Char CV
Hannanum Kkma Kiwi Khaiii Komoran MeCab Okt

BLEU ngrams 4 1 2 2 2 2 2 2 2 2 2 5

ChrF
char_order 6 3 3 3 3 3 3 3 3 3 3 5
word_order 0 0 0 0 1 1 1 1 1 1 2 0

Table 3: The adjusted parameters of BLEU and ChrF per token type.

(a) BLEU (b) TER (c) ChrF

Figure 1: The Pearson correlation on the segment level: concerning the meta-token level. The morpheme corresponds
to the average value of all morpheme tokens.

(a) BLEU (b) TER (c) ChrF

Figure 2: The Pearson correlation on the segment level: concerning the morpheme level. Khaiii is in red to inform
its different basis.

• Do we adjust n-gram parameters?
The BLEU score is a geometric mean of four-
grams. As the token unit is divergent, on the
one hand, we attempt to avoid a circumstance
where any tokenizer benefits from the n-gram
parameter. On the other, the default word n-
gram of ChrF is zero, which leads to the same
conclusion for some tokens. To make the con-
sequence of the token unit clear and compati-
ble, we have organized a preliminary study to
obtain the best-correlated n-gram parameters
per token typology. The result is provided in
Table 3 along with the default values.

• TER scores over 1.0
Theoretically speaking, a TER score of 1.0
represents a total mismatch between a hypoth-
esis and reference. Yet, when a reference is
too short for its hypothesis, the computation

is programmed to exceed 1.0, which becomes
an outlier to the Pearson correlation. We, thus,
normalize such cases by cutting down to 1.0.

• Is the sample size enough?
Koehn (2004) reported that they reached a
near 100% confidence with 3,000 samples
when assessing MT systems with BLEU. In
light of their work, we believe that our sample
size is affordable to draw a valid conclusion.

4.2 Experiment Result
The Pearson correlation of SacreBLEU to human
DA scores when with different token types is re-
ported on the segment and corpus level. On each
level, the results are organized by the meta level,
with the morpheme represented by the average
score of seven types. Afterward, the morpheme
tokens are compared among themselves. Khaiii is
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(a) BLEU (b) TER (c) ChrF

Figure 3: The Pearson correlation on the corpus level: concerning the meta-token level.

(a) BLEU (b) TER (c) ChrF

Figure 4: The Pearson correlation on the corpus level: concerning the morpheme level.

highlighted with a different color to present its al-
gorithmic divergence.

4.2.1 Segment Level
Figure 1 and Figure 2 reports the Pearson correla-
tion of the meta- and morpheme level, respectively.
The scores range from 0.23 to 0.33.

BLEU achieves better human correlation when
the token is more fine-grained. When a sentence is
not decomposed, the score is likely to lose validity.
The best fit for this metric is a character (r = 0.312).
Among the morphemes, we witness an insignificant
correlation of MeCab.

The result of TER coincides with BLEU in that
any tokenizer can enhance the correlation of the
metric. The result shows that SPM goes best with
this metric. It is also noticeable that CV results in a
poor correlation. Moreover, Khaiii is insignificant
to this metric.

ChrF has obtained relatively consistent corre-
lations in all token types despite its re-adjusted
parameters. The morpheme level is best suited for
this metric, among which Khaiii stands out for a
good reason and CV for a wrong reason. CV often
deteriorates the correlation of ChrF.

We conclude that any pre-tokenization is essen-
tial for BLEU and TER, while ChrF should be
approached with caution on the segment level. On
the bright side, the performance of Kiwi is note-

worthy among the morpheme tokenizers. Further-
more, as a whole, we stress the effectiveness of the
character-level segmentation, which guarantees a
fast deployment and the human correlation that is
often better than MeCab. On the other side, the CV
level is undependable in the Korean MT evaluation,
unlike in other NLP tasks. Furthermore, Hannanum
and Okt are not an option for this task.

4.2.2 Corpus Level
Figure 3 to Figure 4 depict the result of the
meta- and morpheme levels, respectively. The score
ranges from 0.46 to 0.93, which is much higher and
broader than the segment level.

On the meta level, the morpheme tokens are
likely to attain a higher correlation to human judg-
ment in all cases. Moreover, the performance of
Kiwi and Khaiii is striking. However, the corre-
lation of TER and ChrF degrades with character
tokens or SPM in the case of ChrF. Such a tendency
is in clear contrast to the finding observed at the
segment level.

Additionally, the raw scores of each metric are
compared to human DA scores, as shown in Table
4. As expected from the characteristics of the lex-
ical matching system, the smaller units result in
higher raw scores, which, however, can soar up to
twice in the case of BLEU (from 28.1 to 48.5 in
SysA). Likewise, the most severe version of TER

6



Ave. DA ↑ Ave. z Word Okt MeCab Komoran Kkma Kiwi Khaiii Hannanum SPM Character CV
SysA 68.783 0.203 28.099 33.398 38.341 40.275 40.986 41.022 40.005 36.939 41.015 48.712 48.467
SysB 67.160 0.112 28.932 34.351 39.185 41.007 41.920 41.997 40.881 37.793 41.948 49.553 49.188
SysP 64.688 0.027 23.941 30.415 35.605 36.621 37.236 38.458 37.034 32.902 37.213 45.924 45.098
SysQ 57.734 -0.220 25.941 31.382 35.602 37.304 38.063 38.138 36.939 34.058 38.155 47.096 46.602

(a) BLEU
Ave. DA ↑ Ave. z Word Okt MeCab Komoran Kkma Kiwi Khaiii Hannanum SPM Character CV

SysA 68.783 0.203 82.811 68.223 64.142 63.041 62.253 62.352 63.412 67.833 62.391 57.718 52.932
SysB 67.160 0.112 82.334 67.332 63.519 62.585 61.545 61.649 62.867 67.249 61.083 56.364 51.962
SysP 64.688 0.027 89.652 69.882 64.898 64.859 63.479 62.983 64.346 71.199 65.914 62.163 54.063
SysQ 57.734 -0.220 86.699 70.356 66.611 65.641 64.751 64.758 66.126 71.199 64.767 59.771 54.697

(b) TER
Ave. DA ↑ Ave. z Word Okt MeCab Komoran Kkma Kiwi Khaiii Hannanum SPM Character CV

SysA 68.783 0.203 44.897 46.508 47.544 48.904 46.326 49.299 48.763 46.019 47.932 47.887 53.140
SysB 67.160 0.112 45.725 47.345 48.370 49.635 47.131 50.096 49.560 46.826 48.807 48.707 53.807
SysP 64.688 0.027 42.742 44.171 45.342 46.182 43.796 47.017 46.354 43.401 45.357 45.699 51.198
SysQ 57.734 -0.220 43.505 45.134 46.031 47.166 44.639 47.557 47.011 44.378 44.378 46.533 51.775

(c) ChrF

Table 4: The raw scores of the metrics of the four MT systems by token type along with the human DA scores and
their z-scores. The highest scores are in blue & red.

scores is before the tokenization (82.33 - 89.69).
The ChrF scores, on the other hand, fluctuate mod-
erately from 44.9 to 53.1 (in SysA). We, therefore,
advise not to copy raw SacreBLEU scores from
any studies when this language is concerned.

While so, we discover a substantial problem
that the system rankings calculated by the au-
tomatic metrics do not comply with the human
judgment at all. As the highest scores in blue
and red demonstrate such a trend, the human av-
erage scores place the systems in the order of
[SysA = 1, SysB = 2, SysP = 3, SysQ = 4],
but almost all automatic scores position them as
[SysA = 2, SysB = 1, SysP = 3, SysQ = 4].
In the worst case, the third and fourth ranks are
swapped according to BLEU when tokenized by
MeCab, Kiwi, or Khaiii. Such an erroneous con-
clusion by the metrics can be drawn due to either
the small number of systems or possible outlier sys-
tems in the experiment setup (Mathur et al., 2020).
We leave the verification of this issue to our future
work.

5 Extra Meta-Evaluation

As an extended work, we investigate the influ-
ence of pre-tokenization on other homogeneous
automatic metrics: NLTK-BLEU8, GLEU9 (Wu
et al., 2016), NIST10, RIBES (Isozaki et al.,

8https://www.nltk.org/_modules/nltk/
translate/bleu_score.html

9https://www.nltk.org/_modules/nltk/
translate/gleu_score.html

10https://www.nist.gov/itl/iad/mig/
metrics-machine-translation-evaluation/

2010), CharacTER (Wang et al., 2016), and EED
(Stanchev et al., 2019). We compute the Person cor-
relation r of a total of nine metrics per tokenization
on the segment and corpus level under the same
environment. The results are provided in Figure 5
through Figure 8 in Appendix D.

5.1 Segment Level
Albeit minor differences from SacreBLEU,
NLTK-BLEU is most benefited from the CV level,
not the character level. GLEU features a more ro-
bust correlation to any given token type than BLEU.
Consistent with such a tendency, the CV level
increases the correlation of RIBES. Interestingly
enough, however, NIST turns out to be vulnerable
to any token types except SPM, and the scope of
the scores is markedly low (0.1 - 0.19).

In terms of edit-distance-based metrics, the re-
sult does not vacillate much and, at the same time,
presents high human correlations. CharacTER fa-
vors the morpheme level, such as Komoran. EED,
on the other hand, does not favor any token types.
The more decomposed a token is, the lower the
human correlation becomes in this metric.

To summarize, there is a good chance that the
CV level enhances the correlation of many n-gram-
based metrics such as BLEU. The metrics that a
word should be left as it is are NIST and EED.

5.2 Corpus Level
On the corpus level, the morphological tokens are
predominantly helpful in obtaining a higher human
correlation, as in the case of BLEU, GLEU, and
NIST. Among the morphemes, the role of Kiwi is
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Word Kkma Hannanum Okt Komoran MeCab Khaiii Kiwi ↑ Subword Character CV
EED 0.095 0.094 0.093 0.089⋆ 0.092 0.093 0.098 0.096 0.094 0.096 0.201

BLEU 0.110 0.110 0.108 0.107 0.111 0.109 0.134 0.106⋆ 0.106⋆ 0.108 0.128
ChrF 0.111 0.113 0.108⋆ 0.115 0.121 0.115 0.121 0.115 0.115 0.129 0.147

CharacTER 0.284⋆ 0.827 0.633 0.434 0.77 0.679 0.763 0.816 0.792 2.391 366.65
GLEU 1.018 1.059 1.075 1.036 1.029 1.060 1.038 1.002 0.961⋆ 0.979 1.068
NIST 1.016 1.061 1.044 1.042 1.082 1.033 1.011⋆ 1.032 1.032 1.085 1.119

NLTK-BLEU 1.072 1.016 0.982 1.011 0.994 1.036 1.140 1.037 0.981⋆ 1.020 1.028
RIBES 1.011⋆ 3.888 2.867 1.791 3.360 2.735 3.441 3.578 3.476 13.094 628.96

TER 0.332⋆ 9.849 5.236 2.413 8.232 5.061 7.768 7.653 8.106 24.933 362.18

Table 5: The time of each metric to compute a score for 100 sentences when combined with different token units.
The value is sorted by Kiwi (unit: seconds). The best scores are with a star(⋆) and the abnormal cases are stressed in
blue.

significant. This token type is, however, detrimental
to RIBES, which scores the highest correlation in
this experiment. The character level, on the other
hand, is beneficial to this metric. In the case of
CharacTER and NIST, the correlation is degraded
with word decomposition by the CV or character
level.

5.3 Computation Time

Table 5 describes the time to compute metric scores
of 100 sentences per token type. From the perspec-
tive of token type, the more fine-grained token type
takes more time. For instance, treating CV takes
100 times more than words in TER. No matter how
good the CV level can be, inefficiency is its blind
spot.

From the viewpoint of automatic metrics,
RIBES, TER, and CharacTER are one of the most
time-consuming ones. The pairing with CV and
RIBES, for instance, would end in taking up about
630 seconds (10 minutes) to deal with 100 sen-
tences. On the contrary, EED boasts the utmost
efficiency.

6 Limitations & Future Works

We acknowledge some limitations this work has
to embrace. First of all, the number of systems in
question is small, which, in part, has led to an ar-
guable conclusion on the corpus level. Furthermore,
all of the systems are online APIs. Second, while
questioning the influence of token type on the ag-
glutinative languages, we base our study solely on
Korean.

It is of our future interest to probe into the con-
sequence of token types in other comparable lan-
guages other than Korean. We also intend to scale
up the experiment by employing state-of-the-art
NMT models.

7 Conclusion

This paper analyzes the influence of diversified to-
ken units on the human correlation of SacreBLEU
on both segment and corpus levels when it comes
to agglutinative languages such as Korean by per-
forming meta-evaluation with Pearson correlation.
We demonstrate that the pre-tokenization with a fit-
for-all token type is not always an optimal choice
in Korean MT evaluation. We summarize some of
the valuable lessons:

• BLEU and TER should always be accompa-
nied by a segmentation process beforehand.

• Tokenizer should be carefully selected in
ChrF.

• The human correlation of some metrics, which
are mostly related to edit distance, is easily
degraded by token type.

• The CV level is beneficial to some metrics.
However, its exponential computation time
makes it unprofitable in the MT evaluation.

• Instead, we discover the possibility of a
character-level segmentation as a quick and
easy substitute on the segment level.

• However, the morpheme level is recom-
mended on the corpus level such as Kiwi or
Khaiii, among others.

• The raw score on the corpus level can be in-
flated up to twice. We strongly advise against
copying scores from other studies.
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A Word Decomposition

A single distinct meaningful element
of speech or writing, [...] and typically
shown with a whitespace on either side
when written or printed.
-Oxford Dictionary

The general definition of a word, as shown above,
conjectures that it is segmented with whitespaces.
While such is the case of most European languages,
it is arguable in Korean whose words do not always
accompany spaces between themselves, depend-
ing on schools. Here we illustrate three approaches
in defining a word: comprehensive, compromising,
and analytic. Their views on the independence of
post-positional particle, ending, or affix as a word
diverge (Nam et al., 2019), as displayed respec-
tively in Table 6 of Level Word.

Following the comprehensive standpoint, what
is typically understood as a word in Western lan-
guages is equivalent to Eojeol in Korean. Those
with the compromising perspective perceives that
endings and affixes are not a word while the ana-
lytic school recognizes the independence of end-
ings. That much active discussion is possible with
the morpheme boundary as well, due to the fact
that a character is divisible.

In other words, a character has a sub-layer.
The word read, for instance, is composed of four
characters: r-e-a-d. The equivalent Korean word읽
in Table 6 is also a character, but at the same time
it is a combination of two consonants (ㅇ,ㄺ) and
one vowel (ㅣ). We call this sub-layer Jamo (ㅇ-ㅣ-
ㄺ) in Korean or CV in this paper, the abbreviated
form from the initial letters of consonant (자음/ja-
eum/) and vowel (모음/mo-eum/).

CV is position-wise; it is situated in a fixed posi-
tion of Choseong (initial,ㅇ), Jungseong (middle,
ㅣ), and Jongseong (final,ㄺ), respectively. Some
affixes or morphemes take the form of Jongseong,
making a diversified token scenario between the
morpheme and CV level.

B Architecture of the Morpheme
Analyzers

This section delves into the detailed architecture
of the morpheme analyzers mentioned in this pa-
per. The aforementioned analyzers are grouped into
dictionary-based and data-based by their core algo-
rithm.

B.1 Dictionary-based

Most of the tokenizers applied in this paper belongs
to this category. The first step of the tokenization
is that when encountered a word, all possible mor-
phological scenarios are represented with some
probabilities by referring to a dictionary that con-
tains vocabularies and their morphological infor-
mation. The next step is to find the optimal mor-
pheme combination that maximizes the observed
probability, with the assumption being that the out-
put morpheme mk of position k is determined by
its previous output mk−1 and its kth character ck.
Then, as a final procedure mk is tagged.

For the agglutinative languages whose charac-
ters are always divisible, the decomposition depth
should be determined whether to separate the char-
acter into the CV level. In that sense, we will de-
nominate each case as non-CV and CV level for
convenience’s sake.

The non-CV-level decomposition is performed
in Kkma, Okt, and Hannanum in our case. Can-
didate tokens are generated by restoring from the
dictionary, and their probabilities are calculated by
Dynamic Programming. The CV level segmenta-
tion, on the other hand, is the case of Komoran
and Kiwi. The probability is calculated by Aho-
Corasick string-matching algorithm (Aho and Cora-
sick, 1975) applied on the dictionary which is struc-
tured as a look-up table called Tries (Fredkin and
Beranek, 1960) of CV.

B.2 Data-driven

Khaiii is the sole analyzer that fits in to this cate-
gory in this paper. While the previous dictionary-
based tokenizers consider the word decomposition
as an analysis problem, Khaiii approaches it as a
classification problem of determining a morpheme
tag for a given input character. One of the main
challenges is the disharmonious token length of
input and output observed in some cases such as
shortened words whose restoration involves the
CV-level segmentation. As an instance, the verb
했다 (did) can be segmented into하/VX +였/EP +
다/VV. It is clear that just by combining하 and였
the original morpheme했 is not able to be achieved
at a character level (하였 vs.했).

While Recurrent Neural Networks (RNN) is a
popular baseline in this regard, Khaiii adopts Con-
volutional Neural Networks (CNN) to maintain the
information of input character and its correspond-
ing output tag. In addition, CNN can speed up the
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Level Denomination Particle Ending Affix Example

Word
Eojeol X X X 혜미가,동화를,읽었다
Word O X X 혜미, -가,동화, -를,읽었다
Word O O X 혜미, -가,동화, -를,읽, -었다

Morpheme Morpheme O O O 혜미, -가,동화, -를,읽, -었, -다
Character Eumjeol - - - 혜, -미, -가,동, -화, -를,읽, -었, -다

CV Jamo - - -
ㅎ, -ㅖ,ㅁ, -ㅣ,ㄱ, -ㅏ,ㄷ, -ㅗ, -ㅇ,ㅎ,
-ㅘ,ㄹ, -ㅡ, -ㄹ,ㅇ, -ㅣ, -ㄹㄱ,ㅇ, -ㅓ, -ㅆ,ㄷ, -ㅏ

Table 6: Level of word decomposition in Korean, indicating an open discussion about defining a word (Nam et al.,
2019).

process. More in-depth architecture is provided in
their git page. The model is trained with Sejong
Corpus provided by Sejong Project, together with
a manually created 6k words. After rooting erro-
neous sentences out, the size of the corpus reaches
about 10.3 million words/Eojeol).
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C Tag Sets of Korean Tokenizers

Category Sejong Okt Komoran MeCab-ko Kkma Hannanum Khaiii Kiwi
# of tags 42 19 42 43 56 22 46 47

Substantive
noun

general NNG

Noun

NNG NNG NNG NC NNG NNG
proper NNP NNP NNP NNP NQ NNP NNP

dependent
NNB NNB

NNB NNB
NB NNB NNBunit NNBC NNM

pronoun NP NP NP NP NP NP NP
numeral NR NR NR NR NN NR NR

Predicate

verb VV Verb VV VV VV PV VV VV
adjective VA Adjective VA VA VA PA VA VA

auxiliary VX - VX VX
VXV

PX VX VX
VXA

copula positive VCP - VCP VCP VCP - VCP VCP
negative VCN - VCN VCN VCN - VCN VCN

Modifier
article determiner

MM Determiner MM MM
MDT

MM MM MMnumeral MDN

adverb general MAG Adverb MAG MAG MAG
MA

MAG MAG
connective MAJ Conjunction MAJ MAJ MAC MAJ MAJ

Interjection interjection IC Exclamation IC IC IC II IC IC

Post-positional Particle

case-marking

subjective JKS

Josa

JKS JKS JKS

JC

JKS JKS
complement JKC JKC JKC JKC JKC JKC
adnominal JKG JKG JKG JKG JKG JKG
objective JKO JKO JKO JKO JKO JKO
adverbial JKB JKB JKB JKM JKM JKM
vocative JKV JKV JKV JKI JKI JKI

quotation JKQ JKQ JKQ JKQ JKQ JKQ
auxiliary JX JX JX JX

JX
JX JX

conjunctive JC JC JC JC JC JC
predicative - - - - JP - -

Dependent

pre-final ending
honorific

EP PreEomi EP EP
EPH

EP EP EPtense EPT
politeness EPP

sentence-closing ending

declarative

EF Eomi

EF

EF

EFN

EF EF EF

interrogative EFQ
imperative EFO
requesting EFA
interjective EFI
honorific EFR

connective ending
equal

EC
EC

EC
ECE

EC EC ECauxiliary ECS
dependent ECD

transformative ending nominal ETN ETN ETN ETN
ET

ETN ETN
adnominal ETM ETM ETM ETD ETD ETD

prefix substantive XPN - XPN XPN XPN
XP

XPN XPN
predicative - - - - XPV - -

suffix
derived noun XSN

Suffix
XSN XSN XSN

XS
XSN XSN

derived verb XSV XSV XSV XSV XSV XSV
derived adverb XSA XSA XSA XSA XSA XSA

root root XR - XR XR XR - XR XR

Punctuation

. ? ! SF

Punctuation

SF SF SF

S

SF SF
. . . SE SE SE SE SE SE

“ ” ‘ ’ ( ) SS SS
SSO

SS SS SS
SSC

∼- _ SP SP SC SP SP SP
others SO SO SY SO SO SO

Chinese character SW
Foreign

SW SW SW SW

Etc.

foreign word SH SH SH OH F SH SH
number SL Alpha SL SL OL - SL SL

unknown noun SN Number SN SN ON - SN SN
unknown verb NF

Unknown
NF -

UN
- ZN

UNunknown NV NV - - ZV
unknown NA NA - - ZZ

consonant/vowel - KoreanParticle - - - - SWK -
hashtag - Hashtag - - - - - W_HASHTAG

user name - ScreenName - - - - - W_MENTION
email - Email - - - - - W_EMAIL

url - URL - - - - - W_URL

Table 7: Tag sets of Sejong Project and seven Korean tokenizers.
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D Meta-Evaluation

(a) NLTK-BLEU (b) GLEU (c) NIST

(d) RIBES (e) CharacTER (f) EED

Figure 5: The Pearson correlation on the segment level: concerning the meta-level

(a) NLTK-BLEU (b) GLEU (c) NIST

(d) RIBES (e) CharacTER (f) EED

Figure 6: The Pearson correlation on the segment level: concerning the morpheme level
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(a) NLTK-BLEU (b) GLEU (c) NIST

(d) RIBES (e) CharacTER (f) EED

Figure 7: The Pearson correlation on the corpus level: concerning the meta-level

(a) NLTK-BLEU (b) GLEU (c) NIST

(d) RIBES (e) CharacTER (f) EED

Figure 8: The Pearson correlation on the corpus level: concerning the morpheme level
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Abstract

We propose a method for investigating the
interpretability of metrics used for the coreference
resolution task through comparisons with human
judgments. We provide a corpus with annotations
of different error types and human evaluations
of their gravity. Our preliminary analysis shows
that metrics considerably overlook several
error types and overlook errors in general in
comparison to humans. This study is conducted
on French texts, but the methodology should be
language-independent.

1 Introduction

Coreference resolution is still one of the most chal-
lenging tasks in Natural Language Processing. Several
metrics have been proposed to evaluate the task, each
of them meant to rectify the weaknesses of the previ-
ous ones. However, neither their correctness nor their
ability to reflect the real quality of algorithms is easily
be provable from their mathematical definition. Con-
sequently, some additional tests should be conducted
in order to confirm their pertinence. This work aims to
compare the evaluation measures used for coreference
resolution task with human judgments, i.e. to study
them in terms of interpretability. More precisely, B-
CUBED (Bagga and Baldwin, 1998), LEA (Moosavi
and Strube, 2016), CEAFe and CEAFm (Luo, 2005),
CoNLL-2012 (MELA) (Denis and Baldridge, 2009),
BLANC (Recasens and Hovy, 2011) and MUC
(Vilain et al., 1995) metrics will be analysed.

2 Related work

Although some properties of coreference resolution
quality measures have already been studied in Lion-
Bouton et al. (2020), Moosavi (2020), Kummerfeld
and Klein (2013) and others, to the best of our

knowledge, there are no works dedicated to the com-
parison between automatic measurements and human
evaluation of performance for this task. However, very
few similar studies were conducted in other domains.

Doshi-Velez and Kim (2017) study the inter-
pretability of machine learning models, in general,
using application-grounded, human-grounded, and
functionally-grounded approaches.

Foster (2008) describes an experience of evaluating
a non-verbal behaviour of an embodied conversational
agent. People were asked to choose the most appro-
priate talking head among the two generated using
different strategies. Then β inter-annotator agreement
measure (Artstein and Poesio, 2008) was calculated.

In Plank et al. (2015), the correlation between
metrics for the dependency parsing task and human
judgments was examined. Several models were
tested for different languages. The annotators had
to choose the best of the two annotations predicted
by two different models without knowing the correct
option. The obtained results were normalised using
Spearman’s ρ and compared with standard metrics.

Novikova et al. (2017) explore Natural Language
Generation (NLG) evaluation measures. The anno-
tation process is organised as follows: an annotator
should score an example using three Likert scales
from 0 to 6 based on informativeness, naturalness
and quality criteria. The obtained results were nor-
malised using Spearman and intra-class correlation
coefficients and compared with NLG metrics.

Considering these studies, for the present research,
we will use an approach similar to Novikova et al.
(2017), where the annotators evaluate a system on
a Likert scale. Despite possible difficulties with the
Likert scale treatment (too many mid-point answers,
a broad spectrum of responses for one question, etc.),
this method seems more appropriate for our purposes.
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Two main reasons make us choose this approach: (1)
we do not test particular systems and, therefore, have
no alternative annotations and (2) a scaled approach
is more accurate and exact while evaluating a system.

3 Methodology

This section is dedicated to the theoretical description
of the methods used in the experiments within the
scope of this study.

3.1 Errors typology

In order to correctly evaluate the quality of the algo-
rithm, it is necessary to consider all the types of errors
it can produce and, therefore, to define those types.

For our purposes, we have chosen the typology of
Landragin and Oberle (2018):

1. Border errors occur when limits of referential
expressions are marked inaccurately;

2. Type errors occur when a referential expression
is assigned to a false chain;

3. Noise errors occur when irrelevant linguistic
expressions are marked as a part of a coreference
chain;

4. Silence errors occur when a system ignores
referential expressions which are included in a
relevant coreference chain;

5. Tendency of irrelevant coreference chains
construction occurs when a system composes
a new chain from several unrelated mentions.

We use this typology because it is more compre-
hensive than others and reflects the semantic aspect
of the problem. However, we need to introduce an
additional error type which we call “chain absence”.
This error may be regarded as a form of the “silence”
error, and it occurs when the whole coreference chain
(entity) is missing. The necessity of introducing a new
error type arose after the experimentation phase of
this study as it allowed to explain some patterns in the
behaviour of the metrics. You can find the examples
for each error type in the appendix section 1.

3.2 Corpus creation

Our corpus consists of a series of texts, each with
two coreference annotations: one is a manual gold
annotation, and the other is a purposefully erroneous
annotation, one or more manually introduced errors of
one of the types defined in section 3.1. There are also

a few examples with errors of different types. Two ex-
isting coreference resolution corpora for French were
used as a basis for the corpus. 52 texts were taken
from the DEMOCRAT corpus (Landragin, 2018) and
4 examples - from the ANCOR corpus (Muzerelle
et al., 2014). More precisely, we have selected the
self-standing passages that are understandable out of
context. The corpora are collected in the CoNLL-2012
format (Pradhan et al., 2012)1. The final dataset con-
sists of 127 passages of 90-130 words each. 108 exam-
ples contain only one error, allowing us to analyse to
what extent each error reduces the overall system qual-
ity. The rest of the samples are needed to adjust the
annotations . Coreference chains lengths vary from 2
to 20 mentions. The mentions to contain an error were
chosen at random. The total number of each error in
the 108 samples varies between 16 and 28. The total
number of each error varies between 44 and 97.

3.3 Evaluation scale

As the primary goal of this study is to evaluate
the interpretability of the metrics, it is necessary
to compare them to humans opinions about the
correctness of the system’s responses. Even though
the metrics’ output values are between 0 and 1, we
will not use this range as it is more natural for people
to evaluate the quality on an integer scale.

For our study, we use a Likert scale (Likert, 1932)
with an even number of choices in order to avoid
too many mid-point answers. Usually, coreference
resolution is only a part of a pipeline of a more
complex system, and the way of evaluation depends
on the resolved task. In this study, an information
retrieval task has been chosen as a global framework.
These conditions require some changes in the
classic scale; namely, we introduce a notion of the
“importance” of an element. We distinguish two types
of elements: peripheral elements and key elements.
Peripheral elements can be removed from a text
without severe consequences in its general sense. Key
elements constitute the core of a text, so their removal
will lead to the total loss of meaning. Thus, the
gravity of an error and the importance of an element
with an error is taken into account.

This scale also contains two points to allow
differentiation between similar examples with little
nuances: (0) The presumed system’s annotation
contains significant errors on key elements; (1-2) The
presumed system’s annotation contains significant

1https://github.com/boberle/coreference_
databases.git
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errors on peripheral elements; (3-4) The presumed
system’s annotation contains insignificant errors
on key elements; (5-6) The presumed system’s
annotation contains insignificant errors on peripheral
elements; (7) The presumed system’s annotation does
not contain any errors.

3.4 Annotation

Every annotation sample contains a correct annotation
and an annotation with mistakes. In order to detect
inconsistent annotators, three samples appear twice.
The objective given to the annotators is to evaluate
coreference resolution samples as a part of an informa-
tion retrieval system using the Likert scale described
in section 3.3. General instructions given before the
annotations explain all the necessary concepts2.

As an inter-annotator agreement measure, Krippen-
dorff’s alpha (Krippendorff, 1970) has been chosen
and used to identify annotators whose answers differ
much from the others using a new algorithm (see al-
gorithm 1 in the appendix). The Krippendorff’s alpha
is computed for all the possible annotators combina-
tions. Then, these combinations and their scores are
sorted by ascending alpha score. We assume that those
annotators whose rank is below the others are more im-
portant. In order to consider the differences between
the alpha scores, the ranks are multiplied by their cor-
responding alpha scores. The final score is the sum of
obtained values for each annotator. These values allow
us to understand the annotators’ ranking as better anno-
tators have a higher score, but even with these values it
remains unclear how to detect the outliers. In order to
do this, we divide all the scores by the maximal value.

The coefficients obtained by the algorithm
(hereinafter the trust coefficients) allow us to detect
outliers (an annotator is considered an outlier if their
score is less than or equal to 0.5).

In order to interpret the reasoning of each respon-
dent, regressors have been trained to imitate the anno-
tators’ and metrics’ behaviours. Each model should
predict a score having the number of occurrences of
each error type as input features. We have trained one
model for each annotator and metric. Once the models
are trained, the weights assigned to each feature (error
type) are extracted and used for further interpretation.

4 Experiments and results

Human evaluation analysis. Since participation in
this study was not rewarded and contained many ques-

2You can find the google form with the instructions at
https://forms.gle/cgpsfZvKg5zasnqd6.

tions, it involved only 12 participants, 9 of whom were
linguists and 8 of whom have already worked with
coreference. The analysis of the three duplicated ques-
tions showed that no one answered at random among
the annotators. Krippendorff’s alpha is rather low, so
we supposed that some questions in our questionnaire
raised more confusion among the respondents than
others. Therefore we eliminated the questions that
contained more than three different answers from
the annotators and computed the results only for the
remaining simple questions. The total number of
questions used in the main analysis is 97. We also
decided to compute the inter-annotator agreement on
a reduced scale from 0 to 4 points (0 → 0, 1 and 2
→ 1, 3 and 4 → 2, 5 and 6 → 3, 7 → 4) and on the
gravity (no errors - insignificant error(s) - significant
error(s)) and elements importance (no errors - error(s)
on peripheral element - error(s) on key element)
scales. These agreements are presented in table 1.

Scale All examples Simple examples

Standard 0.11 0.25 → 0.27
Reduced 0.16 0.34
Gravity 0.24 0.48
Importance 0.16 0.34 → 0.42

Table 1: Krippendorff’s alphas. An arrow shows that there
are outlier annotators on the particular scale and set of
examples. A value on the right of an arrow is an alpha
after removing outlier annotators.

Human-machine correlation analysis. In order to
compare the obtained scores with human judgments,
we calculated an average and a mode of human
evaluations having previously transformed to a scale
from 0 to 1. Every metric was compared with the
annotators’ assessment on the standard scale, on the
reduced scale and on the scale with errors gravity
evaluation only. According to the data distributions, in
general, the difference between a metric and humans
is about 0.33. The averages of differences for all the
examples are given in table 2.

Analysis by error type. In order to analyse the
influence of a particular error type on a score, we train
a linear regression model with the number of errors
of each type as the input features and the reversed
scores3 as the outputs. All the input features were
centered and reduced in order to obtain more stable
results. The coefficients that were assigned to each
input feature (and which correspond to one of the
error types) during the training have been used as a

3We replaced 7 by 0, 6 by 1, 5 by 2, etc.
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Scale Method MUC B-CUBED CEAFm CEAFe BLANC LEA CoNLL

Standard Average 0.289 0.321 0.308 0.269 0.281 0.231 0.291
Mode 0.294 0.326 0.313 0.283 0.285 0.24 0.299

Reduced Average 0.314 0.346 0.333 0.29 0.305 0.253 0.315
Mode 0.312 0.347 0.333 0.292 0.304 0.255 0.316

Gravity Average 0.43 0.463 0.45 0.405 0.422 0.368 0.432
Mode 0.43 0.464 0.451 0.408 0.422 0.369 0.434

Table 2: Differences between humans evaluations and metrics on the scale from 0 to 1.

Name Border Type Noise Silence Irrelevant chains Chain absence

MUC −0.242 −0.249 −0.121 −0.58 −0.345 −0.076
B-CUBED −0.662 −0.15 — −0.889 — −0.264
CEAFm −0.325 −0.34 −0.139 −0.408 −0.353 −0.101
CEAFe −0.458 −0.283 −0.322 −0.447 −0.222 —
CoNLL −0.382 −0.217 −0.083 −0.556 −0.179 −0.187
BLANC −0.174 −0.385 −0.233 −0.973 −0.074 −0.56
LEA −0.425 −0.22 −0.207 0.73 −0.432 —
Humans −0.343 −0.629 −0.598 −0.513 −0.467 −0.727

Table 3: Coefficients of errors importances. “Humans” is the average of all the coefficients of models trained on humans’
evaluations. See a more detailed version in the appendix (table 4).

measure of the importance of an error in the process
of deciding the example’s score (see tables 3 and 4).

5 Discussion

Human evaluation analysis. Table 1 reports the inter-
annotator agreement on different scales, with several
interesting properties about the task. Firstly, we may
observe that the reduced scale results are better than
those on the standard scale. It can be explained by the
fact that even if people agree on the characteristics of
the suggested categories, all of them have their own
bias about the task, so they pay attention to different
annotation nuances. Secondly, the inter-annotator
agreement increased when we eliminated the anno-
tators indicated as outliers by the trust coefficient.

Human-machine correlation analysis. One may
notice that the average scores of all annotators are
relatively high (see table 2). The average difference be-
tween all metrics and the annotators is usually above
0 and varies from 0.2 to 0.4 after normalisation, which
shows that, generally, metrics tend to overestimate
the actual quality of a model significantly.

Analysis by error type. In order to perform the
analysis regarding the error types, we modified the
table 4 by removing all positive and null coefficients
as they mean either the absence of answers consid-
ering a particular error type or insufficient training
quality of some models. These modifications can
be justified by the fact that every coefficient of the
model should be negative. Otherwise, it would mean
that the presence of an error improves a score.

As our analysis shows, the border, silence and
irrelevant chains construction errors are treated
correctly. It could be proven by the fact that metrics
coefficients are similar to the human ones. The type,
noise and chain absence errors are underestimated
by the metrics, as their scores are usually higher for
the metrics than for the humans coefficients (see
correspondent columns of the table 3).

We can analyse each metric separately as well.
Firstly, we have noticed that the MUC metric consid-
erably underestimates all types of errors except for the
“silence” and the “irrelevant chains” ones. Secondly,
the B-CUBED measure put relevant scores only to the
examples which contain “border” and “silence” errors.
The CEAFe score estimates correctly only the exam-
ples with “border” and “irrelevant chains” errors. Sim-
ilarly, the CEAFm metric also underestimates all ex-
amples where any errors except for “border” and “irrel-
evant chains” ones were made. The BLANC measure
treats properly only texts with “silence” errors. We ob-
serve that the CoNLL-2012 metric tends to overstate
the results of a model when the examples contain any
errors except for “border” errors. Likewise, the LEA
metric considerably underestimates all error types ex-
cept for “border”, “silence” and “irrelevant chains”
errors (see correspondent lines of the table 3).

6 Conclusion

This study aims to investigate the extent to which
we may understand the results produced by the
coreference resolution metrics. The preliminary
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results on the limited corpus show that metrics
underestimate errors gravity compared to humans and
add approximately 0.33 points to the final score on
the scale from 0 to 1. However, these results need to
be proven on a more significant number of annotators.

This work’s contribution consists in creating the
corpus with various errors types and its annotation
with the human judgments about the gravity of
these errors, the proposal of the new automatic
outlying annotator identification algorithm and the
suggestion of a methodology of comparison of human
evaluations with automatic metrics. All the code and
corpus are available at https://github.com/
project178/coref-metrics-vs-humans.

Possible future work directions may consist in
involving more people in the annotation process of the
proposed corpus in order to verify the obtained results
and in the development of a new metric that will take
into consideration the identified shortcomings of the
existing measures.
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A Appendix

1. Borders errors. Whales are marine mammals . instead of Whales are marine mammals .

2. Type errors. John likes his brother because he is funny instead of John likes his brother
because he is funny.

3. Noise errors. The dog barked. It ’s time to go. instead of The dog barked. It’s time to go.

4. Silence errors. A phone is on the table. It rings. I pick it up instead of A phone is on the table.
It rings. I pick it up.

5. Tendency of irrelevant coreference chains construction. A cat and a dog are playing together

instead of A cat and a dog are playing together.

6. Chain absence. A phone is on the table. It rings. I pick it up instead of A phone is on the table.
It rings. I pick it up.

Figure 1: Error types examples.

Name Border Name Type Name Noise Name Silence Name Irrelevant chains Name Chain absence
REDUCED_A6 -0,033 B-CUBED -0,15 CoNLL-2012 -0,083 GRAVITY_A6 -0,011 GRAVITY_A6 -0,018 MUC -0,076
GRAVITY_A10 -0,057 CoNLL-2012 -0,217 GRAVITY_A7 -0,105 STANDARD_A12 -0,262 BLANC -0,074 STANDARD_A10 -0,099
STANDARD_A7 -0,097 LEA -0,22 MUC -0,121 GRAVITY_A8 -0,265 STANDARD_A11 -0,08 CEAFm -0,101
GRAVITY_A7 -0,118 GRAVITY_A7 -0,239 REDUCED_A1 -0,122 STANDARD_A11 -0,274 REDUCED_MEAN -0,097 GRAVITY_A11 -0,124
GRAVITY_A11 -0,152 GRAVITY_A8 -0,24 CEAFm -0,139 STANDARD_A9 -0,329 GRAVITY_A11 -0,164 STANDARD_A7 -0,17
STANDARD_A10 -0,166 MUC -0,249 STANDARD_A9 -0,146 GRAVITY_A11 -0,391 STANDARD_A4 -0,167 CoNLL-2012 -0,187
BLANC -0,174 CEAFe -0,283 GRAVITY_A11 -0,167 STANDARD_A10 -0,406 CoNLL-2012 -0,179 GRAVITY_A7 -0,247
STANDARD_A6 -0,182 STANDARD_A10 -0,31 LEA -0,207 CEAFm -0,408 CEAFe -0,222 B-CUBED -0,264
STANDARD_A8 -0,212 CEAFm -0,34 BLANC -0,233 CEAFe -0,447 GRAVITY_MEAN -0,319 GRAVITY_A8 -0,265
MUC -0,242 STANDARD_A12 -0,362 STANDARD_A7 -0,316 GRAVITY_A1 -0,49 STANDARD_A8 -0,335 STANDARD_A6 -0,283
CEAFm -0,325 GRAVITY_A3 -0,372 CEAFe -0,322 GRAVITY_A7 -0,547 MUC -0,345 STANDARD_A11 -0,289
CoNLL-2012 -0,382 BLANC -0,385 STANDARD_MEAN -0,356 STANDARD_A6 -0,548 CEAFm -0,353 STANDARD_A12 -0,411
GRAVITY_A3 -0,388 STANDARD_A8 -0,458 STANDARD_A11 -0,364 CoNLL-2012 -0,556 GRAVITY_A7 -0,375 BLANC -0,56
LEA -0,425 GRAVITY_A11 -0,507 STANDARD_A10 -0,532 MUC -0,58 STANDARD_A6 -0,407 STANDARD_A8 -0,634
CEAFe -0,458 STANDARD_A9 -0,563 GRAVITY_A3 -0,566 GRAVITY_A10 -0,586 GRAVITY_A8 -0,409 GRAVITY_A1 -0,737
B-CUBED -0,662 STANDARD_MEAN -0,607 GRAVITY_A1 -0,691 STANDARD_A7 -0,629 LEA -0,432 STANDARD_A9 -0,756
GRAVITY_MEAN -0,848 STANDARD_A11 -0,625 REDUCED_MEAN -0,712 LEA -0,73 GRAVITY_A3 -0,453 STANDARD_A4 -0,919
REDUCED_A1 -1,529 GRAVITY_A1 -0,663 GRAVITY_A4 -0,911 REDUCED_MEAN -0,883 STANDARD_A9 -0,491 GRAVITY_A10 -0,932

STANDARD_A7 -0,686 GRAVITY_A10 -0,954 B-CUBED -0,889 STANDARD_A7 -0,64 REDUCED_MEAN -0,943
STANDARD_A6 -0,741 GRAVITY_MEAN -1,184 BLANC -0,973 REDUCED_A6 -0,819 GRAVITY_A6 -1,149
GRAVITY_A6 -0,741 GRAVITY_A6 -1,197 GRAVITY_MEAN -1,565 STANDARD_A12 -0,859 REDUCED_A1 -1,419
STANDARD_A4 -0,818 STANDARD_A6 -1,238 STANDARD_MEAN -0,904 REDUCED_A6 -1,473
GRAVITY_A4 -0,869 GRAVITY_A4 -0,911 GRAVITY_MEAN -2,23
GRAVITY_MEAN -1,027 GRAVITY_A1 -0,961
REDUCED_MEAN -1,5

Table 4: Coefficients of error importances obtained during the regressors training for all metrics and annotators. Values
in bold are reported by metrics’ regressors. Values in italic are reported by a regressor trained on a mean answer on the
gravity scale.
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Algorithm 1 Calculate trust coefficients
Input: annotated corpus with k annotators
alphas← empty dictionary
for n=2 To k+1 do

for each combination ∈COMBINATIONS(n,k) do
alphas[combination]←KRIPPENDORFFSALPHA(corpus[combination])

end for
end for
SORT alphas BY alphas.values
coefs← empty dictionary
coef←1
score←0
for each annotators_comb,alpha∈alphas do

if score<alpha then
coef←coef+1
score←alpha

end if
for each annotator∈annotators_comb do

coefs[annotator]←coefs[annotator]+coef×alpha
end for

end for
coefs.values←coefs.values/max(coefs.values)

Output: coefs
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Abstract

The quality of machine-generated text is a com-
plex construct consisting of various aspects and
dimensions. We present a study that aims to
uncover relevant perceptual quality dimensions
for one type of machine-generated text, that is,
Machine Translation. We conducted a crowd-
sourcing survey in the style of a Semantic Dif-
ferential to collect attribute ratings for German
MT outputs. An Exploratory Factor Analysis
revealed the underlying perceptual dimensions.
As a result, we extracted four factors that op-
erate as relevant dimensions for the Quality of
Experience of MT outputs: precision, complex-
ity, grammaticality, and transparency.

1 Introduction

In recent years, automatically generated text has
increasingly gained importance, e.g., chatbots, au-
tomatic summarizations, or machine translations.
Although the quality of such texts has greatly im-
proved over time, it has not yet reached human
parity (Toral et al., 2018). Therefore, the quality
of machine-generated text is of ongoing interest to
the research community and is further important
for gaining acceptance in different applications.

The Quality of Experience (QoE) is defined as
“the degree of delight or annoyance of the user of an
application or service” (Le Callet et al., 2012). This
means that the QoE is a subjective perception that
needs to be quantified in empirical studies (Möller
and Raake, 2014). While there are standardized
methods for auditory and visual media, such as
ITU P.800, P.910, or BT.500, the QoE of text has
been mostly disregarded until now.

The perceptual quality of machine-generated text
is a highly complex construct. Many aspects and di-
mensions play a crucial role; hence, it is the object
of investigation of various research areas. We sug-
gest that a multi-dimensional prediction model cov-
ering a wide variety of aspects is the best approach
to assess the quality of machine-generated text. To

the best of our knowledge, no such model exists.
Therefore, we are developing a prediction model
for the quality of German machine-generated text,
specifically, Machine Translation (MT). We aim
to create our model based on a combination of lin-
guistic data and automatically extractable factors
that can predict the QoE of MT outputs. Our first
milestone is identifying relevant perceptual qual-
ity dimensions, the foundation of our model. We
achieved this milestone by conducting a crowd-
sourcing study in the style of a Semantic Differen-
tial and subsequently extracting the quality dimen-
sions through an Exploratory Factor Analysis.

2 Related Work

This section provides an overview of the exist-
ing metrics for capturing the performance or qual-
ity of MT systems. The first category of metrics
is automatic methods, which have the advantage
of being fast, low-cost, and reproducible. The
most commonly used metrics are BLEU (Papineni
et al., 2002), METEOR (Banerjee and Lavie, 2005),
COMET (Rei et al., 2020), and PRISM (Thompson
and Post, 2020). Metrics like TER (Snover et al.,
2009) measure the translation edit rate, and qual-
ity estimation methods (Blatz et al., 2004; Specia
et al., 2009) can predict the quality without ac-
cess to the reference translation(s). However, one
shared shortcoming of all these automatic metrics
is that, as opposed to our approach, they are not
based on relevant quality dimensions and thus lack
diagnostic power.

The second category of metrics is subjective
methods for directly measuring quality that are
more costly yet more reliable. There are large-
scale human rankings that are often conducted in
international conferences in order to compare the
performance and/or quality of several MT systems
(Callison-Burch et al., 2007; Bojar et al., 2015).
The Multidimensional Quality Metrics (MQM) is a
framework for the manual assessment of translation
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quality (Lommel et al., 2014b). Additionally, test
suites have recently regained more importance. A
test suite is a challenge set created to systematically
analyze the behavior of MT systems in different
aspects, e.g., (Guillou and Hardmeier, 2016), (Is-
abelle et al., 2017), or (Burchardt et al., 2017).

While the mentioned techniques focus on cap-
turing the performance or quality of MT systems,
they cannot sufficiently capture the QoE by users
of MT output as QoE is the only technique that is
not measured by pre-defined criteria. Instead, QoE
is based on identifying relevant criteria (i.e., quality
dimensions) in a real-world scenario.

3 Experimental Setup

We conducted a study to identify relevant dimen-
sions for the quality of machine-generated text,
specifically German MT outputs. We did so by
utilizing a crowdsourcing survey in which partici-
pants had to rate MT outputs. Our corpus contained
English to German translations from the submis-
sions to the News translation task of the Fourth
Conference on Machine Translation (WMT19)1.
We chose this data for our corpus as we needed test
sentences from several MT systems with varying
translation quality. Furthermore, the data is freely
available for research purposes2. We extracted a
set of translations from six submitted systems that
appeared at the top, the middle, and the bottom
of the ranking of WMT19 systems (Barrault et al.,
2019), resulting in a corpus of 11,922 sentences. A
linguistic expert created a sub-corpus for the sur-
vey, dedicating around 15 hours to carefully extract
translations varying in length, quality, and error
types. The sub-corpus consists of 45 sentences.3

The survey was conducted as a Semantic Dif-
ferential (SD) (Osgood et al., 1957). An SD is a
rating scale that measures a person’s attitude to-
wards an entity, here: our test sentences. The par-
ticipants were asked to rate their perception of the
test items on a scale between two polar adjectives,
e.g., “grammatical – ungrammatical”. All adjective
pairs used in the study can be found in Table 2 in
the Appendix. The adjective pairs were carefully
selected by a linguist who is experienced in MT
evaluation and thereafter discussed with another
linguist to cover all potentially relevant aspects for

1http://www.statmt.org/wmt19/index.
html

2cf. Licensing of Data https://www.statmt.org/
wmt19/translation-task.html

3https://github.com/DFKI-NLP/TextQ

the perceptual quality of the test sentences.
We would like to emphasize that while we are

using MT as an example text type, the focus of our
study lies on the quality of machine-generated text.
Therefore, we solely work with the MT outputs
and do not take the source sentences and concomi-
tant quality aspects into account (as opposed to
approaches that focus on the quality of MT).

3.1 Antonym pair identification study
We first ran a small-scale preliminary study with
14 participants to confirm our antonym pairs. The
participants were colleagues and mostly linguistic
experts. Our test set comprised 15 sentences from
the sub-corpus. The first part of the study consisted
of the SD; the participants were instructed to rate
the quality of each sentence based on 38 adjective
pairs serving as endpoints of a 7-point Likert scale
ranging from -3 to +3. As we are solely focus-
ing on the intrinsic quality, they were instructed
to rate only the quality of the language but not
of the translation itself. The adjective pairs were
hand-selected by a linguistic expert, experienced in
the evaluation of MT, to cover as many aspects of
machine-translated text as possible. In the second
part, the participants had to rate each adjective pair
on its suitability to evaluate language on a 5-point
scale. In addition, they were also encouraged to
provide feedback regarding the suitability and to
suggest other potential adjective pairs. Based on
the rating of the adjective pairs, we removed all
adjective pairs with a mean value of less than 3.2
and a standard deviation of more than 1.2. As a
result, we reduced the number of adjective pairs to
20.

3.2 Crowdsourcing study
The main study was conducted as a crowdsourcing
survey with Crowdee4. 141 crowdworkers partic-
ipated in the study. The survey followed the IRB
guidelines of our institution, and participants were
paid according to the minimum wage law. Crowd-
workers stayed anonymous, no personal informa-
tion was collected in the survey5. The study was
accessible to native speakers only as a good knowl-
edge of German was required. As we wanted the
participants to evaluate the language itself (and
not the content of the test sentences), they were
instructed to base their ratings exclusively on the

4https://www.crowdee.com/
5Crowdee’s privacy Statement can be found here: https:

//www.crowdee.com/privacy-statement
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language of the sentences and ignore the meaning
of the sentences as best as they could. They were
only informed that the sentences might contain er-
rors, but not that the sentences were outputs of
English to German MT. The full instructions can
be found in Table 3 in the Appendix.

The adjective pairs were randomized per partici-
pant, and so was the order of the polarity. All 45
sentences from the sub-corpus were used. While
this is a comparably small number of test items,
we argue that we can still draw significant conclu-
sions as the items were hand-picked by an expert
to cover as many different linguistic aspects as pos-
sible. Based on the feedback we received from
the preliminary study, we decided to present only
three test sentences to each participant, as the rat-
ing is very time-consuming. Each sentence had to
be rated based on all 20 antonym pairs. Complet-
ing the full survey was expected to take around 10
minutes.

Following (Naderi et al., 2015), we incorporated
a test condition for the majority of the sentences6.
The test condition is based on calculating an In-
consistency Score (IS) (Naderi, 2018) on repeated
adjective pairs. Altogether, we collected up to 30
ratings of all adjective pairs per sentence. The av-
erage working time amounted to 392.1 seconds.

4 Multidimensional Analysis

QoE can be formalized as a multidimensional per-
ceptual space where the defining parameters func-
tion as dimensions. It is the aim of the multidimen-
sional analysis to identify those dimensions for the
QoE of MT output.

4.1 Data cleansing
While crowdsourcing studies have many benefits,
one shortcoming is that there might be crowdwork-
ers who do not work thoroughly, eventually leading
to noisy data (Naderi et al., 2015). Thus, we had
to cleanse the data to filter out invalid ratings. 7

We did so in three steps: First, we eliminated rat-
ings of participants that completed the survey in
40% or less of the expected 10 minutes. Thus,
participants who finished the questionnaire in 240
seconds or less were excluded from the analysis.
Second, we excluded all ratings of participants who
provided the same value for every adjective pair

630 of the 45 test sentences were rated with the test condi-
tion, as we ran the survey in two batches and included the test
condition only in the second batch.

7Crowdworkers were paid regardless of their ratings.

for every sentence, assuming they were not read-
ing the test material. Lastly, we calculated the IS
(Naderi, 2018). While it is known that the degree of
variance in human evaluation of translation is high
(Lommel et al., 2014a), the IS allows filtering out
outliers that show a higher degree of variance than
expected under normal conditions. The IS calcula-
tion is based on the test conditions of the repeated
adjective pairs. For details of the calculation, the
interested reader is referred to Naderi (2018).

The data cleansing removed 6,800 ratings, result-
ing in 14,200 ratings. The average working time
after the data cleansing amounted to 473.31 sec.

4.2 Exploratory Factor Analysis

We conducted an Exploratory Factor Analysis
(EFA) in SPSS (IBM Corp.). Factor analysis
is a technique for identifying common factors
(i.e., latent variables) that explain the correlation
among a set of observed variables. The extrac-
tion method used was Maximum Likelihood; The
rotation method was PROMAX with Kaiser Nor-
malization, leading to non-orthogonal dimensions.

It is important to balance the statistical goodness-
of-fit and the interpretability of the resulting dimen-
sions (Wältermann et al., 2010). Our data con-
tained several adjective pairs with low communal-
ities and/or cross-loadings differing by less than
0.2. Our interpretation is that these pairs are not
specific enough or are related to other, irrelevant
aspects. Thus, we removed those attributes for the
sake of interpretability. The dimension reduction
revealed four factors for eight polar adjective pairs.
Pearson’s chi-squared test for the goodness of fit
was p = 0.36 (χ2 = 2.06, df = 2). The Kaiser-Meyer-
Olkin value was quite high at 0.901, indicating that
the data is adequate for a factor analysis.

The distribution of the adjective pairs on the four
factors and the explained percentage of variance
can be seen in Table 1. Note that the adjectives
are translated into English for better understanding.
The four adjective pairs unambiguous – ambigu-
ous (German: eindeutig – mehrdeutig), precise –
vague (präzise – ungenau), complete – incomplete
(vollständig – lückenhaft), and clear – chaotic (klar
– wirr) are loading on factor 1 (F1). F1 explains
53.2% of the variance. Factor 2 (F2) is loaded by
the two adjective pairs direct – ponderous (direkt –
umständlich) and simple – complicated (einfach –
kompliziert) and explains an additional 8.4% of the
variance. Only one adjective pair is loading on Fac-
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F1 F2 F3 F4

unambiguous – ambiguous .757
precise – vague .947
complete – incomplete .822
clear – chaotic .580
direct – ponderous .806
simple – complicated .923
grammatical – ungrammatical .958
neat – confusing .915

% of variance 53.2 8.4 10.5 8.0

Table 1: Loadings of the adjective pairs (English trans-
lations) on the factors and % of explained variance.

tor 3 (F3): grammatical – ungrammatical (gramma-
tisch – ungrammatisch) and another 10.5% of the
variance is explained by F3. The fourth factor (F4)
is also loaded by one adjective pair only, namely
neat – confusing (übersichtlich – verwirrend), and
it explains an additional 8.0% of the variance.

The adjective pairs loading on F1 are all describ-
ing characteristics related to precision; hence, this
factor is labeled precision. The adjective pairs load-
ing on F2 are related to complexity; thus, F2 is
labeled complexity. F3 is labeled grammaticality,
and F4 is labeled transparency. The precision and
transparency factors seem to overlap while the re-
maining factors are more easily separable in their
meaning.

4.3 Quality dimensions

Former commonly used quality aspects for MT
were fluency and adequacy (cf., e.g., the MQM
metrics mentioned in Section 2). While our study
has not tested for extrinsic adequacy, as we only
presented the MT outputs and not the source sen-
tences, other authors have already stated that flu-
ency is not the central problem in MT nowadays
(Bentivogli et al., 2016). Neural MT has become
more fluent, with MT errors being more subtle and
thus harder to spot. Our study confirms this claim
as the analysis has brought out four other relevant
quality dimensions: precision, complexity, gram-
maticality, and transparency. Interestingly, our 20
antonym pairs did include the adjective pair fluent –
non-fluent, as we covered a wide variety of transla-
tion issues. However, we had to eliminate this pair
during the EFA due to discriminant validity issues.

Looking at our four dimensions, the factor pre-
cision seems to refer to the clarity and complete-
ness of the text. The factor complexity presumably
refers to the textual complexity, and sentences with
a high rating for the adjectives complicated and

ponderous in our study generally tend to be longer.
More interesting findings arise when looking fur-
ther into our data: Sentences with a high rating
for the factor grammaticality tend to miss words,
contain spelling or punctuation errors, or hold mis-
translations. Interestingly though, these sentences
tend to be shorter rather than longer. Our theory
is that the longer and therefore more convoluted a
sentence is, the more difficult it is to spot grammar
errors, and, consequently, other factors like com-
plexity become more relevant. Our last dimension,
transparency, seems less tangible than the other di-
mensions. We theorize that it refers to the lucidity
of the text. It seems similar to precision, and there
is indeed a higher correlation (0.748).

As a final remark, we would like to point out
that the identification of the dimensions in the mul-
tidimensional analysis is strongly dependent on the
data (Wältermann et al., 2010), i.e., the choice of
test sentences and antonym pairs. While we col-
lected a large number of data points, validating
these is the subject of future work. Hence, we can-
not guarantee that the identified quality dimensions
cover all potential perceptions completely. Further-
more, as the survey was conducted with German
native speakers, the majority of the participants can
be assumed to be WEIRD participants8 (Henrich
et al., 2010) which leads to a demographic bias.
Our findings cannot be assumed to be valid for
other languages and/or participant groups.

5 Conclusion and Outlook

We present a study exploring the relevant quality
dimensions for MT outputs. We identified antonym
pairs of a Semantic Differential in a preliminary
study and used these attributes to rate 45 German
test sentences. We then carried out an Exploratory
Factor Analysis that resulted in the extraction of
four relevant quality dimensions: precision, com-
plexity, grammaticality, and transparency. Accord-
ing to our study, these are the quality dimensions
that are relevant for the QoE, i.e., the subjective
perception of a user of a text.

Our ultimate goal is to develop a prediction
model to assess the quality of machine-generated
text. We focus on two text types: Machine Trans-
lation and Automatic Text Summarization (ATS).
Our next step is to identify the relevant quality
dimensions for ATS. To do so, we are currently

8WEIRD stands for western, educated, industrialized, rich,
and democratic participants
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conducting another crowdsourcing study with an
adapted set of adjective pairs. The focus on two
different types of machine-generated texts allows
us to compare the (potential) differences in the per-
ceptive quality dimensions and enables us to draw
generalizations for other text types.

Simultaneously, we are working on the quantifi-
cation of the quality dimensions for MT. As the
factor analysis conducted in the study at hand is
highly complex, we are developing a simplified
survey in which we present only one representative
antonym pair per dimension. If the result of the
follow-up study verifies our current study, we can
assume our dimensions to be accurate.

Further steps will involve correlating automati-
cally extractable text parameters and quality dimen-
sions, and building and testing various prediction
models. These efforts should ultimately result in a
quality prediction model for MT, ATS, and poten-
tially other types of machine-generated text.

Other potential future work includes analyzing
the possible overlap between the four dimensions at
hand and other existing quality metrics, e.g., MQM.
Furthermore, it would be of interest to expand the
analysis to other languages, as it might also coun-
teract the WEIRD bias.
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A Appendix

German original English translation

Group 1: final list of
adjective pairs that are
loading on the
underlying factors

direkt – umständlich direct – ponderous
eindeutig – mehrdeutig unambiguous – ambiguous
einfach – kompliziert simple – complicated
grammatisch – ungrammatisch grammatical – ungrammatical
klar – wirr clear – chaotic
präzise – ungenau precise – vague
übersichtlich – verwirrend neat – confusing
vollständig – lückenhaft complete – incomplete

Group 2: list of
adjective pairs that were
removed during the
factor analysis for the
sake of interpretability

flüssig – holprig fluent – non-fluent
formell – informell formal – informal
geordnet – durcheinander orderly – messy
geschrieben – gesprochen written – spoken
höflich – unhöflich polite – impolite
kongruent – inkongruent congruent – incongruent
konsistent – inkonsistent consistent – inconsistent
logisch – unlogisch logical – illogical
menschlich – technisch human – technical
muttersprachlich – fremdprachlich native – foreign-language
persönlich – unpersönlich personal – impersonal
professionell – laienhaft professional – unprofessional

Group 3: list of
adjective pairs that were
removed after the
preliminary study

aktiv – passiv active – passive
angemessen – unangemessen appropriate – inappropriate
angenehm – unangenehm pleasant – unpleasant
bedeutungsvoll – bedeutungslos meaningful – meaningless
bekannt – unbekannt known – unknown
förmlich – lässig formal – casual
gebildet – ungebildet educated – uneducated
gut – schlecht good - bad
hochwertig – minderwertig valuable – poor
informativ – nichtssagend informative – bland
kreativ – simpel creative – simple
lustig – ernst funny – serious
optimal – suboptimal optimal – suboptimal
praktisch – unpraktisch practical – impractical
stilvoll – stillos classy – unclassy
vertraut – fremd familiar – foreign
vorhersehbar – unberechenbar predictable – unpredictable
warm – kalt warm – cold
weich – hart soft – hard
zweckorientiert – zweckfrei purposeful – purposeless

Table 2: Complete list of polar adjective pairs used in the study in the German original and translated into English
for better understanding.
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German original

Willkommen zur Umfrage
In dieser Umfrage sollst du die Sprache von verschiedenen Sätzen anhand einer Adjektivliste
bewerten. Hierzu werden dir insgesamt 3 Sätze auf je 4 Seiten gezeigt. Die Sätze können fehlerhaft
sein, müssen aber nicht. Bitte bewerte jeden dieser 3 Sätze in Hinblick auf die verwendete Sprache
(inklusive Satzzeichen) mit Hilfe der Adjektivliste. Die Adjektivliste enthält 22 gegesätzliche
Adjektivpaare, die an den beiden Enden einer Skala von -3 bis +3 stehen.
Bitte schiebe für jedes Adjektivpaar den Slider auf der Skala dorthin, wo der Wert deiner Meinung
nach die Sprache des jeweiligen Satzes am besten beschreibt.
Versuche, den Inhalt der Sätze nicht in deine Bewertung miteinfließen zu lassen.
Alle deine Antworten aus dem folgenden Fragebogen werden anonym behandelt und dienen
ausschließlich dem Zweck dieser wissenschaftlichen Arbeit.
Achtung: Das Ergebnis dieser Umfrage ist sehr wichtig für uns und andere Wissenschaftler, die in
diesem Bereich arbeiten. Wir verfügen über Methoden um die Einheitlichkeit deiner Antworten zu
überprüfen. Wir werden diese Methoden nutzen, um die Qualität der abgeschickten Aufgaben zu
bewerten. Crowdworker, die qualitativ hochwertige Antworten geben, werden zu weiteren
Untersuchungen eingeladen, zu denen sie exklusiven Zugang erhalten.
Auf der nächsten Seite wirst du zunächst ein Beispiel sehen, bevor es losgeht.

English translation

Welcome to the survey
In this survey, you are supposed to evaluate the language of different sentences with the help of an
adjective list. You will be shown 3 sentences altogether, distributed over 4 pages each. Die sentences
might, but don’t have to, contain errors. Please evaluate each of the 3 sentences with regard to the
language used (including punctuation) with the help of the adjective list. The adjective list contains
22 polar adjective pairs which are located on both ends of a scale from -3 to +3.
Please move the slider for each adjective pair to the point on the scale where the value describes the
language of the respective sentence best in your opinion.
Try to not let the content of the sentences influence your evaluation.
All your answers in the following survey will be handled anonymously and exclusively serve the aim
of this scientific work.
Note: The result of this survey is very important for us and other scientists working in this area. We
are equipped with methods to check your answers for consistency. We will use these methods to
evaluate the quality of the completed task. Crowdworkers that provide high-quality answers will be
invited to further surveys to which they will receive exclusive access.
On the next page, you will first see an example before the survey starts.

Table 3: Instructions for the crowdsourcing survey in the German original and translated into English for better
understanding.
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Abstract

Quality assessment has been an ongoing activ-
ity of the series of ParaCrawl efforts to crawl
massive amounts of parallel data from multi-
lingual websites for 29 languages. The goal of
ParaCrawl is to get parallel data that is good
for machine translation. To prove so, both, au-
tomatic (extrinsic) and human (intrinsic and
extrinsic) evaluation tasks have been included
as part of the quality assessment activity of the
project. We sum up the various methods fol-
lowed to address these evaluation tasks for the
web-crawled corpora produced and their results.
We review their advantages and disadvantages
for the final goal of the ParaCrawl project and
the related ongoing project MaCoCu.

1 Introduction

Machine translation and particularly neural ma-
chine translation is a data hungry process. Data,
ideally in the form of parallel texts, is many times
scarce for many languages, poorly varied for others
or very low quality. Multilingual websites are a
great source of parallel data to complement these
poor data scenarios, enabling the use and useful-
ness of machine translation for many use cases.
But the web is wild and automatic harvesting of
parallel data is not exempt of errors.

Web-crawled parallel content, usually noisy, can
be then filtered for quality. The final parallel sen-
tences that make it to a web-crawled parallel corpus
will have gone through a complex pipeline before
they are compiled and released in the form of a
parallel corpus.

Once produced, how good are these parallel
sentences? How good is the corpus as a whole?
What kind of errors does it contain? Are these
errors problematic for building machine transla-
tion? What type of evaluation process can help us
to identify action points to improve the production
pipeline?

These are the questions that we were trying to
answer when designing the tasks that would be car-
ried out as part of the quality assessment activity
in the ParaCrawl project. (Bañón et al., 2020) pro-
vides a full description of the project, methods to
gather corpora and a description of released cor-
pora and their usefulness to create machine trans-
lation systems. ParaCrawl goal was the release of
the largest collection of parallel corpora harvested
from multilingual websites to advance machine
translation. Initially targeting 23 co-official Euro-
pean languages paired with English, the final ver-
sion contains also Norwegian Nynorsk, Norwegian
Bokmål and Icelandic paired with English and 3
corpora for co-official languages in Spain paired
with Spanish. Version 9 accounts for 1.457 million
unique sentence pairs across 29 language pairs.1

Additionally, 17 corpora for other language combi-
nations have been released as bonus corpora.

In the following sections, we review related work
and focus on the human evaluation methods. We
also report about extrinsic automatic evaluation
experiments through machine translation. We try
to analyse how human and automatic evaluation
methods relate and discuss their usefulness to to
answer our questions.

2 Related work

Besides ParaCrawl, there have been a number of
past and recent efforts to compile parallel corpora
from web-crawled content. Among the recent ones,
we find, for example, WikiMatrix (Schwenk et al.,
2021), CCAligned (El-Kishky et al., 2020) or OS-
CAR (Ortiz Suárez et al., 2019).

Many of these parallel corpora are usually evalu-
ated through machine translation (Khayrallah and
Koehn, 2018) where automatic filtering of corpora
and its impact on machine translation quality has
gained interest in the last years (Koehn et al., 2018,

1See https://paracrawl.eu/ for a breakdown of
corpus size by language.
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2019, 2020). Some other recent work like (Caswell
et al., 2021) has, in contrast, put the focus on hu-
man evaluation and recommend techniques to eval-
uate and improve multilingual corpora to avoid
low-quality data releases.

3 Human Evaluation

Human evaluation of the corpora in ParaCrawl was
done in 3 different ways depending on the version
of the corpus: a) based on error annotation of par-
allel sentences, b) based on post-editing (PE) of
the output of MT systems trained with the crawled
parallel corpora and c) based on manual searches
over the parallel sentences using a concordancer.

We detail each of these methods in the following
subsections.

3.1 Error annotation-based evaluation

Error annotation of parallel sentences was done fol-
lowing ELRC guidelines as compulsory required
by the project call.2 These guidelines define a set of
labels to annotate sentences following a hierarchi-
cal error typology. They literally read as follows:

1. Wrong language identification (L): means the
crawler tools failed in identifying the right
language.

2. Incorrect alignment (A): refers to segments
having a different content due to wrong align-
ment.

3. Wrong tokenization (T): means the text has
not been tokenized properly by the crawler
tools (no separator between words).

4. MT translation (MT): refers to content identi-
fied as having been translated through a Ma-
chine Translation system. A few hints to de-
tect if this is the case:

• grammar errors such as gender and num-
ber agreement;

• words that are not to be translated (trade-
marks for instance Nike Air => if ‘Air’ is
translated in the target language instead
of being kept unmodified);

• inconsistencies (use of different words
for referring to the same object/person);

2Seehttps://www.lr-coordination.eu/
sites/default/files/common/Validation_
guidelines_CEF-AT_v6.2_20180720.pdf.

• translation errors showing there is no hu-
man behind.

5. Translation error refers to (E):

• Lexical errors (omitted/added words or
wrong choice of lexical item, due to mis-
interpretation or mistranslation),

• Syntactic error (grammatical errors such
as problems with verb tense, corefer-
ence and inflection, misinterpretation of
the grammatical relationships among the
words in the text).

• Poor usage of language (awkward, unid-
iomatic usage of the target language and
failure to use commonly recognized ti-
tles and terms). It could be due to MT
translation.

6. Free translation (F): means a non-literal trans-
lation in the sense of having the content com-
pletely reformulated in one language (for edi-
torial purposes for instance). This is a cor-
rect translation but in a different style or
form. This includes figures of speech such
as metaphors, anaphors, etc.

If none of these errors applied, the sentence pair
should be labelled as Valid.

When more than one issue appeared in the eval-
uated sentences, annotators were asked to choose
the first one according to the above referred error
typology (1 to 6). Selecting a label was compulsory
to consider the sentence evaluated and be able to
complete the task, although during evaluation, if no
label was selected, the sentence pair was labeled as
pending.

Besides this, extra information was asked after
the first evaluation campaign out of the 3 carried
out to clarify some of the errors:

• Wrong language identification: whether the
source, the target or both texts are wrongly
identified.

• MT Translation: whether the source, the target
or both text are MT-translated.

• Free translation: whether the translation
should be kept, even though it is freely trans-
lated.

Moreover, after the first evaluation campaign, we
asked evaluators to flag sentences which contained
personal data or inappropriate language by using
the check boxes on the bottom right of the screen.
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3.1.1 Annotators selection and annotation tool
External annotators were selected by a language
service provider (LSP). Depending on the cam-
paign, we had 1 or 2 annotators for each language
pair and between 23 and 29 language pairs. Annota-
tors were translators and had experience in similar
tasks. They were introduced to the task by the LSP
project managers and received an extensive support,
supervision and material from our side.

The annotation was carried out using Keops,3 a
free/open-source web-based tool to perform man-
ual evaluation of parallel sentences. Keops covers
different tasks including annotation of parallel sen-
tences following ELRC criteria. It also supports
adequacy, fluency and ranking tasks. The tool was
developed inside ParaCrawl and shaped to the pur-
pose of manual evaluation of the corpora to be
released. It allows managing corpora, users, roles,
projects, tasks and results.

The ELRC-based annotation screen (see figure
1) was designed to focus on a sentence pair and the
annotation task itself in a user-friendly way. Anno-
tation guidelines with examples were provided in
the annotation screen to avoid users get lost. Be-
sides this, the tool allows evaluators to navigate
freely through all sentence pairs in a task, see the
progress of the task, leave the task and come back
at any point, access the last annotated sentence or
get your own annotations or a summary in TSV
format. This summary is also plotted in the results
screen along with time-tracking details and a form
to provide feedback on the tool.

3.1.2 Error annotation campaigns
Three error-annotation evaluation campaigns were
organized for different versions of the corpora:

• Campaign 1 included 2,000 randomly sam-
pled sentences for each of the 23 language
pairs covered in ParaCrawl version 3 and 1
annotator per language pair

• Campaign 2 included 1,000 randomly sam-
pled sentences for each of the 29 language
pairs covered in ParaCrawl version 6 and 2
annotators per language pair

• Campaign 3 included 1,000 randomly sam-
pled sentences for each of the 29 language
pairs covered in ParaCrawl version 7 and 1
annotator per language pair

3https://github.com/paracrawl/keops

ParaCrawl versions 3, 6 and 7 are very differ-
ent in size and in which this data was processed
specially regarding alignment and cleaning compo-
nents as explained in (Bañón et al., 2020).

Annotators were given 3 hours to get familiar
with the project, the guidelines and the tool and to
ask for doubts. They needed to complete the evalu-
ation of 1,000 sentence pairs in 10 hours. They had
a week to complete the task, once started.

They were presented the error typology and cri-
teria in different ways: a brief oral introduction,
the full guidelines in PDF, a visual help section in
the annotation screen and a link to Keops Evaluator
Guide4 with examples.

Extra materials and support were provided dur-
ing the evaluation campaigns when necessary:
more examples and refinement of definition on er-
ror typologies, where to include issues out of the
error typology, etc.

In some cases, during the course of the anno-
tation period, we were checking actively the an-
notations and contacting users that were mistaken.
Even though, it happened twice that we asked for a
second annotator after the full task was completed
because there were major issues with the 1,000
annotated sentences.

During the first evaluation campaign, we had to
improvise on the fly the redefinition of some of
categories to accommodate issues that were not
matching any of them in the ELRC error typol-
ogy that we needed to follow according to the call
requirements. Namely:

• encoding issues: strange characters like Ã ap-
peared in the texts, all due to encoding issues
derived from automatic processing. We asked
annotators to label those as Wrong Language.

• segmentation issues: there were sentences
with partially missing text in source or target
which did not match any of the categories. We
asked annotators to label those as Tokeniza-
tion errors.

• MT translation definition: annotators were
including valid parallel sentences in this cat-
egory just because they were valid but suspi-
cious of having been produced by machine
translation, we asked them not to do so but to
label only bad parallel sentences that seemed
to be produced by machine translation.

4https://github.com/paracrawl/keops/
blob/master/evaluators.md
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Figure 1: ELRC-based error annotation screen in Keops

3.1.3 Analysis of results for error annotation

Results from the first campaign were extensively
reviewed by project team members. Some sam-
ples were re-annotated before determining action
points on how improve the processing pipeline. We
concluded that we needed better language identi-
fication, sentence segmenting or encoding fixing.
But the annotation numbers themselves were con-
sidered distrustful as we observed many mislabeled
sentences, mainly by lack of adherence to the hier-
archy in the errors and abuse of the machine trans-
lation error category.

For example, sentences like "Hotel rooms in
Paris - Habitaciones de hotel en Barcelona (Ho-
tel rooms in Barcelona)", annotators were using
MT error instead of Bad Alignment as well as for
sentences like "Start your day with a good breakfast
- No se puede empezar un buen día sin desayunar
bien. (One cannot start a good day without a good
breakfast)", very unlikely to have been produced
by a MT system and probably a Free Translation.

After the first evaluation campaign, we intro-
duced the extra information above described to be
able to distinguish if the issues applied to source,
target or both sides of the sentence pair or if Free
translation-labelled sentences were considered as
to be kept or left form the final corpus.

For the second evaluation campaign, for which
we improved communication and materials about

the error hierarchy adding more examples, we de-
cided to do a second round with a second annota-
tor. The first round results was inconclusive and
even very odd for some language pairs. The sec-
ond round results were very different for many lan-
guages, and, indeed, inter-annotator agreement was
really low. These results are presented in table1.

For the third evaluation campaign, we tried
with early spotting of annotation errors and tighter
project management, but results were, again, incon-
clusive.

Although further annotation-based evaluation
campaigns were planned in the project, we decided
to replace them with other activities that could give
us hints on what to focus to improve the quality
of our corpora. We, though, reused the labeled
sentences to perform a reassessment with the over-
lapping sentences from subsequent versions of the
corpus.

Labelled data from all campaings is publicly
available with a free/open-source licence.5

3.2 PE-based evaluation
When arriving at a mature phase of corpora pro-
duction, and after many experiments showing that
automatic metrics were improving with MT sys-
tems trained with them (see section 3 for a full
explanation), we performed a PE-based evaluation

5https://github.com/paracrawl/
human-evaluations
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L A T MT E F V IAA
A B A B A B A B A B A B A B A-B

Bulgarian 2 7 0 3 7 9 34 35 19 8 1 5 36 33 0,40
Croatian 2 1 4 4 7 5 30 23 12 11 12 2 34 53 0,36
Czech 3 5 36 0 8 5 17 17 3 9 1 50 31 14 0,20
Danish 0 0 0 0 3 0 6 58 63 5 2 0 26 37 0,15
Dutch 0 0 4 1 0 5 24 3 6 21 15 1 51 68 0,22
Estonian 0 6 5 3 10 1 48 46 17 8 0 4 19 31 0,44
Finnish 4 1 0 4 10 14 38 42 11 1 1 23 35 16 0,38
French 2 0 2 7 10 8 13 1 10 28 3 1 60 55 0,27
German 0 1 8 4 1 6 12 23 6 6 2 8 72 53 0,30
Greek 1 2 1 4 10 11 27 31 41 29 4 1 17 23 0,42
Hungarian 7 8 1 16 2 3 29 32 24 11 1 5 36 26 0,41
Icelandic 0 1 1 2 6 7 36 73 41 2 2 0 15 15 0,23
Irish 0 20 1 7 3 8 29 23 26 31 0 0 40 11 0,21
Italian 0 0 1 5 3 11 51 13 14 2 17 3 14 65 0,15
Latvian 5 1 1 2 8 4 26 49 26 6 2 5 32 32 0,43
Lithuanian 3 2 4 2 5 4 42 48 1 7 6 6 38 31 0,47
Maltese 0 1 4 2 19 0 51 59 2 15 1 3 23 20 0,34
Norwegian B. 3 5 5 10 3 4 21 0 18 28 0 16 51 36 0,19
Norwegian N. 1 1 24 34 0 2 1 0 9 5 8 0 57 59 0,54
Polish 1 0 6 3 11 1 34 50 5 8 1 5 41 33 0,38
Portuguese 6 3 6 6 15 3 14 5 6 1 14 2 39 78 0,27
Romanian 1 0 4 1 5 1 18 24 29 26 13 0 30 48 0,16
Slovak 3 13 3 7 3 8 27 31 14 14 14 0 36 27 0,33
Slovenian 5 6 4 7 8 3 46 34 12 10 6 7 18 32 0,38
Spanish 2 1 5 5 6 8 11 42 29 11 0 0 47 33 0,26
Swedish 0 1 2 7 1 5 1 19 34 21 5 9 56 39 0,25
Basque 0 0 7 0 0 0 15 12 53 33 2 14 23 41 -
Catalan 1 0 10 1 1 4 8 4 4 5 2 2 73 83 -
Galician 1 4 5 15 2 1 15 5 15 18 6 3 56 53 -

Table 1: Error category percentages (see error typology in section 2.1) by the two annotators (A and B) of the second
evaluation campaign along with inter-annotator agreement.

experiment to have a broader view of the usefulness
of our corpora to improve MT output.

To that aim, we set up an experiment to post-
edit the output of the baseline MT systems and
baseline + ParaCrawl MT systems created during
automatic evaluation for 5 language pairs in just
one translation direction (from English into 5 target
languages).

3.2.1 Post-editors selection and PE tool

External post-editors were selected by an LSP to
carry out the task. They were all professional trans-
lators with previous experience in PE.

The post-editing task was done using the free

online MateCat CAT tool6. This allowed us to
manage the task materials as we wanted, to in-
vite post-editors easily and to monitor their work.
MateCat makes possible the addition of user’s own
translation memories and also turning off any other
supporting materials like machine translation or
their general translation memory. In this way, we
could provide the output of our systems in the form
of a suggestion from a translation memory. Also
for the detailed log in a spreadsheet file that we
could use to perform analysis of the results.

6Accesible at https://www.matecat.com/
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3.2.2 PE evaluation campaign
We launched just one campaign for PE-based eval-
uation for the final version of the corpus as the
project reached its end. It was done for 1,000
words, 5 translation directions, 2 different MT sys-
tems and 3 post-editors per translation direction.

We compiled the source text to be post-edited
from the online multilingual new project The Con-
versation7 that publishes articles with a free/open-
source licence that allows using them. We com-
piled the contents from a single article and seg-
mented them while keeping the order. The article8

was picked from a date that was out of the scope of
any of the data used to train the MT systems to be
evaluated.

The 15 post-editors were introduced to the tool,
the details of the project, the goal of their work, etc.
during a one-hour call. Instructions were shared
with them also in written, and doubts were double-
checked during the call:

• For every source segment, they would have
two suggestions in the target language coming
from two different translation memories.

• These suggestion were actually the output
of machine translation but we would not tell
them the particular system they were coming
from.

• They needed to pick the most convenient for
them to perform edits and deliver an adequate
translation.

• Using external resources (dictionaries,
searches, etc.) was allowed, if necessary.

• They had three days to complete the task,
MateCat would track the actual time spent
on it.

• In case of doubt, they should contact their
project manager or ourselves.

3.2.3 Analysis of results for PE
Results (see 2 ) were analysed in two ways: which
system was picked most frequently to perform PE
and what was the edit distance (character level)
from the post-edited sentence to each of the sys-
tems.

7https://theconversation.com
8https://theconversation.com/

are-e-bikes-ruining-mountain-biking-166121

System 2 was baseline and System 1 was base-
line + ParaCrawl. In all cases, the most frequently
picked system was baseline + ParaCrawl.

Edit distance confirms that the final translation
was closer to the output of baseline + Project-
corpora than to the output of baseline. It also
shows that the hardest combination to post-edit
was English-Latvian, followed by English-German
and English-Romanian, being English-Czech and
interestingly English-Finnish the pairs with less ed-
its. An interesting observation was that the output
for baseline system for English-Czech was not so
close to the baseline + Project-corpora as automatic
metrics were showing in all versions of the released
corpora. We deemed this information very valuable
to complement the automatic evaluation based on
automatic metrics only (see section 3).

3.3 Search-based evaluation

During the post-editing based campaign, we asked
post-editors to use an external tool to perform
searches during or after PE time.

This tool, named Corset,9 was developed to let
people perform full-index searches over the project
corpora (see 2 . It also allows to select subsets of
the corpora that are similar to a query document.

Internally, we had been using Corset to spot er-
rors on the corpus looking for typical processing
errors after each step in the pipeline or just doing
random searches to inspect the results. This was
very useful to refine the production pipeline. Also
to order the results from searches on the tool based
on quality heuristics.

We wanted, though, to see if professional trans-
lators found this tool useful for their work. This
would give the corpora released from the project
an alternative translation-related use, besides their
usefulness as training data for MT.

Search-based evaluation was based on 10 manual
searches, 5 language combinations a and 3 linguists
per language combination.

Searchers were the same 15 professional transla-
tors working on the PE evaluation task. They were
asked to perform at least 10 searches and answer
a 6-question survey on their experience including
usability, quality of results and value of the tool.
Only 13 out of the 15 post-editors completed the
work and only 11 answered the survey.

Searches were mostly related to the post-editing
job content (e-bike, tyre, terrain bicycle, ubiquitous,

9https://corset.paracrawl.eu
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By PE job S1 chosen S2 chosen S1=S2 S1 avg ED S2 avg ED
en-cs-nina 38 8 1 23.65 43.40
en-cs-pinta 28 15 4 40.37 53.13
en-cs-santa 32 15 1 24.18 36.77
en-de-nina 29 20 0 31.47 32.02
en-de-pinta 27 23 1 38.53 37.27
en-de-santa 30 19 0 32.43 34.39
en-fi-nina 44 7 1 30.18 52.02
en-fi-pinta 47 3 0 24.24 61.18
en-fi-santa 43 6 1 28.52 55.56
en-lv-nina 33 16 2 39.71 52.95
en-lv-pinta 32 15 1 45.65 55.76
en-lv-santa 34 13 2 46.16 58.91
en-ro-nina 39 13 1 33.84 46.43
en-ro-pinta 40 12 1 31.37 45.51
en-ro-santa 45 6 2 38.13 53.70
By language S1 chosen S2 chosen S1=S2 S1 avg ED S2 avg ED

en-cs 98 38 6 29.37 44.38
en-de 86 62 1 34.20 34.59
en-fi 134 16 2 27.68 56.20
en-lv 99 44 5 43.77 55.84
en-ro 124 31 4 34.44 48.55

Table 2: Post-editing (PE) results by individual jobs and by language for the most frequently chosen MT system (S1
or S2) and edit-distance (ED) from each system to the final translation

outweighs, rubbing other people’s noses, moun-
tain bikers, etc.) and a few of their own invention
(medical product, disclosure statement, COVID re-
strictions, etc.). Most in English, and just a few in
the target languages. We discovered, though, that
many of the searches in English were performed
on the target side of the corpus (user needs to indi-
cate source or target) because the target side was
the default option. We changed it to source after
discovering so many mistaken searches.

Users reported positive feedback on the usability
of the tool and the value of being able to perform
searches over a parallel corpus. Some of them,
though were complaining about the presence of
English in the target languages, derived from the
user interface mistake above mentioned. After re-
peating the searches setting the correct side of the
corpus they were looking into, most of the nega-
tive comments turned into positive feedback about
the diversity of examples and translations. Users
reported also the presence of MT content and mis-
aligned sentences in some languages.

Their feedback and our own experience showed
that this simple method could be easily turned into
action points although not being very systematic.

4 Automatic Evaluation

Automatic evaluation was done mainly by the ad-
dition of ParaCrawl data to WMT data from the
translation shared task (Bojar et al., 2017) as an
ongoing experiment carried out since the first ver-
sion of the corpus released in Januany 2018 up to
the final version until present dated from Septem-
ber 2021. MT evaluation based on sub samples
of ParaCrawl and the addition to Europarl (Koehn,
2005) was also explored for an early version but
was abandoned by lack of resources and time.

4.1 WMT-based evaluation

This experiment was designed to compare the per-
formance of state-of-the-art neural machine trans-
lation models trained on WMT datasets (base-
line) and adding ParaCrawl corpora (baseline +
ParaCrawl) for five language pairs: English-Czech,
English-German, English-Romanian, English-
Finnish and English-Latvian

Baselines use the data from WMT17 except for
English-Romanian for which the data comes from
WMT16. The different ParaCrawl versions are
added to WMT data to see their effect. Neural
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Figure 2: Full-index parallel corpora search screen in Corset.

models are trained using MarianNMT (Junczys-
Dowmunt et al., 2018) transformer-base with a
32,000 word SentencePiece (Kudo and Richardson,
2018) vocabulary. BLEU (Papineni et al., 2001)
scores for the last four versions of the corpus sys-
tems are shown in table 3 and corpora sizes are
shown in figure 4.

Further metrics such as chrF (Popović, 2015) and
COMET (Rei et al., 2020) were computed. All lead
to the same conclusions and even showed that ver-
sion 9 of the corpus was better than 7 for English-
German, contradicting BLEU. We also used a sec-
ond test set, a shelf-crawled strictly multilingual
TED Talks test set, for which results were all pos-
itive when adding ParaCrawl corpora to baseline
with an exception for English-Czech. For this pair,
the baseline was never beaten according to BLEU
and chrF, in disagreement with COMET.

Comparing automatic and PE results, we noted
that the little improvement in BLEU in the English-
Czech baseline + ParaCrawl v9 system was hav-
ing a much higher positive impact when deciding
which system output to pick for PE. In all other
cases, improvement in automatic metrics were
higher and PE results were consistent.

Although the results show improvement for all
language combinations and PE results are accord-
ingly, there is still uncertainty about the reason of
the improvement being the addition of new data
more than the quality of the corpora themselves.
We are also unsure about the suitability of this ex-
periment, covering only 5 pairs, to represent the
overall quality of the released corpora, which in-
cluded 29 languages in its last version. Finally, we

are also not convinced about the suitability of the
test sets used to show the value of the corpora.

5 Conclusions and future work

We have presented in this paper a summary of the
tasks carried out as part o the quality assessment
activities of the ParaCrawl project to evaluate the
production of web-crawled parallel corpora for ma-
chine translation. We have extensively described
and discussed how we implemented different hu-
man evaluation tasks based on error annotation,
post-editing and searches over the corpora and their
results. We have also briefly reported about the
extrinsic evaluation through machine translation
conducted in parallel with human evaluation. Be-
sides describing the methods and experiments, we
have discussed their usefulness to meet the goals
of the ParaCrawl project and their limitations.

The advantages and disadvantages of these meth-
ods are now being discussed in MaCoCu,10 a sim-
ilar effort for which quality assessment activities
are being planned not only for bilingual corpora
but also for monolingual ones. For human evalu-
ation, annotation is probably going to be focused
on single issues tasks rather that multiple and hier-
archic ones. Searches and post-editing are under
discussion as well as the suitability for other tasks
like direct assessment, ranking and fluency, this
last maybe suitable also for monolingual corpora.
For extrinsic automatic evaluation, more balanced
corpora sizes or not only concatenation of data but
also fine tuning is being considered. Monolingual

10https://macocu.eu/
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training corpus cs-en en-cs de-en en-de fi-en en-fi lv-en en-lv ro-en en-ro
WMT 28.1 21.7 33.4 27.2 24.8 21.3 18.1 15.2 33.4 28.3
WMT + PC-6 28.4 22.0 36.3 29.8 31.7 23.7 22.8 19.6 39.3 31.4
WMT + PC-7 28.0 21,9 36.4 30.0 32.2 24.8 23.2 19.5 39.4 31.7
WMT + PC-8 29.0 22.3 35.3 29.6 32.3 25.7 23.0 20.0 40.2 32.5
WMT + PC-9 29.0 22.9 36.0 30.5 33.1 27.9 24.0 20.7 40.5 33.5

Table 3: BLEU scores for the NMT models trained with WMT16/17 training corpora and adding ParaCrawl versions
6 to 9. Best scores are in bold.

corpus cs de fi lv ro
WMT 52.0 5.8 2.6 4.5 0.6
PC-6 17.9 58.8 4.3 2.2 4.2
PC-7 14.0 42.8 7.3 3.7 6.2
PC-8 50.0 261.0 15.0 8.0 13.0
PC-9 50.6 278.0 31.0 13.0 25.0

Table 4: Corpus sizes in million sentences from the WMT (baseline) and ParaCrawl versions 6 to 9.

corpora will probably also be automatically tested
on downstream applications or tasks.
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Abstract

Dieting is a behaviour change task that is dif-
ficult for many people to conduct successfully.
This is due to many factors, including stress
and cost. Mobile applications offer an alterna-
tive to traditional coaching. However, previous
work on apps evaluation only focused on di-
etary outcomes, ignoring users’ emotional state
despite its influence on eating habits. In this
work, we introduce a novel evaluation of the
effects that tailored communication can have
on the emotional load of dieting. We imple-
ment this by augmenting a traditional diet-app
with affective NLG, text-tailoring and persua-
sive communication techniques. We then run
a short 2-weeks experiment and check dietary
outcomes, user feedback of produced text and,
most importantly, its impact on emotional state,
through PANAS questionnaire. Results show
that tailored communication significantly im-
proved users’ emotional state, compared to an
app-only control group.

1 Introduction

An unhealthy diet poses a serious threat to an in-
dividual’s health. Research showed that a poor
diet kills more people than smoking (Afshin et al.,
2019) and that obesity has tripled since 1975.1

Coaching through human experts is one of the most
effective ways to improve diet (Gordon et al., 2017;
Schmittdiel et al., 2017), but it can be too expensive
for disadvantaged groups, adding to other costs as-
sociated with a healthy diet (Aggarwal et al., 2011;
Barosh et al., 2014; Morris et al., 2014; Håkansson,
2015).

E-health apps are a cheaper alternative, al-
though there is mixed evidence about their ef-
fectiveness (Wang et al., 2016; McCarroll et al.,
2017; Lee et al., 2018; Aromatario et al., 2019).

1https://www.who.int/
news-room/fact-sheets/detail/
obesity-and-overweight

Compared to experts, apps often show sub-optimal
communication. Typically apps focus on data pre-
sentation (e.g.: charts), limiting the use of text to
short and fixed messages. This could be the rea-
son why previous apps evaluation focused primar-
ily on diet outcomes. There has been little work
on effective communication for dieting tools: this
should be addressed as it plays a big role in engage-
ment and adherence (Lee and Cho, 2017). Dieting
habits are also known to be influenced by emo-
tional state (Macht and Simons, 2011; Koenders
and van Strien, 2011; Klump et al., 2016), yet no
prior work on diet-apps investigated communica-
tion’s role in this.

In this paper, we implement an advanced com-
munication strategy and investigate its effect on
emotional state in the context of diet coaching apps.
We exploit affective-NLG, text-tailoring and per-
suasive communication techniques to create weekly
diet reports. Reports are implemented as an addi-
tional layer on top of a standard diet app, aug-
menting its communicative capability. We then
proceed to evaluate our system in a short exper-
iment. We compare participants that used the
report-augmented app, with an app-only control
group. Unlike previous work, we do not focus
our human evaluation on dietary outcome only.
We inspect communication adequacy through user
feedback on a variety of measures including read-
ability and accuracy. As a novel contribution we
evaluate if our reports improved participant’s affec-
tive state. We adopt a validated psychometric tool,
the PANAS questionnaire (Watson et al., 1988), to
analyse the behaviour of both groups on a weekly
basis. Participants who received our report expe-
rienced significantly more positive emotions and
fewer negative ones. We also observe the opposite
behaviour in the control group.

In Section 2 we expose the common limits of diet
apps under the functional, communication and psy-
chological aspect. We also briefly describe SOTA
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Figure 1: Execution flow, from user subscription to report delivery.

Hello Dan18777, you told us that you want to gain some weight, so we wrote this report especially for you.

Your calorie intake could use some improvement: there was an occasional lack of food (generally you ate about a third
less than your target). It was a bit better the previous time, we’re sure you can do it again!
Friday looks like the most problematic day (you ate about half of your target).

It seems that sodium and protein intake needs a bit of improvement.

Your sodium consumption was about half of your target. Of the foods you ate, "Spinacina" was the highest in sodium.
It would be better to correct this as sodium deficiency can lead to cramps.

Also, your protein consumption was about half of your target. Last week it was better and we know you can do it again!
"Pizza" was the food you ate which had the most protein. Keep in mind that protein deficiency can be responsible for
muscle loss.

Figure 2: Example of a generated weekly report on the second week.

in communication-based systems for diet-coaching.
In Section 3 we detail our approach to augmenting
diet-coaching apps communication, and describe
the implemented features. We present our exper-
iment methodology in Section 4, and discuss the
results in Section 5. In Section 6 we sum up our
conclusions and present our future research direc-
tions. Finally, in Section 7 we detail the procedure
through which we ensured ethical compliance for
our experiment.

2 Related work

Today people can access lots of diet tools, but
both academic and commercial products show
some common limits. Some of these are purely
functional: missing features that negatively im-
pact on effectiveness. This includes low accuracy
(Vasiloglou et al., 2020), fixed suggestions (Lief-
fers et al., 2018) or the excessive use of humans
in the loop (Teeriniemi et al., 2018)23. Low accu-

2www.rise.us
3https://www.noom.com/

racy is an obvious limit to the app’s effectiveness;
fixed suggestions overlook customisation and po-
tential dangers (like allergies, user taste and reli-
gious food dogmas); major use of human experts
nullifies apps’ usefulness in the first place. How-
ever, these problems can be solved by expanding
the tool-set of features and evaluating dietary out-
comes.

But if we consider the behavioural component
of dieting, we raise different problems, for example
at communication and psychological level. Previ-
ous research showed that behaviour change benefits
more from advanced communication (Van Dorsten
and Lindley, 2008; Balloccu et al., 2021; White-
head and Parkin, 2022) than from factual text.
Diet apps (Corcoran, 2014; Evans, 2017; Tredrea
et al., 2017), however, do not follow this logic and
favour data presentation, through visual features
(like charts, color codes and tables) (Eikey, 2021).
At communication level, used text is typically short,
fixed and lacks informativeness (Vasiloglou et al.,
2020).
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A first way to improve the communica-
tion of diet apps could be the use of fine-
tuned, domain-specific NLG, combined with text-
tailoring (Kreuter and Wray, 2003; Noar et al.,
2007) and persuasive communication (Guerini
et al., 2011; Duerr and Gloor, 2021; Shabir et al.,
2022). This is motivated by the relationship
between personalisation and engagement in diet
apps (Lieffers et al., 2018; Zmora and Elinav,
2021), and the role of persuasion in behaviour
change (Orji and Moffatt, 2018; Balloccu et al.,
2021). Additionally, NLG has been used in vari-
ous healthcare domains (Reiter et al., 2003; Fin-
ley et al., 2018; Pauws et al., 2019; Hommes
et al., 2019), including some work in nutrition.
Shed (Lim-Cheng et al., 2014) is a tailored diet-
system that exploits NLG to propose alternative
meal plans in real time. Initial inspection of user
acceptance showed it as a promising system for fur-
ther evaluation. A conceptual diet-recommender
system has been proposed (Ritschel et al., 2019),
focusing on reinforcement learning for linguistic
personalisation. Other work (Donadello et al.,
2019) presented a NLG-based persuasive reasoner
to address dietary guidelines violations. Evalua-
tion showed the appropriateness of presented feed-
back, and its effectiveness in reducing the amount
of violations compared to canned text. MADi-
Man (Anselma et al., 2018; Anselma and Mazzei,
2020) is a persuasive diet-coaching system, devel-
oped to convince the user to opt for an health-
ier diet. Evaluation in both controlled and un-
controlled scenario revealed that users appreciated
the presence of both visualisations and text, and
confirmed its persuasiveness. While these works
evaluated the use of persuasion and dietary out-
comes, we note that tailoring involved only data
analysis (e.g.: custom meal plans) and not tex-
tual features. Moreover, previous research did not
inspect whether the adopted communication tech-
niques had an effect on users’ emotional state. This
aligns with previous evidence that diet-apps rarely
consider this element (Ferrara et al., 2019). We
know from nutrition research (Torres and Now-
son, 2007; Puddephatt et al., 2020; Riffer et al.,
2019) that user’s emotional/affective state influ-
ences eating habits, causing various issues includ-
ing calorie excess (Fong et al., 2019), emotional
(Macht and Simons, 2011; Van Strien et al., 2012)
and binge (Klump et al., 2016) eating. The impor-
tance of this factor is also confirmed by previous

research of the matter in other domains such as
Cognitive Behaviour Therapy (Fitzpatrick et al.,
2017), mental well-being (Ly et al., 2017), sub-
stance abuse (Prochaska et al., 2021) or emotional
support in public speaking (Murali et al., 2021). To
the best of our knowledge, this is the first work in
NLG for nutrition that investigates the influence of
the system on affective state.

3 Augmenting diet apps communication

We implement an NLG report generator for diet-
coaching based on our previous work (Balloccu
et al., 2020a)4, and use it to augment the commu-
nication strategy of a traditional diet app. We use
MyFitnessPal (MFP) (Evans, 2017) as data source.
The execution flow can be seen in Figure 1. The re-
port is tailored based on various preferences. Users
were asked to specify:

1. A nickname

2. Their motivation for using the system (e.g.: "I
want to lose weight")

3. How they wanted to display quantities in re-
ports. The options were pure values (e.g.:
"50% of your calorie goal") or fuzzy quantifi-
cation (e.g.: "half of your calorie goal")

4. Metrics of interest (one or more from: calo-
ries, carbohydrates, protein, fat, sodium and
sugar)

5. Threshold for intake reporting. This allows
the system to ignore small anomalies like 1%
calorie excess.

6. Whether or not to see possible adverse effects
of their dietary choices (e.g.: consequences of
calorie excess/deficit)

Username and motivation are injected in the re-
port, to make it feel more personal, while the other
elements are used for content selection and tailor-
ing. Reports are further enriched with the following
insights:

1. Worst day: the day whose caloric intake was
the furthest from the goal.

2. Nutrients ranking: nutrients are ranked and
only the two furthest ones from the goal are
shown.

4Code available at: https://bitbucket.org/
uccollab/diet-tailoring/
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Figure 3: Population demographics. For language proficiency we adopt the scale proposed at https://csb.
uncw.edu/. The process was supervised in order to avoid erroneous self-assessments.

3. Food analysis: for each nutrients, the food
which provided most of it is listed.

4. Comparisons: if previous week data are
present, intakes are compared and the eventual
improvement/worsening is shown.

Finally, we adopt Affective NLG (de Rosis and
Grasso, 2000; Mahamood and Reiter, 2011; Piwek,
2002), framing the document as positive-toned.
This includes expressing comfort in case of neg-
ative developments and congratulations for posi-
tive ones (e.g.: calorie intake improved/worsened).
Each report referred to the past week. An output
example can be seen in Figure 2.

4 Experiment setup

We evaluated the effect of our reports on the diet
and emotional state of users in a 2-weeks experi-

ment. A total of 81 participants were recruited (see
Section 7 for details). Population demographics
can be seen in Figure 3.

Participants were trained in using MFP and
asked to log their meals through the app for the
following 2 weeks. They were then randomly split
into two groups: "Report group" (n = 43) and
"Control group" (n = 38). Participants in report
group received one report at the end of each week,
while control group could only see the insights
provided in MFP.

About 60% of the participants (from both
groups) agreed to fill-in a weekly PANAS ques-
tionnaire (Watson et al., 1988) that we used to
monitor their emotional/affective state. PANAS
consists of 20 mixed positive (e..g: "Attentive",
"Proud", "Strong" etc...) and negative (e.g.: "Hos-
tile", "Guilty", "Scared" etc...) words. Users score

45



Figure 4: Weekly PANAS questionnaire, as it was administered during the experiment

46



Participants that improved (%)
Goal Report group Control group p-value (χ2)

Calories 42% 23% ≈ 0.23

Nutrient 1 56% 33% ≈ 0.16

Nutrient 2 40% 42% ≈ 0.43

Table 1: Diet outcomes per group (after two weeks). For each group, we report how many participants got closer to
their dietary goals.

Improvement (distance from goal)
Goal Report group Control Group p-value (t-test)

Calories +1.78% +6.53% ≈ 0.14

Nutrient 1 -25.92% -29.60% ≈ 0.17

Nutrient 2 -10.74% -17.36% ≈ 0.76

Table 2: Diet outcomes per group (after two weeks): we report participants average improvement in terms of
distance from dietary goals (for calories and the nutrients that were mentioned in the report). For distance from
goal, a decrease is considered and improvement.

each word on a 5-points scale, based on what ex-
tent they felt that way during the past week. An
example of the questionnaire can be seen in Fig-
ure 4. PANAS generates a pair of independent
scores: Positive Affect (PA) and Negative Affect
(NA). Each score refers to what degree the partici-
pant experienced positive (for PA) or negative (for
NA) emotions. PANAS improvement is expressed
as an increase in PA, a decrease in NA or both. Par-
ticipants were given PANAS before the experiment
and at the end of each week, and always before
report delivery to avoid any influence. We note this
implies that, at the end of the first week, neither
the report or control group had seen a report when
filling out the form. We chose PANAS as a measur-
ing tool because its scores are generalised across
multiple aspects of the affective state. Both scores
include the cumulative contribution a wide range
of emotions. Other tools such as SPSS (Cohen
et al., 1994) or HAM-A (Hamilton, 1959) would
have been too focused on specific aspects. We also
avoided combining multiple tools as this could have
been too tiring for participants, leading to inaccu-
rate results. Finally, at the end of the experiment,
participants were asked to evaluate the report by
scoring eight Likert-7 questions that can be seen in
Figure 6. Participants were also given the chance to
express an open comment about the system. We let
participants from the control group read one sin-
gle report at the end of the experiment to let them

express their feedback as well.
Through this setup, we inspected the following

research hypotheses:

Hypothesis 1 (H1): Participants in report group
improved their diet (in terms of caloric and nutri-
tional intakes) more than control group.

Hypothesis 2 (H2): Participants in report group
improved their positive affect score more than con-
trol group.

Hypothesis 3 (H3): Participants in report group
improved their negative affect score more than con-
trol group.

While H1 is comparable to classic diet-coaching
evaluation, we introduce H2 and H3 as a novel in-
vestigation of the communicative potential of these
tools, related to users’ emotional state. For H1 we
check the initial distance between MFP goals (for
calories and nutrients) and user intake. Then, we
verify if, at the end of week 1 and week 2, par-
ticipants got closer to said goals. For nutrients,
we consider the two most unbalanced ones (those
that could be seen in the report). For H2 and H3
we monitor weekly PANAS scores (PA and NA)
for each group. Since no group had access to re-
ports when completing PANAS at the end of the
first week, we use this value as a starting point.
Then, we check differences at the end of week 2
and overall (from the start of the experiment).
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(a) Report Group (b) Control group

Figure 5: Results from PANAS analysis for both groups. We report Positive Affect (PA) and Negative Affect (NA)
change from week 1 to week 2, and overall (from the start of the experiment). For PA higher is better; for NA lower
is better.

5 Results and discussion

In terms of dietary outcomes, we obtained mixed
results, but none of these were significant. In fact,
the majority of participants improving calories and
the first most unbalanced nutrient were in report
group, but a chi-squared test revealed no signifi-
cance (see Table 1). Both groups worsened their
calories intake and we saw the biggest improve-
ment in control group for nutrients (see Table 2).
Again, a t-test revealed that none of these results is
statistically significant. People in the report group
were more likely to improve, while people in con-
trol group showed the biggest improvements, but
a longer experiment is needed to assess whether
reports (or their absence) played a role in this. With
these results, we reject H1. However, it is safe to
assume that reports didn’t worsen the effectiveness
of MyFitnessPal.

On the other hand, PANAS analysis gave us more
interesting results. Initially, we verified through
a t-test that the two groups shared similar initial
PA (average difference = 0.1, p = 0.96) and NA
(average difference = 1.7, p = 0.51). Then, we
checked how scores changed for both groups. PA
and NA were checked at week 1, week 2 and across
the whole experiment. The report group showed
bigger improvements, both in terms of PA and NA
(see Figure 5).

The report group showed (through t-test and
Sidak’s p-value adjustment) a significantly bigger
improvement for PA on the second week (p = 0.04)
and for NA across the whole experiment (p =
0.04). Generally, the report group improved both
scores more than the control group in any other

situation, but only in these two cases the p-values
were statistically significant. These results tell us
that the report group tended to experience signifi-
cantly:

1. More positive feelings during the second week

2. Fewer negative feelings across the whole ex-
periment

than the control group. It is interesting to see PA
significantly improving during second week. Since
PANAS was administered before each report de-
livery, that was the first time that the report group
could express their emotional state after reading a
report.

The control group generally showed worse be-
haviour: PA greatly worsened during second week,
while there was a slight improvement across the
whole experiment (but much lower than the one
experienced from the report group). NA consis-
tently worsened in both cases. This tells us that the
control group experienced a heavier emotional load
during the experiment. We hypothesise that this
is related to the cognitive load: the control group
had to figure out how to interpret MFP charts and
numerical data, while the report group was helped
by the explanation provided in the generated text.
Moreover, nutrients ranking helped participants
from the report to focus on a limited amount of
elements. In contrast, participants from the con-
trol group had to pay attention to calories and each
nutrient. We also checked whether we could find
some differences in the emotional state during the
first week, when no group had access to the report.
We observed a bigger PA improvement in control
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Figure 6: Overview of feedback from participants.

group (∆ = 2) than in report group (∆ = 0.72).
The opposite happened for NA, with the report
group improving it (∆ = −2.04) and control group
slightly worsening it (∆ = 0.13). None of these
was statistically significant. Considering the lack
of reports, in this case, we can assume that the cog-
nitive load was similar. Overall, we could see a
significant improvement in emotional state for the
report group (PA in the second week, NA overall).
With these results we confirm H2 and H3.

Final feedback (Figure 6) was mostly positive.
The lowest scores belong to the help in changing
diet, which could also be related to the experiment
duration. When given the chance to express a com-
ment on the system, many participants asked for
charts and graphical elements which could have
improved understanding. This result aligns with
previous research (Law et al., 2005; Molina et al.,
2011; Gkatzia et al., 2017), suggesting that a com-
bination of visual features and textual communica-
tion could be the most effective approach.

6 Conclusion

In this paper we evaluated the effects of aug-
mented communication in diet-apps using Affec-
tive NLG, tailoring and persuasive communication
techniques. Unlike previous work in evaluating
diet-coaching systems, we did not look only at di-

etary outcomes. Since diet is influenced by psycho-
logical factors we introduced a novel evaluation by
adopting a validated psychometric tool (PANAS).
We inspected whether our reports could play a role
in improving users’ affective state.

Our hypotheses were confirmed, as we found
that participants who read the report experienced
more positive emotions and fewer negative ones.
We also saw the opposite in most cases for the
control group. Our work has shown that improved
communication can reduce the impact of emotional
load on dieting. Most importantly, we showed how
important it is to consider the psychological com-
ponent when designing, developing and evaluat-
ing communication systems, in diet-coaching and
other domains. We could not see an effect on diet
itself, which encourages us to run a longer trial
(one month or more) in future, to further assess
the effectiveness of our communication strategy.
However, we ran just a basic assessment on the
psychological side. We plan to expand our evalu-
ation procedure by combining multiple tools and
scales. As our previous work pointed out, stress
is one particular factor that could be worth mon-
itoring (Balloccu et al., 2020b), so this is one of
the main directions we intend to follow. We also
could not run any kind of ablation test. This leaves
us with the conclusion that our approach did work,
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but without any insights on how different elements
(affective NLG, persuasion or text tailoring) con-
tributed.

Based on the feedback from users, more than just
text is required to improve the system. We leave this
as future work. Still feedback was largely positive
with regards to textual features and comprehension.
We note that the questions were not accompanied
by rigorous definitions of "readability", "accuracy"
and others. Users expressed feedback based on
their own personal idea of these concepts and this
raises questions regarding the reliability of the re-
sults. We consider the overall uniformity of ratings
as an indicator that all participants had a "com-
mon" definition of the proposed concepts. Still this
uncertainty contributes to a well-known problem
in human evaluation (Howcroft et al., 2020), so
we commit to more rigorous and uniform metric
definitions in future.

7 Ethical considerations

This section sums up the procedure we adopted to
ensure the ethical compliance of our experiment.

7.1 Preliminary review
Before starting the experiment, procedure and ma-
terials were carefully reviewed by the University of
Aberdeen Ethics Board. Our experiment proposal
was accepted without major revisions.

7.2 Recruitment
Participants were recruited through physical inter-
action on campus (by flyer distribution), depart-
ment mailing list or social media public posts. No
recruitment qualification was specified, beside the
lack of health conditions that are known to affect
individuals diet. This includes pregnancy, suffering
from eating disorders or psychological treatments.
This was done since our system has been developed
to work in "standard" situations, while the afore-
mentioned cases would have pose high risks for
participants. Participants were showed a consent
form containing all the information regarding the
experiment procedure. All participants had to con-
firm their acceptance of these conditions (through
check-boxes and signature) in order to proceed with
the experiment. Participants were given an email
contact in case of problems during the experiment.

7.3 Pay and workload
Each participants received £20 (or 20C for partici-
pants outside of UK) at the end of the experiment,

as a token of gratitude for their contribution. Ac-
cess to the token of gratitude was bound to the
compliance of the following condition:

1. To complete the experiment (that is, using
MFP for two weeks; giving the final feedback)

2. To provide, to the best of their capabilities, the
most complete and accurate food diaries they
could.

Requirement 1) also included PANAS forms for
those participants who agreed to do so. For 2) par-
ticipants were supervised and given support about
meal logging and eventual missing entries. Par-
ticipants were also informed of the possibility of
abandoning the experiment (up to the point of data
analysis), which would result in exclusion from
receiving the token of gratitude.

7.4 Data protection and storage
A MFP account for each participant was generated
through temporary email that was in no way linked
to their identity. Following the experiment conclu-
sion, all accounts have been blocked. Data have
been safely stored and anonymised.
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Abstract

This paper presents the Human Evaluation
Datasheet (HEDS), a template for recording the
details of individual human evaluation experi-
ments in Natural Language Processing (NLP),
and reports on first experience of researchers
using HEDS sheets in practice. Originally tak-
ing inspiration from seminal papers by Bender
and Friedman (2018), Mitchell et al. (2019),
and Gebru et al. (2020), HEDS facilitates the
recording of properties of human evaluations in
sufficient detail, and with sufficient standardisa-
tion, to support comparability, meta-evaluation,
and reproducibility assessments for human eval-
uations. These are crucial for scientifically prin-
cipled evaluation, but the overhead of complet-
ing a detailed datasheet is substantial, and we
discuss possible ways of addressing this and
other issues observed in practice.

1 Introduction

Human evaluation plays a special role in NLP and
NLG in particular as it is generally seen as the most
reliable form of evaluation (Reiter and Belz, 2009;
Novikova et al., 2017; Reiter, 2018). Comparabil-
ity and reproducibility of evaluations (both human
and automatic) are gaining in recognition and im-
portance across NLP, as the field develops towards
scientific maturity. For both reasons, it is of con-
cern that there continues to be little consensus or
standard practice across all aspects of human evalu-
ation in NLP. Other efforts are aimed at standardisa-
tion of evaluation methods and quality criteria (van
der Lee et al., 2021; Gehrmann et al., 2021). With
the Human Evaluation Datasheet (HEDS) we wish
to provide simply a way of recording properties of
human evaluations in a standard hence comparable
form (regardless of the level of standardisation of
the deployed methods themselves).

HEDS is a template for recording properties
of single human evaluation experiments. It uses
multiple-choice questions where possible, for in-

creased standardisation and automatic comparabil-
ity. HEDS is designed to be generally applicable
to human evaluations across NLP. It consists of 29
experiment-level questions plus 17 for each quality
criterion, available as an online form which also
contains explanations and guidance for completing
it. The idea is that researchers use completed forms
for preregistration of experiments and for archiving
their details, to aid in comparability of evaluations
across experiments, meta-evaluation of evaluation
methods, and reproducibility of results.

Our intention is that HEDS should be suitable
for all human evaluation experiments in NLP. Hu-
man evaluations in NLP typically get participants
to assess system outputs or to interact with systems,
but the HEDS sheet also accommodates what we
call ‘human-authored stand-ins’ below, i.e. manu-
ally created ‘system outputs’ (e.g. in a wizard-of-oz
scenario or when reference outputs are included in
an evaluation) evaluated in a way that can at least in
principle be used to evaluate actual system outputs.

The sheet is completed for a single human evalu-
ation experiment by which we mean an experiment
that evaluates a single set of directly comparable
systems in a single experimental design, but may
assess multiple quality criteria. This is the intended
meaning when we refer to ‘the evaluation experi-
ment’ in questions below.

2 Relationship to Existing Work

A first version of the datasheet (HEDS 1.0) was
reported via a non-archival pre-print (Shimorina
and Belz, 2021). In this paper, we present HEDS
in its next revision (v2.0) alongside a summary
of what we learnt from observing the datasheet
being used in practice since its first publication. We
focus discussion in this paper on Questions 4.1.1–
4.2.3 (Sections 5 and 6) relating to quality criteria
and their operationalisation: these caused some
difficulty to users in practice, and were revised
more substantively than other questions. The full
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datasheet is provided in the appendix for reference.
HEDS directly benefited from several papers and

resources. Questions 2.1–2.5 relating to evaluated
system, and 4.3.1–4.3.8 relating to response elic-
itation, are based on Howcroft et al. (2020), with
some significant changes. Questions 4.1.1–4.2.3 re-
lating to quality criteria, and some of the questions
about system outputs, evaluators, and experimen-
tal design (3.1.1–3.2.3, 4.3.5, 4.3.6, 4.3.9–4.3.11)
are based on Belz et al. (2020). HEDS was also
informed by van der Lee et al. (2019, 2021) and by
Gehrmann et al. (2021)’s1 data card guide.

More generally, the original inspiration for creat-
ing a ‘datasheet’ for describing human evaluation
experiments of course comes from seminal papers
by Bender and Friedman (2018), Mitchell et al.
(2019) and Gebru et al. (2020).

HEDS is related to other efforts in the NLP com-
munity related to reproducibility and ethics. Differ-
ent NLP checklists have been introduced in recent
years, e.g. the Reproducibility Checklist (Dodge
et al., 2019) adopted by many conferences, and the
ACL Rolling Review’s Responsible NLP check-
list.2 These checklists mainly deal with the recre-
atability of computational experiments, details of
used datasets and models, and risks and limitations
of research studies and applications. The focus of
HEDS is recording properties of human evaluation
experiments, which are not covered by the above
checklists.

3 HEDS Structure and Resources

The Human Evaluation Datasheet package consists
of the following three resources:

1. The HEDS template: available at https://
forms.gle/MgWiKVu7i5UHeMNQ9;

2. Description and completion guidance: this
document;

3. Scripts for automatically converting between
the HEDS online form and alternative Mark-
down and LaTeX template formats: avail-
able at https://github.com/Shimorina/

human-evaluation-datasheet.

A collection of completed HEDS datasheets is also
available at the HEDS GitHub repository.

1https://gem-benchmark.com/data_cards/
guide

2https://aclrollingreview.org/
responsibleNLPresearch/

The full HEDS sheet can be found in Ap-
pendix A. In its template form as well as in this
paper, HEDS is divided into five sections, address-
ing topics and containing questions as follows:

1. Paper and Resources: HEDS Questions 1.1–
1.3, listed in Appendix Section A.1;

2. Evaluated System: HEDS Questions 2.1–2.5,
Section A.2;

3. Output Sample, Evaluators and Experimental
Design: HEDS Questions 3.1.1–3.3.8, Sec-
tion A.3;

4. Quality Criteria: HEDS Questions 4.1.1–
4.3.11, listed in Section 6 of the paper and,
for completeness also in Section A.4 in the
Appendix—this section is completed sepa-
rately for each quality criterion used as part
of the same evaluation experiment;

5. Ethics: HEDS Questions 5.1–5.4, Sec-
tion A.5.

Section A.1 records bibliographic information:
link to the paper reporting the evaluation experi-
ment, shared evaluation resources (e.g., a webpage,
repository), contact author details.

Section A.2 describes information about outputs
that are evaluated in the evaluation experiment and
how they were produced. For example, it records
the task performed by the system, types of system
input and output, input and output language.

Section A.3 collects information about the eval-
uated sample (size, selection process, statistical
power), the evaluators participating in the experi-
ment, and experimental design (collection method,
quality assurance, conditions for evaluators).

Section A.4 captures information about quality
criteria assessed in the human evaluation experi-
ment. We discuss this section in the main body of
the paper in Section 6.

Section A.5 relates to ethical aspects of the eval-
uation: approval by ethics committees, and collec-
tion of personal and other sensitive data.

4 Insights from Use of HEDS 1.0 in
Practice

HEDS 1.0 was used in the 2021 ReproGen Shared
Task on Reproducibility of Evaluations in NLG3

(Belz et al., 2021). All shared task participants, as
well as the authors of the original papers up for

3https://reprogen.github.io/2021/
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reproduction in Track A, completed the HEDS 1.0
form. Moreover, the HEDS 1.0 sheet was com-
pleted another three times outside of the shared
task context.

General feedback from users was that the HEDS
1.0 sheet was for the most part straightforward to
complete, but that completion still represented a
considerable overhead. This is the general conun-
drum of initiatives such as HEDS: what is the in-
centive for researchers to complete the sheet when
(i) it is merely good scientific hygiene rather than
a component of the work without which it could
not be carried out, and (ii) it mainly benefits follow
on research rather than the paper it is completed
for? Unless it is a requirement for submission to a
particular event, or it is generally expected practice,
the tendency may always be to avoid the overhead.
To address this, we are in the process of preparing a
shorter version of the sheet, with the aim of cutting
the effort involved in half, for use in contexts where
less detail is acceptable.

We also observed that there were a number of
questions in HEDS 1.0 that users found difficult
to complete for different reasons. Question 3.1.3
(What is the statistical power of the sample size?)
posed difficulties partly because power calculations
are a relatively new tool in NLP. We address this
in this paper with additional information, and in
the future by providing a new resource to support
calculation.

A more fundamental issue was caused by how
HEDS 1.0 captured information about quality cri-
teria, and the use of duplicate subsections for mul-
tiple quality criteria. We believe that this was due
largely to insufficient context, motivation and ex-
planation being provided in the documentation and
form about quality criteria and their properties, and
we seek to provide the latter in version 2.0 (in this
paper as well as in the form).

Using HEDS as part of the ReproGen shared
task demonstrated the utility of having informa-
tion about original studies and reproduction studies
available in the same standard format: it meant it
was straightforward for organisers to capture and
analyse the similarities and differences between
original and reproduction studies, e.g. to identify
sources of variation in results for the results report
(Belz et al., 2021). It also gave participants (au-
thors of reproduction papers) a tool with which to
verify whether their reproduction study of human
evaluation was the same as the original study in all

important respects, at a fine-grained level of detail.

5 Concepts Underlying Quality Criterion
Questions 4.1.1–4.3.11 in HEDS

The overall aim of human evaluations in NLP is
generally to assess some aspect of the quality of a
system or component. Researchers use terms such
as Fluency and Informativeness to refer to different
aspects of quality. However, as discussed in detail
by Howcroft et al. (2020) and Belz et al. (2020),
just because two studies used the same term (e.g.
Fluency) it does not mean they evaluated the same
aspect of quality. In order to establish what was
evaluated, we need to know the term and defini-
tion used, but also how it was ‘operationalised,’
i.e. what was presented to evaluators and how their
assessments were recorded.

This is why HEDS, picking up from the two
publications above, records properties relating to
evaluation criteria and their operationalisation sepa-
rately for each quality criterion. Because within the
same experiment different quality criteria are often
assessed in similar ways (e.g. using the same rating
instrument), this can result in some repetition when
completing a HEDS sheet, albeit unfortunately not
in predictable ways.

Following Belz et al. (2020), properties relating
to quality criteria and their operationalisation in
HEDS fall into three groups: quality criteria, eval-
uation mode, and experimental design. A quality
criterion is a criterion in terms of which the qual-
ity of system outputs is assessed, and is in itself
entirely agnostic about how it is evaluated. Evalua-
tion modes are properties that need to be specified
to turn a quality criterion into an evaluation mea-
sure that can be implemented, and are orthogonal
to quality criteria, i.e. any given quality criterion
can be combined with any mode. Experimental
design is the full specification of how to obtain
a quantitative or qualitative response value for a
given evaluation measure, yielding a fully specified
evaluation method. In sum:

• Quality criterion + evaluation mode = evalua-
tion measure;

• Evaluation measure + experimental design =
evaluation method.

Each of the above concepts is covered by one or
more questions in HEDS. Three HEDS questions
capture properties of quality criteria in terms of
(i) what type of quality is being assessed (Ques-
tion 4.1.1); (ii) what aspect of the system output is
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being assessed (Question 4.1.2); and (iii) whether
system outputs are assessed in their own right or
with reference to some system-internal or system-
external frame of reference (Question 4.1.3).

Three questions capture evaluation mode: (i)
subjective vs. objective (Question 4.2.1), (ii) abso-
lute vs. relative (Question 4.2.2), and (iii) intrin-
sic vs. extrinsic (Question 4.2.3). Experimental
design is covered by Questions 4.3.1–11 (opera-
tionalisation of quality criteria assessment), and
Questions 3.* (other aspects).

We present, explain and discuss each of the
above questions in the following section.

6 HEDS Questions about Properties of
Quality Criteria and their
Operationalisation

In this section, we present, verbatim, the questions
referred to in the last section relating to properties
of quality criteria and their operationalisation. All
questions in this section need to be completed once
for each quality criterion assessed in the single
evaluation experiment that a HEDS sheet is being
completed for. E.g. if an evaluation assesses Flu-
ency and Grammaticality, then the questions below
need to be filled in, separately, for each.

We refer below to ‘output’ as shorthand for that
which is being assessed by evaluators. The latter is
most often some form of language output assessed
at different lengths (phrase, sentence, document),
but it can also be a more complete form of system
behaviour (e.g. language displayed along with au-
dio and/or visual elements, on interfaces, etc.). It is
in this more general sense that we intend the term
‘output’ to be understood in the present context.

6.1 Quality criterion properties (Questions
4.1.1–4.1.3)

Questions 4.1.1–4.1.3 capture the aspect of qual-
ity that is assessed by a given quality criterion, in
terms of three orthogonal properties. They help de-
termine whether or not the same aspect of quality
is being evaluated in different evaluation experi-
ments. The three properties characterise quality
criteria in terms of (i) what type of quality is being
assessed; (ii) what aspect of the system output is
being assessed; and (iii) whether system outputs
are assessed in their own right or with reference
to some system-internal or system-external frame
of reference. For full explanations see Belz et al.
(2020).

Note that if NLP had a generally accepted stan-
dard set of quality criteria with common names,
definitions and operationalisations, then most of
the questions in this section could be replaced by
a much smaller set capturing criterion name and
operationalising techniques. The reason there are
so many questions is precisely because we do not
have such a standard nomenclature.

Question 4.1.1: What type of quality is as-
sessed by the quality criterion?

Multiple-choice options (select one):

◦ Correctness: Select this option if it is possi-
ble to state, generally for all outputs, the condi-
tions under which outputs are maximally correct
(hence of maximal quality). E.g. for Grammati-
cality,4 outputs are (maximally) correct if they
contain no grammatical errors; for Semantic
Completeness, outputs are correct if they ex-
press all the content in the input.

◦ Goodness: Select this option if, in contrast to
correctness criteria, there is no single, general
mechanism for deciding when outputs are max-
imally good, only for deciding for any two out-
puts which is better and which is worse. E.g. for
Fluency, even if outputs contain no disfluencies,
there may be other ways in which any given
output could be more fluent.

◦ Feature: Choose this option if, in terms of prop-
erty X captured by the criterion, outputs are not
generally better if they are more X , but instead,
depending on evaluation context, more X may
be either better or worse. E.g. for Specificity,
outputs can be more specific or less specific, but
it’s not the case that outputs are, in the general
case, better when they are more specific.

Question 4.1.2: Which aspect of system out-
puts is assessed by the quality criterion?

Multiple-choice options (select one):
4We take all examples of quality criteria from published

reports of evaluations, via the annotated database compiled by
Howcroft et al. (2020).
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◦ Form of output: Choose this option if the cri-
terion assesses the form of outputs alone, e.g.
Grammaticality is only about the form, a sen-
tence can be grammatical yet be wrong or non-
sensical in terms of content.

◦ Content of output: Select this option if the crite-
rion assesses the content/meaning of the output
alone, e.g. Meaning Preservation only assesses
content; two sentences can be considered to
have the same meaning, but differ in form.

◦ Both form and content of output: Choose this
option if the criterion assesses outputs as a
whole, not just form or just content. E.g. Co-
herence is a property of outputs as a whole,
either form or meaning can detract from it. In-
herently extrinsic criteria such as Usefulness or
Task Completion also fall in this category.

Question 4.1.3: Is each output assessed for
quality in its own right, or with reference
to a system-internal or external frame of
reference?

Multiple-choice options (select one):

◦ Quality of output in its own right: Select this
option if output quality is assessed without re-
ferring to anything other than the output itself,
i.e. no system-internal or external frame of refer-
ence. E.g. Poeticness is assessed by considering
(just) the output and how poetic it is.

◦ Quality of output relative to the input: Choose
this option if output quality is assessed relative
to the input. E.g. Answerability is the degree
to which the output question can be answered
from information in the input.

◦ Quality of output relative to a system-external
frame of reference: Choose this option if out-
put quality is assessed with reference to system-
external information, such as a knowledge base,
a person’s individual writing style, or the perfor-
mance of an embedding system. E.g. Factual
Accuracy assesses outputs relative to a source
of real-world knowledge.

6.2 Evaluation mode properties (Questions
4.2.1–4.2.3)

Questions 4.2.1–4.2.3 record properties that are
orthogonal to quality criteria (covered by questions

in the preceding section), i.e. any given quality
criterion can in principle be combined with any of
the modes (although some combinations are more
common than others).

Question 4.2.1: Does an individual assess-
ment involve an objective or a subjective
judgment?

Multiple-choice options (select one):

◦ Objective: Choose this option if the evaluation
uses objective assessment, e.g. any automati-
cally counted or otherwise quantified measure-
ments such as mouse-clicks, occurrences in text,
etc. Repeated assessments of the same output
with an objective-mode evaluation method al-
ways yield the same score/result.

◦ Subjective: Choose this option in all other cases.
Subjective assessments involve ratings, opin-
ions and preferences by evaluators. Some crite-
ria lend themselves more readily to subjective
assessments, e.g. Friendliness of a conversa-
tional agent, but an objective measure e.g. based
on lexical markers is also conceivable.

Question 4.2.2: Are outputs assessed in ab-
solute or relative terms?

Multiple-choice options (select one):

◦ Absolute: Select this option if evaluators are
shown outputs from a single system during each
individual assessment.

◦ Relative: Choose this option if evaluators are
shown outputs from multiple systems at the
same time during assessments, typically ranking
or preference-judging them.

Question 4.2.3: Is the evaluation intrinsic or
extrinsic?

Multiple-choice options (select one):

◦ Intrinsic: Choose this option if quality of out-
puts is assessed without considering their effect
on something external to the system, e.g. the
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performance of an embedding system or of a
user at a task.

◦ Extrinsic: Choose this option if quality of out-
puts is assessed in terms of their effect on some-
thing external to the system such as the perfor-
mance of an embedding system or of a user at a
task.

6.3 Response elicitation (Questions
4.3.1–4.3.11)

The questions in this section concern response elic-
itation, by which we mean how the ratings or other
measurements that represent assessments for the
quality criterion in question are obtained, cover-
ing what is presented to evaluators, how they se-
lect response and via what type of tool, etc. The
eleven questions (4.3.1–4.3.11) are based on the
information annotated in the large scale survey of
human evaluation methods in NLG by Howcroft
et al. (2020).

Question 4.3.1: What do you call the quality
criterion in explanations/interfaces to evalu-
ators? Enter ‘N/A’ if criterion not named.

What to enter in the text box: the name you use to
refer to the quality criterion in explanations and/or
interfaces created for evaluators. Examples of qual-
ity criterion names include Fluency, Clarity, Mean-
ing Preservation. If no name is used, state ‘N/A’.

Question 4.3.2: What definition do you
give for the quality criterion in explana-
tions/interfaces to evaluators? Enter ‘N/A’
if no definition given.

What to enter in the text box: Copy and past the ver-
batim definition you give to evaluators to explain
the quality criterion they’re assessing. If you don’t
explicitly call it a definition, enter the nearest thing
to a definition you give them. If you don’t give any
definition, state ‘N/A’.

Question 4.3.3: Size of scale or other rating
instrument (i.e. how many different possi-
ble values there are). Answer should be an
integer or ‘continuous’ (if it’s not possible
to state how many possible responses there
are). Enter ‘N/A’ if there is no rating instru-
ment.

What to enter in the text box: The number of differ-
ent response values for this quality criterion. E.g.
for a 5-point Likert scale, the size to enter is 5. For
two-way forced-choice preference judgments, it is
2; if there’s also a no-preference option, enter 3.
For a slider that is mapped to 100 different values
for the purpose of recording assessments, the size
to enter is 100. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), enter ‘N/A’.

Question 4.3.4: List or range of possible val-
ues of the scale or other rating instrument.
Enter ‘N/A’, if there is no rating instrument.

What to enter in the text box: list, or give the range
of, the possible values of the rating instrument.
The list or range should be of the size specified in
Question 4.3.3. If there are too many to list, use a
range. E.g. for two-way forced-choice preference
judgments, the list entered might be A better, B
better; if there’s also a no-preference option, the list
might be A better, B better, neither. For a slider that
is mapped to 100 different values for the purpose
of recording assessments, the range 1–100 might
be entered. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), enter ’N/A’.

Question 4.3.5: How is the scale or other
rating instrument presented to evaluators?
If none match, select ‘Other’ and describe.

Multiple-choice options (select one):

◦ Multiple-choice options: choose this option if
evaluators select exactly one of multiple op-
tions.
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◦ Check-boxes: choose this option if evaluators
select any number of options from multiple
given options.

◦ Slider: choose this option if evaluators move a
pointer on a slider scale to the position corre-
sponding to their assessment.

◦ N/A (there is no rating instrument): choose
this option if there is no rating instrument.

◦ Other (please specify): choose this option if
there is a rating instrument, but none of the
above adequately describe the way you present
it to evaluators. Use the text box to describe the
rating instrument and link to a screenshot.

Question 4.3.6: If there is no rating instru-
ment, describe briefly what task the evalua-
tors perform (e.g. ranking multiple outputs,
finding information, playing a game, etc.),
and what information is recorded. Enter
‘N/A’ if there is a rating instrument.

What to enter in the text box: If (and only if) there
is no rating instrument, i.e. you entered ‘N/A’ for
Questions 4.3.3–4.3.5, describe the task evaluators
perform in this space. Otherwise, here enter ‘N/A’
if there is a rating instrument.

Question 4.3.7: What is the verbatim ques-
tion, prompt or instruction given to evalua-
tors (visible to them during each individual
assessment)?

What to enter in the text box: Copy and paste the
verbatim text that evaluators see during each assess-
ment, that is intended to convey the evaluation task
to them. E.g. Which of these texts do you prefer?
Or Make any corrections to this text that you think
are necessary in order to improve it to the point
where you would be happy to provide it to a client.

Question 4.3.8: Form of response elicitation.
If none match, select ‘Other’ and describe.

Multiple-choice options (select one):5
5Explanations adapted from Howcroft et al. (2020).

◦ (dis)agreement with quality statement: Partici-
pants specify the degree to which they agree
with a given quality statement by indicating
their agreement on a rating instrument. The
rating instrument is labelled with degrees of
agreement and can additionally have numerical
labels. E.g. This text is fluent — 1=strongly
disagree...5=strongly agree.

◦ direct quality estimation: Participants are asked
to provide a rating using a rating instrument,
which typically (but not always) mentions the
quality criterion explicitly. E.g. How fluent is
this text? — 1=not at all fluent...5=very fluent.

◦ relative quality estimation (including ranking):
Participants evaluate two or more items in terms
of which is better. E.g. Rank these texts in terms
of fluency; Which of these texts is more fluent?;
Which of these items do you prefer?.

◦ counting occurrences in text: Evaluators are
asked to count how many times some type of
phenomenon occurs, e.g. the number of facts
contained in the output that are inconsistent with
the input.

◦ qualitative feedback (e.g. via comments en-
tered in a text box): Typically, these are re-
sponses to open-ended questions in a survey or
interview.

◦ evaluation through post-editing/annotation:
Choose this option if the evaluators’ task con-
sists of editing or inserting annotations in text.
E.g. evaluators may perform error correction
and edits are then automatically measured to
yield a numerical score.

◦ output classification or labelling: Choose this
option if evaluators assign outputs to categories.
E.g. What is the overall sentiment of this piece
of text? — Positive/neutral/negative.

◦ user-text interaction measurements: choose
this option if participants in the evaluation ex-
periment interact with a text in some way, and
measurements are taken of their interaction. E.g.
reading speed, eye movement tracking, com-
prehension questions, etc. Excludes situations
where participants are given a task to solve and
their performance is measured which comes un-
der the next option.

◦ task performance measurements: choose this
option if participants in the evaluation experi-
ment are given a task to perform, and measure-
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ments are taken of their performance at the task.
E.g. task is finding information, and task perfor-
mance measurement is task completion speed
and success rate.

◦ user-system interaction measurements: choose
this option if participants in the evaluation ex-
periment interact with a system in some way,
while measurements are taken of their interac-
tion. E.g. duration of interaction, hyperlinks
followed, number of likes, or completed sales.

◦ Other (please specify): Use the text box to de-
scribe the form of response elicitation used in
assessing the quality criterion if it doesn’t fall
in any of the above categories.

Question 4.3.9: How are raw responses from
participants aggregated or otherwise pro-
cessed to obtain reported scores for this qual-
ity criterion? State if no scores reported.

What to enter in the text box: normally a set of
separate assessments is collected from evaluators
and is converted to the results as reported. Describe
here the method(s) used in the conversion(s). E.g.
macro-averages or micro-averages are computed
from numerical scores to provide summary, per-
system results.

Question 4.3.10: Method(s) used for deter-
mining effect size and significance of find-
ings for this quality criterion.

What to enter in the text box: A list of methods
used for calculating the effect size and significance
of any results, both as reported in the paper given
in Question 1.1, for this quality criterion. If none
calculated, state ‘None’.

Question 4.3.11: Has the inter-annotator
and intra-annotator agreement between
evaluators for this quality criterion been
measured? If yes, what method was used,
and what are the agreement scores?

What to enter in the text box: the methods used to
compute, and results obtained from, any measures

of inter-annotator and intra-annotator agreement
obtained for the quality criterion.

7 Conclusion

In this paper we have presented the Human Eval-
uation Datasheet (HEDS), intended as a way of
recording properties of human evaluations in NLP
in a sufficiently standardised way to support com-
parability between evaluation experiments, meta-
evaluation of evaluation methods, and reproducibil-
ity assessments of evaluation results.

We have reported insights from observing HEDS
1.0 being used in practice, and have described im-
provements we have made in response to these
insights. In particular, we have provided additional
context, motivation and explanation to the HEDS
questions relating to evaluation criteria assessed in
evaluation experiments and their operationalisation.
Moreover, we are currently developing a shorter
version of HEDS, a version with reduced effort for
use in certain contexts.

We view HEDS as continuing to develop in re-
sponse to feedback received and insights gathered
through use in practice. We continue to welcome
feedback on any aspect of HEDS, and hope the
growing repository of completed sheets will prove
useful for future comparisons, meta-evaluation and
reproducibility assessments, as demonstrated in the
ReproGen shared task.
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A Appendix: Full HEDS 2.0 Data Sheet

A.1 Questions about Paper and
Supplementary Resources (Questions
1.1–1.3)

Questions 1.1–1.3 record bibliographic and related
information. These are straightforward and don’t
warrant much in-depth explanation.

Question 1.1: Link to paper reporting the
evaluation experiment. If the paper reports
more than one experiment, state which ex-
periment you’re completing this sheet for.
Or, if applicable, enter ‘for preregistration.’

What to enter in the text box: a link to an online
copy of the main reference for the human evalu-
ation experiment, identifying which of the exper-
iments the form is being completed for if there
are several. If the experiment hasn’t been run yet,
and the form is being completed for the purpose of
submitting it for preregistration, simply enter ‘for
preregistration’.

Question 1.2: Link to website providing re-
sources used in the evaluation experiment
(e.g. system outputs, evaluation tools, etc.).
If there isn’t one, enter ‘N/A’.

What to enter in the text box: link(s) to any re-
sources used in the evaluation experiment, such as
system outputs, evaluation tools, etc. If there aren’t
any publicly shared resources (yet), enter ‘N/A’.

Question 1.3: Name, affiliation and email
address of person completing this sheet, and
of contact author if different.

What to enter in the text box: names, affiliations
and email addresses as appropriate.

A.2 System Questions 2.1–2.5

Questions 2.1–2.5 record information about the
system(s) (or human-authored stand-ins) whose
outputs are evaluated in the Evaluation experiment
that this sheet is being completed for.

The input, output, and task questions in this sec-
tion are closely interrelated: the value for one par-
tially determines the others, as indicated for some
combinations in Question 2.3.

Question 2.1: What type of input do the eval-
uated system(s) take? Select all that apply.
If none match, select ‘Other’ and describe.

Describe the type of input, where input refers to
the representations and/or data structures shared by
all evaluated systems.

This question is about input type, regardless of
number. E.g. if the input is a set of documents, you
would still select text: document below.

Check-box options (select all that apply):

□ raw/structured data: numerical, symbolic, and
other data, possibly structured into trees, graphs,
graphical models, etc. May be the input e.g. to
Referring Expression Generation (REG), end-
to-end text generation, etc. NB: excludes lin-
guistic structures.

□ deep linguistic representation (DLR): any of a
variety of deep, underspecified, semantic repre-
sentations, such as abstract meaning represen-
tations (AMRs; Banarescu et al., 2013) or dis-
course representation structures (DRSs; Kamp
and Reyle, 2013).

□ shallow linguistic representation (SLR): any of
a variety of shallow, syntactic representations,
e.g. Universal Dependency (UD) structures; typ-
ically the input to surface realisation.

□ text: subsentential unit of text: a unit of text
shorter than a sentence, e.g. Referring Expres-
sions (REs), verb phrase, text fragment of any
length; includes titles/headlines.

□ text: sentence: a single sentence (or set of sen-
tences).

□ text: multiple sentences: a sequence of multiple
sentences, without any document structure (or a
set of such sequences).

□ text: document: a text with document structure,
such as a title, paragraph breaks or sections, e.g.
a set of news reports for summarisation.

□ text: dialogue: a dialogue of any length, exclud-
ing a single turn which would come under one
of the other text types.
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□ text: other: input is text but doesn’t match any
of the above text:* categories.

□ speech: a recording of speech.

□ visual: an image or video.

□ multi-modal: catch-all value for any combi-
nation of data and/or linguistic representation
and/or visual data etc.

□ control feature: a feature or parameter specifi-
cally present to control a property of the output
text, e.g. positive stance, formality, author style.

□ no input (human generation): human genera-
tion6, therefore no system inputs.

□ other (please specify): if input is none of the
above, choose this option and describe it.

Question 2.2: What type of output do the
evaluated system(s) generate? Select all that
apply. If none match, select ‘Other’ and
describe.

Describe the type of output, where output refers to
the representations and/or data structures shared by
all evaluated systems.

This question is about output type, regardless of
number. E.g. if the output is a set of documents,
you would still select text: document below.

Note that the options for outputs are the same
as for inputs except that the no input (human gen-
eration) option is replaced with human-generated

‘outputs’, and the control feature option is removed.

Check-box options (select all that apply):

□ raw/structured data: numerical, symbolic, and
other data, possibly structured into trees, graphs,
graphical models, etc. May be the input e.g. to
Referring Expression Generation (REG), end-
to-end text generation, etc. NB: excludes lin-
guistic structures.

□ deep linguistic representation (DLR): any of a
variety of deep, underspecified, semantic repre-
sentations, such as abstract meaning represen-
tations (AMRs; Banarescu et al., 2013) or dis-
course representation structures (DRSs; Kamp
and Reyle, 2013).

6We use the term ‘human generation’ where the items
being evaluated have been created manually, rather than gen-
erated by an automatic system.

□ shallow linguistic representation (SLR): any of
a variety of shallow, syntactic representations,
e.g. Universal Dependency (UD) structures; typ-
ically the input to surface realisation.

□ text: subsentential unit of text: a unit of text
shorter than a sentence, e.g. Referring Expres-
sions (REs), verb phrase, text fragment of any
length; includes titles/headlines.

□ text: sentence: a single sentence (or set of sen-
tences).

□ text: multiple sentences: a sequence of multiple
sentences, without any document structure (or a
set of such sequences).

□ text: document: a text with document structure,
such as a title, paragraph breaks or sections, e.g.
a set of news reports for summarisation.

□ text: dialogue: a dialogue of any length, exclud-
ing a single turn which would come under one
of the other text types.

□ text: other: select if output is text but doesn’t
match any of the above text:* categories.

□ speech: a recording of speech.

□ visual: an image or video.

□ multi-modal: catch-all value for any combi-
nation of data and/or linguistic representation
and/or visual data etc.

□ human-generated ‘outputs’: manually created
stand-ins exemplifying outputs.6

□ other (please specify): if output is none of the
above, choose this option and describe it.

Question 2.3: How would you describe the
task that the evaluated system(s) perform in
mapping the inputs in Q2.1 to the outputs
in Q2.2? Occasionally, more than one of the
options below may apply. If none match,
select ‘Other’ and describe.

This field records the task performed by the sys-
tem(s) being evaluated. This is independent of the
application domain (financial reporting, weather
forecasting, etc.), or the specific method (rule-
based, neural, etc.) implemented in the system. We
indicate mutual constraints between inputs, outputs
and task for some of the options below.

Check-box options (select all that apply):
64



□ content selection/determination: selecting the
specific content that will be expressed in the
generated text from a representation of possible
content. This could be attribute selection for
REG (without the surface realisation step). Note
that the output here is not text.

□ content ordering/structuring: assigning an or-
der and/or structure to content to be included in
generated text. Note that the output here is not
text.

□ aggregation: converting inputs (typically deep
linguistic representations or shallow linguistic
representations) in some way in order to reduce
redundancy (e.g. representations for ‘they like
swimming’, ‘they like running’→ representa-
tion for ‘they like swimming and running’).

□ referring expression generation: generating
text to refer to a given referent, typically rep-
resented in the input as a set of attributes or a
linguistic representation.

□ lexicalisation: associating (parts of) an input
representation with specific lexical items to be
used in their realisation.

□ deep generation: one-step text generation from
raw/structured data or deep linguistic represen-
tations. One-step means that no intermediate
representations are passed from one indepen-
dently run module to another.

□ surface realisation (SLR to text): one-step text
generation from shallow linguistic representa-
tions. One-step means that no intermediate rep-
resentations are passed from one independently
run module to another.

□ feature-controlled text generation: generation
of text that varies along specific dimensions
where the variation is controlled via control
features specified as part of the input. In-
put is a non-textual representation (for feature-
controlled text-to-text generation select the
matching text-to-text task).

□ data-to-text generation: generation from
raw/structured data which may or may not in-
clude some amount of content selection as part
of the generation process. Output is likely to be
text:* or multi-modal.

□ dialogue turn generation: generating a dia-
logue turn (can be a greeting or closing) from
a representation of dialogue state and/or last
turn(s), etc.

□ question generation: generation of questions
from given input text and/or knowledge base
such that the question can be answered from the
input.

□ question answering: input is a question plus
optionally a set of reference texts and/or knowl-
edge base, and the output is the answer to the
question.

□ paraphrasing/lossless simplification: text-to-
text generation where the aim is to preserve
the meaning of the input while changing its
wording. This can include the aim of chang-
ing the text on a given dimension, e.g. mak-
ing it simpler, changing its stance or sentiment,
etc., which may be controllable via input fea-
tures. Note that this task type includes meaning-
preserving text simplification (non-meaning pre-
serving simplification comes under compres-
sion/lossy simplification below).

□ compression/lossy simplification: text-to-text
generation that has the aim to generate a shorter,
or shorter and simpler, version of the input text.
This will normally affect meaning to some ex-
tent, but as a side effect, rather than the primary
aim, as is the case in summarisation.

□ machine translation: translating text in a
source language to text in a target language
while maximally preserving the meaning.

□ summarisation (text-to-text): output is an ex-
tractive or abstractive summary of the impor-
tant/relevant/salient content of the input docu-
ment(s).

□ end-to-end text generation: use this option if
the single system task corresponds to more than
one of tasks above, implemented either as sepa-
rate modules pipelined together, or as one-step
generation, other than deep generation and sur-
face realisation.

□ image/video description: input includes visual,
and the output describes it in some way.

□ post-editing/correction: system edits and/or
corrects the input text (typically itself the tex-
tual output from another system) to yield an
improved version of the text.

□ other (please specify): if task is none of the
above, choose this option and describe it.
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Question 2.4: Input Language(s), or ‘N/A’.

This field records the language(s) of the inputs ac-
cepted by the system(s) being evaluated.

What to enter in the text box: any language name(s)
that apply, mapped to standardised full language
names in ISO 639-17. E.g. English, Herero, Hindi.
If no language is accepted as (part of) the input,
enter ‘N/A’.

Question 2.5: Output Language(s), or ‘N/A’.

This field records the language(s) of the outputs
generated by the system(s) being evaluated.

What to enter in the text box: any language name(s)
that apply, mapped to standardised full language
names in ISO 639-1 (2019)7. E.g. English, Herero,
Hindi. If no language is generated, enter ‘N/A’.

A.3 Questions about Output Sample,
Evaluators, Experimental Design

A.3.1 Sample of system outputs (or
human-authored stand-ins) evaluated
(Questions 3.1.1–3.1.3)

Questions 3.1.1–3.1.3 record information about the
size of the sample of outputs (or human-authored
stand-ins) evaluated per system, how the sample
was selected, and what its statistical power is.

Question 3.1.1: How many system outputs
(or other evaluation items) are evaluated per
system in the evaluation experiment? An-
swer should be an integer.

What to enter in the text box: The number of system
outputs (or other evaluation items) that are evalu-
ated per system by at least one evaluator in the
experiment, as an integer.

Question 3.1.2: How are system outputs (or
other evaluation items) selected for inclusion
in the evaluation experiment? If none match,
select ‘Other’ and describe.

7https://en.wikipedia.org/wiki/List_
of_ISO_639-1_codes

Multiple-choice options (select one):

◦ by an automatic random process from a larger
set: outputs were selected for inclusion in the
experiment by a script using a pseudo-random
number generator; don’t use this option if the
script selects every nth output (which is not
random).

◦ by an automatic random process but using
stratified sampling over given properties: use
this option if selection was by a random script as
above, but with added constraints ensuring that
the sample is representative of the set of outputs
it was selected from, in terms of given proper-
ties, such as sentence length, positive/negative
stance, etc.

◦ by manual, arbitrary selection: output sample
was selected by hand, or automatically from a
manually compiled list, without a specific selec-
tion criterion.

◦ by manual selection aimed at achieving bal-
ance or variety relative to given properties: se-
lection by hand as above, but with specific selec-
tion criteria, e.g. same number of outputs from
each time period.

◦ Other (please specify): if selection method is
none of the above, choose this option and de-
scribe it.

Question 3.1.3: What is the statistical power
of the sample size?

What to enter in the text box: The results of a statis-
tical power calculation on the output sample: pro-
vide numerical results and a link to the script used
(or another way of identifying the script). See, e.g.,
Card et al. (2020); Howcroft and Rieser (2021).

A.3.2 Evaluators (Questions 3.2.1–3.2.5)
Questions 3.2.1–3.2.5 record information about the
evaluators participating in the experiment.

Question 3.2.1: How many evaluators are
there in this experiment? Answer should be
an integer.

What to enter in the text box: the total number of
evaluators participating in the experiment, as an
integer.

66



Question 3.2.2: What kind of evaluators are
in this experiment? Select all that apply.
If none match, select ‘Other’ and describe.
In all cases, provide details in the text box
under ‘Other’.

Check-box options (select all that apply):

□ experts: participants are considered domain ex-
perts, e.g. meteorologists evaluating a weather
forecast generator, or nurses evaluating an ICU
report generator.

□ non-experts: participants are not domain ex-
perts.

□ paid (including non-monetary compensation
such as course credits): participants were given
some form of compensation for their participa-
tion, including vouchers, course credits, and
reimbursement for travel unless based on re-
ceipts.

□ not paid: participants were not given compen-
sation of any kind.

□ previously known to authors: (one of the) re-
searchers running the experiment knew some or
all of the participants before recruiting them for
the experiment.

□ not previously known to authors: none of the
researchers running the experiment knew any of
the participants before recruiting them for the
experiment.

□ evaluators include one or more of the authors:
one or more researchers running the experiment
was among the participants.

□ evaluators do not include any of the authors:
none of the researchers running the experiment
were among the participants.

□ Other (fewer than 4 of the above apply): we
believe you should be able to tick 4 options of
the above. If that’s not the case, use this box to
explain.

Question 3.2.3: How are evaluators re-
cruited?

What to enter in the text box: Please explain how
your evaluators are recruited. Do you send emails

to a given list? Do you post invitations on social
media? Posters on university walls? Were there
any gatekeepers involved? What are the exclu-
sion/inclusion criteria?

Question 3.2.4: What training and/or prac-
tice are evaluators given before starting on
the evaluation itself?

What to enter in the text box: Use this space to
describe any training evaluators were given as part
of the experiment to prepare them for the evaluation
task, including any practice evaluations they did.
This includes any introductory explanations they’re
given, e.g. on the start page of an online evaluation
tool.

Question 3.2.5: What other characteristics
do the evaluators have, known either be-
cause these were qualifying criteria, or from
information gathered as part of the evalua-
tion?

What to enter in the text box: Use this space to list
any characteristics not covered in previous ques-
tions that the evaluators are known to have, either
because evaluators were selected on the basis of
a characteristic, or because information about a
characteristic was collected as part of the evalua-
tion. This might include geographic location of IP
address, educational level, or demographic informa-
tion such as gender, age, etc. Where characteristics
differ among evaluators (e.g. gender, age, location
etc.), also give numbers for each subgroup.

A.3.3 Experimental Design Questions
3.3.1–3.3.8

Questions 3.3.1–3.3.8 record information about the
experimental design of the evaluation experiment.

Question 3.3.1: Has the experimental design
been preregistered? If yes, on which reg-
istry?

What to enter in the text box: State ‘Yes’ or ‘No’; if
‘Yes’ also give the name of the registry and a link
to the registration page for the experiment.
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Question 3.3.2: How are responses col-
lected? E.g. paper forms, online survey tool,
etc.

What to enter in the text box: Use this space to
describe how you collected responses, e.g. paper
forms, Google forms, SurveyMonkey, Mechanical
Turk, CrowdFlower, audio/video recording, etc.

Question 3.3.3: What quality assurance
methods are used? Select all that apply. If
none match, select ‘Other’ and describe. In
all cases, provide details in the text box un-
der ‘Other’.

Check-box options (select all that apply):

□ evaluators are required to be native speakers
of the language they evaluate: mechanisms
are in place to ensure all participants are native
speakers of the language they evaluate.

□ automatic quality checking methods are
used during/post evaluation: evaluations are
checked for quality by automatic scripts during
or after evaluations, e.g. evaluators are given
known bad/good outputs to check they’re given
bad/good scores on MTurk.

□ manual quality checking methods are used
during/post evaluation: evaluations are
checked for quality by a manual process during
or after evaluations, e.g. scores assigned by eval-
uators are monitored by researchers conducting
the experiment.

□ evaluators are excluded if they fail quality
checks (often or badly enough): there are con-
ditions under which evaluations produced by
participants are not included in the final results
due to quality issues.

□ some evaluations are excluded because of
failed quality checks: there are conditions un-
der which some (but not all) of the evaluations
produced by some participants are not included
in the final results due to quality issues.

□ none of the above: tick this box if none of the
above apply.

□ Other (please specify): use this box to describe
any other quality assurance methods used dur-
ing or after evaluations, and to provide addi-
tional details for any of the options selected
above.

Question 3.3.4: What do evaluators see
when carrying out evaluations? Link to
screenshot(s) and/or describe the evaluation
interface(s).

What to enter in the text box: Use this space to
describe the interface, paper form, etc. that evalua-
tors see when they carry out the evaluation. Link
to a screenshot/copy if possible. If there is a sep-
arate introductory interface/page, include it under
Question 3.2.4.

3.3.5: How free are evaluators regarding
when and how quickly to carry out evalua-
tions? Select all that apply. In all cases, pro-
vide details in the text box under ‘Other’.

Check-box options (select all that apply):

□ evaluators have to complete each individual
assessment within a set time: evaluators are
timed while carrying out each assessment and
cannot complete the assessment once time has
run out.

□ evaluators have to complete the whole evalu-
ation in one sitting: partial progress cannot be
saved and the evaluation returned to on a later
occasion.

□ neither of the above: Choose this option if nei-
ther of the above are the case in the experiment.

□ Other (please specify): Use this space to de-
scribe any other way in which time taken or
number of sessions used by evaluators is con-
trolled in the experiment, and to provide ad-
ditional details for any of the options selected
above.
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3.3.6: Are evaluators told they can ask ques-
tions about the evaluation and/or provide
feedback? Select all that apply. In all cases,
provide details in the text box under ‘Other’.

Check-box options (select all that apply):

□ evaluators are told they can ask any ques-
tions during/after receiving initial train-
ing/instructions, and before the start of the
evaluation: evaluators are told explicitly that
they can ask questions about the evaluation ex-
periment before starting on their assessments,
either during or after training.

□ evaluators are told they can ask any questions
during the evaluation: evaluators are told ex-
plicitly that they can ask questions about the
evaluation experiment during their assessments.

□ evaluators are asked for feedback and/or com-
ments after the evaluation, e.g. via an exit
questionnaire or a comment box: evaluators
are explicitly asked to provide feedback and/or
comments about the experiment after their as-
sessments, either verbally or in written form.

□ None of the above: Choose this option if none
of the above are the case in the experiment.

□ Other (please specify): use this space to de-
scribe any other ways you provide for evaluators
to ask questions or provide feedback.

3.3.7: What are the experimental conditions
in which evaluators carry out the evalua-
tions? If none match, select ‘Other’ and
describe.

Multiple-choice options (select one):

◦ evaluation carried out by evaluators at a place
of their own choosing, e.g. online, using a
paper form, etc.: evaluators are given access to
the tool or form specified in Question 3.3.2, and
subsequently choose where to carry out their
evaluations.

◦ evaluation carried out in a lab, and conditions
are the same for each evaluator: evaluations
are carried out in a lab, and conditions in which
evaluations are carried out are controlled to be
the same, i.e. the different evaluators all carry

out the evaluations in identical conditions of
quietness, same type of computer, same room,
etc. Note we’re not after very fine-grained dif-
ferences here, such as time of day or tempera-
ture, but the line is difficult to draw, so some
judgment is involved here.

◦ evaluation carried out in a lab, and conditions
vary for different evaluators: choose this op-
tion if evaluations are carried out in a lab, but
the preceding option does not apply, i.e. condi-
tions in which evaluations are carried out are
not controlled to be the same.

◦ evaluation carried out in a real-life situation,
and conditions are the same for each evalu-
ator: evaluations are carried out in a real-life
situation, i.e. one that would occur whether or
not the evaluation was carried out (e.g. evalu-
ating a dialogue system deployed in a live chat
function on a website), and conditions in which
evaluations are carried out are controlled to be
the same.

◦ evaluation carried out in a real-life situation,
and conditions vary for different evaluators:
choose this option if evaluations are carried out
in a real-life situation, but the preceding option
does not apply, i.e. conditions in which evalua-
tions are carried out are not controlled to be the
same.

◦ evaluation carried out outside of the lab, in a
situation designed to resemble a real-life sit-
uation, and conditions are the same for each
evaluator: evaluations are carried out outside
of the lab, in a situation intentionally similar to
a real-life situation (but not actually a real-life
situation), e.g. user-testing a navigation system
where the destination is part of the evaluation
design, rather than chosen by the user. Condi-
tions in which evaluations are carried out are
controlled to be the same.

◦ evaluation carried out outside of the lab, in a
situation designed to resemble a real-life situ-
ation, and conditions vary for different eval-
uators: choose this option if evaluations are
carried out outside of the lab, in a situation in-
tentionally similar to a real-life situation, but
the preceding option does not apply, i.e. condi-
tions in which evaluations are carried out are
not controlled to be the same.

◦ Other (please specify): Use this space to
provide additional, or alternative, information
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about the conditions in which evaluators carry
out assessments, not covered by the options
above.

3.3.8: Unless the evaluation is carried out
at a place of the evaluators’ own choosing,
briefly describe the (range of different) con-
ditions in which evaluators carry out the
evaluations.

What to enter in the text box: use this space to
describe the variations in the conditions in which
evaluators carry out the evaluation, for both situ-
ations where those variations are controlled, and
situations where they are not controlled.

A.4 Quality Criterion n – Definition and
Operationalisation

Questions in this section collect information about
the nth quality criterion assessed in the single hu-
man evaluation experiment that this sheet is being
completed for.

A.4.1 Quality criterion properties (Questions
4.1.1–4.1.3)

Questions 4.1.1–4.1.3 capture the aspect of qual-
ity that is assessed by a given quality criterion in
terms of three orthogonal properties. They help de-
termine whether or not the same aspect of quality
is being evaluated in different evaluation experi-
ments. The three properties characterise quality
criteria in terms of (i) what type of quality is being
assessed; (ii) what aspect of the system output is
being assessed; and (iii) whether system outputs
are assessed in their own right or with reference
to some system-internal or system-external frame
of reference. For full explanations see Belz et al.
(2020).

Question 4.1.1: What type of quality is as-
sessed by the quality criterion?

Multiple-choice options (select one):

◦ Correctness: Select this option if it is possi-
ble to state, generally for all outputs, the condi-
tions under which outputs are maximally correct

(hence of maximal quality). E.g. for Grammati-
cality,8 outputs are (maximally) correct if they
contain no grammatical errors; for Semantic
Completeness, outputs are correct if they ex-
press all the content in the input.

◦ Goodness: Select this option if, in contrast to
correctness criteria, there is no single, general
mechanism for deciding when outputs are max-
imally good, only for deciding for any two out-
puts which is better and which is worse. E.g. for
Fluency, even if outputs contain no disfluencies,
there may be other ways in which any given
output could be more fluent.

◦ Feature: Choose this option if, in terms of prop-
erty X captured by the criterion, outputs are not
generally better if they are more X , but instead,
depending on evaluation context, more X may
be either better or worse. E.g. for Specificity,
outputs can be more specific or less specific, but
it’s not the case that outputs are, in the general
case, better when they are more specific.

Question 4.1.2: Which aspect of system out-
puts is assessed by the quality criterion?

Multiple-choice options (select one):

◦ Form of output: Choose this option if the cri-
terion assesses the form of outputs alone, e.g.
Grammaticality is only about the form, a sen-
tence can be grammatical yet be wrong or non-
sensical in terms of content.

◦ Content of output: Select this option if the crite-
rion assesses the content/meaning of the output
alone, e.g. Meaning Preservation only assesses
content; two sentences can be considered to
have the same meaning, but differ in form.

◦ Both form and content of output: Choose this
option if the criterion assesses outputs as a
whole, not just form or just content. E.g. Co-
herence is a property of outputs as a whole,
either form or meaning can detract from it. In-
herently extrinsic criteria such as Usefulness or
Task Completion also fall in this category.

8We take all examples of quality criteria from published
reports of evaluations, via the annotated database compiled by
Howcroft et al. (2020).
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Question 4.1.3: Is each output assessed for
quality in its own right, or with reference
to a system-internal or external frame of
reference?

Multiple-choice options (select one):

◦ Quality of output in its own right: Select this
option if output quality is assessed without re-
ferring to anything other than the output itself,
i.e. no system-internal or external frame of refer-
ence. E.g. Poeticness is assessed by considering
(just) the output and how poetic it is.

◦ Quality of output relative to the input: Choose
this option if output quality is assessed relative
to the input. E.g. Answerability is the degree
to which the output question can be answered
from information in the input.

◦ Quality of output relative to a system-external
frame of reference: Choose this option if out-
put quality is assessed with reference to system-
external information, such as a knowledge base,
a person’s individual writing style, or the perfor-
mance of an embedding system. E.g. Factual
Accuracy assesses outputs relative to a source
of real-world knowledge.

A.4.2 Evaluation mode properties (Questions
4.2.1–4.2.3)

Questions 4.2.1–4.2.3 record properties that are
orthogonal to quality criteria (covered by questions
in the preceding section), i.e. any given quality
criterion can in principle be combined with any of
the modes (although some combinations are more
common than others).

Question 4.2.1: Does an individual assess-
ment involve an objective or a subjective
judgment?

Multiple-choice options (select one):

◦ Objective: Choose this option if the evaluation
uses objective assessment, e.g. any automati-
cally counted or otherwise quantified measure-
ments such as mouse-clicks, occurrences in text,
etc. Repeated assessments of the same output
with an objective-mode evaluation method al-
ways yield the same score/result.

◦ Subjective: Choose this option in all other cases.
Subjective assessments involve ratings, opin-
ions and preferences by evaluators. Some crite-
ria lend themselves more readily to subjective
assessments, e.g. Friendliness of a conversa-
tional agent, but an objective measure e.g. based
on lexical markers is also conceivable.

Question 4.2.2: Are outputs assessed in ab-
solute or relative terms?

Multiple-choice options (select one):

◦ Absolute: Select this option if evaluators are
shown outputs from a single system during each
individual assessment.

◦ Relative: Choose this option if evaluators are
shown outputs from multiple systems at the
same time during assessments, typically ranking
or preference-judging them.

Question 4.2.3: Is the evaluation intrinsic or
extrinsic?

Multiple-choice options (select one):

◦ Intrinsic: Choose this option if quality of out-
puts is assessed without considering their effect
on something external to the system, e.g. the
performance of an embedding system or of a
user at a task.

◦ Extrinsic: Choose this option if quality of out-
puts is assessed in terms of their effect on some-
thing external to the system such as the perfor-
mance of an embedding system or of a user at a
task.

A.4.3 Response elicitation (Questions
4.3.1–4.3.11)

The questions in this section concern response elic-
itation, by which we mean how the ratings or other
measurements that represent assessments for the
quality criterion in question are obtained, cover-
ing what is presented to evaluators, how they se-
lect response and via what type of tool, etc. The
eleven questions (4.3.1–4.3.11) are based on the
information annotated in the large scale survey of
human evaluation methods in NLG by Howcroft
et al. (2020).
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Question 4.3.1: What do you call the quality
criterion in explanations/interfaces to evalu-
ators? Enter ‘N/A’ if criterion not named.

What to enter in the text box: the name you use to
refer to the quality criterion in explanations and/or
interfaces created for evaluators. Examples of qual-
ity criterion names include Fluency, Clarity, Mean-
ing Preservation. If no name is used, state ‘N/A’.

Question 4.3.2: What definition do you
give for the quality criterion in explana-
tions/interfaces to evaluators? Enter ‘N/A’
if no definition given.

What to enter in the text box: Copy and past the ver-
batim definition you give to evaluators to explain
the quality criterion they’re assessing. If you don’t
explicitly call it a definition, enter the nearest thing
to a definition you give them. If you don’t give any
definition, state ‘N/A’.

Question 4.3.3: Size of scale or other rating
instrument (i.e. how many different possi-
ble values there are). Answer should be an
integer or ‘continuous’ (if it’s not possible
to state how many possible responses there
are). Enter ‘N/A’ if there is no rating instru-
ment.

What to enter in the text box: The number of differ-
ent response values for this quality criterion. E.g.
for a 5-point Likert scale, the size to enter is 5. For
two-way forced-choice preference judgments, it is
2; if there’s also a no-preference option, enter 3.
For a slider that is mapped to 100 different values
for the purpose of recording assessments, the size
to enter is 100. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), enter ‘N/A’.

Question 4.3.4: List or range of possible val-
ues of the scale or other rating instrument.
Enter ‘N/A’, if there is no rating instrument.

What to enter in the text box: list, or give the range
of, the possible values of the rating instrument.
The list or range should be of the size specified in
Question 4.3.3. If there are too many to list, use a
range. E.g. for two-way forced-choice preference
judgments, the list entered might be A better, B
better; if there’s also a no-preference option, the list
might be A better, B better, neither. For a slider that
is mapped to 100 different values for the purpose
of recording assessments, the range 1–100 might
be entered. If no rating instrument is used (e.g.
when evaluation gathers post-edits or qualitative
feedback only), enter ’N/A’.

Question 4.3.5: How is the scale or other
rating instrument presented to evaluators?
If none match, select ‘Other’ and describe.

Multiple-choice options (select one):

◦ Multiple-choice options: choose this option if
evaluators select exactly one of multiple op-
tions.

◦ Check-boxes: choose this option if evaluators
select any number of options from multiple
given options.

◦ Slider: choose this option if evaluators move a
pointer on a slider scale to the position corre-
sponding to their assessment.

◦ N/A (there is no rating instrument): choose
this option if there is no rating instrument.

◦ Other (please specify): choose this option if
there is a rating instrument, but none of the
above adequately describe the way you present
it to evaluators. Use the text box to describe the
rating instrument and link to a screenshot.

Question 4.3.6: If there is no rating instru-
ment, describe briefly what task the evalua-
tors perform (e.g. ranking multiple outputs,
finding information, playing a game, etc.),
and what information is recorded. Enter
‘N/A’ if there is a rating instrument.

What to enter in the text box: If (and only if) there
is no rating instrument, i.e. you entered ‘N/A’ for
Questions 4.3.3–4.3.5, describe the task evaluators
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perform in this space. Otherwise, here enter ‘N/A’
if there is a rating instrument.

Question 4.3.7: What is the verbatim ques-
tion, prompt or instruction given to evalua-
tors (visible to them during each individual
assessment)?

What to enter in the text box: Copy and paste the
verbatim text that evaluators see during each assess-
ment, that is intended to convey the evaluation task
to them. E.g. Which of these texts do you prefer?
Or Make any corrections to this text that you think
are necessary in order to improve it to the point
where you would be happy to provide it to a client.

Question 4.3.8: Form of response elicitation.
If none match, select ‘Other’ and describe.

Multiple-choice options (select one):9

◦ (dis)agreement with quality statement: Partici-
pants specify the degree to which they agree
with a given quality statement by indicating
their agreement on a rating instrument. The
rating instrument is labelled with degrees of
agreement and can additionally have numerical
labels. E.g. This text is fluent — 1=strongly
disagree...5=strongly agree.

◦ direct quality estimation: Participants are asked
to provide a rating using a rating instrument,
which typically (but not always) mentions the
quality criterion explicitly. E.g. How fluent is
this text? — 1=not at all fluent...5=very fluent.

◦ relative quality estimation (including ranking):
Participants evaluate two or more items in terms
of which is better. E.g. Rank these texts in terms
of fluency; Which of these texts is more fluent?;
Which of these items do you prefer?.

◦ counting occurrences in text: Evaluators are
asked to count how many times some type of
phenomenon occurs, e.g. the number of facts
contained in the output that are inconsistent with
the input.

9Explanations adapted from Howcroft et al. (2020).

◦ qualitative feedback (e.g. via comments en-
tered in a text box): Typically, these are re-
sponses to open-ended questions in a survey or
interview.

◦ evaluation through post-editing/annotation:
Choose this option if the evaluators’ task con-
sists of editing or inserting annotations in text.
E.g. evaluators may perform error correction
and edits are then automatically measured to
yield a numerical score.

◦ output classification or labelling: Choose this
option if evaluators assign outputs to categories.
E.g. What is the overall sentiment of this piece
of text? — Positive/neutral/negative.

◦ user-text interaction measurements: choose
this option if participants in the evaluation ex-
periment interact with a text in some way, and
measurements are taken of their interaction. E.g.
reading speed, eye movement tracking, com-
prehension questions, etc. Excludes situations
where participants are given a task to solve and
their performance is measured which comes un-
der the next option.

◦ task performance measurements: choose this
option if participants in the evaluation experi-
ment are given a task to perform, and measure-
ments are taken of their performance at the task.
E.g. task is finding information, and task perfor-
mance measurement is task completion speed
and success rate.

◦ user-system interaction measurements: choose
this option if participants in the evaluation ex-
periment interact with a system in some way,
while measurements are taken of their interac-
tion. E.g. duration of interaction, hyperlinks
followed, number of likes, or completed sales.

◦ Other (please specify): Use the text box to de-
scribe the form of response elicitation used in
assessing the quality criterion if it doesn’t fall
in any of the above categories.

Question 4.3.9: How are raw responses from
participants aggregated or otherwise pro-
cessed to obtain reported scores for this qual-
ity criterion? State if no scores reported.

What to enter in the text box: normally a set of
separate assessments is collected from evaluators
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and is converted to the results as reported. Describe
here the method(s) used in the conversion(s). E.g.
macro-averages or micro-averages are computed
from numerical scores to provide summary, per-
system results.

Question 4.3.10: Method(s) used for deter-
mining effect size and significance of find-
ings for this quality criterion.

What to enter in the text box: A list of methods
used for calculating the effect size and significance
of any results, both as reported in the paper given
in Question 1.1, for this quality criterion. If none
calculated, state ‘None’.

Question 4.3.11: Has the inter-annotator
and intra-annotator agreement between
evaluators for this quality criterion been
measured? If yes, what method was used,
and what are the agreement scores?

What to enter in the text box: the methods used to
compute, and results obtained from, any measures
of inter-annotator and intra-annotator agreement
obtained for the quality criterion.

A.5 Ethics Questions (Questions 5.1-5.4)

The questions in this section relate to ethical as-
pects of the evaluation. Information can be entered
in the text box provided, and/or by linking to a
source where complete information can be found.

Question 5.1: Has the evaluation experi-
ment this sheet is being completed for, or the
larger study it is part of, been approved by
a research ethics committee? If yes, which
research ethics committee?

What to enter in the text box: Typically, re-
search organisations, universities and other higher-
education institutions require some form ethical
approval before experiments involving human par-
ticipants, however innocuous, are permitted to pro-
ceed. Please provide here the name of the body that
approved the experiment, or state ‘No’ if approval
has not (yet) been obtained.

Question 5.2: Do any of the system outputs
(or human-authored stand-ins) evaluated, or
do any of the responses collected, in the ex-
periment contain personal data (as defined
in GDPR Art. 4, §1: https://gdpr.eu/article-
4-definitions/)? If yes, describe data and
state how addressed.

What to enter in the text box: State ‘No’ if no
personal data as defined by GDPR was recorded or
collected, otherwise explain how conformity with
GDPR requirements such as privacy and security
was ensured, e.g. by linking to the (successful)
application for ethics approval from Question 5.1.

Question 5.3: Do any of the system outputs
(or human-authored stand-ins) evaluated,
or do any of the responses collected, in
the experiment contain special category
information (as defined in GDPR Art. 9, §1:
https://gdpr.eu/article-9-processing-special-
categories-of-personal-data-prohibited/)? If
yes, describe data and state how addressed.

What to enter in the text box: State ‘No’ if
no special-category data as defined by GDPR
was recorded or collected, otherwise explain how
conformity with GDPR requirements relating to
special-category data was ensured, e.g. by linking
to the (successful) application for ethics approval
from Question 5.1.

Question 5.4: Have any impact assessments
been carried out for the evaluation experi-
ment, and/or any data collected/evaluated
in connection with it? If yes, summarise ap-
proach(es) and outcomes.

What to enter in the text box: Use this box to de-
scribe any ex ante or ex post impact assessments
that have been carried out in relation to the evalua-
tion experiment, such that the assessment plan and
process, as well as the outcomes, were captured
in written form. Link to documents if possible.
Types of impact assessment include data protection
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impact assessments, e.g. under GDPR.10 Environ-
mental and social impact assessment frameworks
are also available.

10https://ico.org.uk/for-organisations/
guide-to-data-protection/
guide-to-the-general-data-protection-regulation-gdpr/
accountability-and-governance/
data-protection-impact-assessments/
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Abstract
Improvements in text generation technologies
such as machine translation have necessitated
more costly and time-consuming human evalu-
ation procedures to ensure an accurate signal.
We investigate a simple way to reduce cost
by reducing the number of text segments that
must be annotated in order to accurately pre-
dict a score for a complete test set. Using a
sampling approach, we demonstrate that infor-
mation from document membership and auto-
matic metrics can help improve estimates com-
pared to a pure random sampling baseline. We
achieve gains of up to 20% in average abso-
lute error by leveraging stratified sampling and
control variates. Our techniques can improve
estimates made from a fixed annotation budget,
are easy to implement, and can be applied to
any problem with structure similar to the one
we study.

1 Introduction

As automatic natural language generation systems
improve, evaluating them is becoming more chal-
lenging for both human and automatic methods
(Çelikyilmaz et al., 2020; Gehrmann et al., 2022).
In machine translation, this has led to increased
adoption of techniques such as MQM (Freitag et al.,
2021a,b), an elaborate error-based methodology for
scoring output, typically carried out by skilled hu-
man annotators. While MQM is more accurate than
traditional crowd-based Likert-type scoring, it can
also be significantly slower and more expensive,
creating a strong incentive to reduce annotation
time and cost.

In this paper we investigate a simple solution to
this problem, namely reducing the number of text
segments that a human annotator must rate. We
assume a basic scenario in which a single annotator
is given a test set to rate, and the task is to predict
the average MQM score they would assign to the
whole set by having them rate only a selected sub-
set. This is a natural and versatile way to deploy

human annotation effort within a framework like
MQM; it differs from the tasks considered by re-
cent work with similar motivation, which focus on
system ranking (Mendonça et al., 2021; Thorleiks-
dóttir et al., 2021) or combining human and metric
scores without the express aim of predicting human
performance (Hashimoto et al., 2019; Singla et al.,
2021). Although our experiments are carried out
with MQM-based scores, our methodology is ap-
plicable to any setting in which numerical scores
are assigned to items for later averaging.

We approach the task of choosing segments as a
sampling problem, and investigate classical meth-
ods for reducing sample variance and bounding
estimation error. To improve accuracy, we employ
two sources of supplementary information. First, in
keeping with recent practice, we assume segments
are grouped into documents. This lets us exploit
the tendency of segments within a document to be
relatively homogeneous. Second, we make use of
modern automatic metrics such as COMET (Rei
et al., 2020) and BLEURT (Sellam et al., 2020)
which correlate better at the segment level with
human judgments than traditional surface-based
metrics like BLEU (Papineni et al., 2002). These
serve as a rough proxy for human scores.

We show that document and metric information
can be used to reduce average estimation error by
up to 20% over a pure random sampling baseline.
Due to high sample variance, it is difficult to reli-
ably achieve a similar reduction in annotator effort
for a given error tolerance. However, we suggest an
alternative perspective in which our technique can
be used to improve estimates made on the basis of a
fixed rating budget. Although there is no guarantee
of beating random sampling in any particular case,
there is a high probability of improving on aver-
age. This improved estimator is easy to implement,
and applicable to any human labeling task that pro-
duces numerical scores, and for which document
membership and automatic metrics are available.
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Our work is most similar to that of Chaganty et al.
(2018), which we extend in several ways. We adopt
their use of control variates, but consider multiple
metrics rather than just one, including learned met-
ric combinations; we also employ modern neural
metrics rather than metrics based on surface infor-
mation. We combine control variates with stratified
sampling using either proportional or optimal al-
location, and additionally evaluate an incremental
scenario in which sampling adapts to observed rat-
ings. Finally, we investigate two analytical meth-
ods for bounding the error in our estimate.

2 Methods

We assume a fixed test set consisting of translated
segment pairs, and a single human rater who as-
signs scores to segments. Each segment belongs to
a document, and has an associated vector of scores
from automatic metrics. Our goal is to select an
informative subset of segments to be labeled by the
rater, and use the subset to predict the average score
that would have resulted if we had asked the rater
to label the whole set. By exploiting document and
metric information, we hope to reduce the number
of segments that must be manually labeled.

Formally, let x1, . . . xN be the segment scores,
µ =

∑N
i=1 xi/N be the test-set score to be pre-

dicted, and σ2 be the variance of the scores. The
following side information is available for each seg-
ment i: an index di that indicates its membership
in one of D documents, and a vector of automatic-
metric scores yi ∈ RM . Unlike the segment scores,
which are only revealed if they are in the selected
subset, the side information is always available for
the whole test set.

We approach this task as the problem of sam-
pling n ≤ N scores X1, . . . , Xn without replace-
ment from the test set and deriving an estimate µ̂
for µ from the sample such that E(µ̂) = µ (that is,
µ̂ is unbiased) and Var(µ̂) is as small as possible.
Low-variance estimators make it more likely that
the estimation error |µ− µ̂| will be small. A base-
line is to draw n segments at random and compute
their mean. This gives an estimate that is unbiased,
with variance:

Var(µ̂) =
σ2

n

(
N − n
N − 1

)

We investigated two classical unbiased strategies
for reducing variance relative to this baseline: strat-
ified sampling and control variates (Rice, 2007;
Bratley et al., 2012).

2.1 Stratified sampling
Stratified sampling involves partitioning scores into
bins that group similar items, then sampling some
items from each bin. Intuitively, the idea is that if
the variance within each bin is low, drawing too
many samples from a particular bin is inefficient
because it only serves to improve an already good
estimate—therefore the sample should be spread
evenly (in some sense) across bins. See Figure 1a
for an illustration. As a side benefit, having hu-
man scores more evenly distributed across different
types of segments is a useful characteristic if the
labeled segments are to be the subject of further
analysis.

Formally, suppose the test set is divided into L
bins, where bin l contains Nl segments of which
nl have been sampled, with sample mean µ̂l. Then
the stratified estimate is:

µ̂ =
L∑

l=1

µ̂lNl/N. (1)

It is easy to verify that this is unbiased.
Stratified sampling requires a method for parti-

tioning the test set into bins and a way of allocating
the n segments in the sample to individual bins. We
investigated two methods for partitioning the test
set: by documents and by metric-score similarity.
The optimal (lowest variance) allocation assigns
segments proportional to a bin’s size and variance:

nl = n
σlNl∑L
l=1 σlNl

. (2)

Since the bin variances σl are unknown, a conserva-
tive strategy is to assume they are all equal, result-
ing in pure proportional allocation: nl = nNl/N .
A potential enhancement is to approximate opti-
mal allocation using estimated variances σ̂l ≈ σl
derived from the metric scores in each bin.

Two technical issues arise in stratified sampling.
First, the per-bin sizes specified by equation (2)
are not necessarily whole numbers. This can be
solved using a rounding scheme that minimizes∑L

l=1 |nl − n′l|, where n′l are whole numbers that
sum to n. A second problem is that nl can be
greater than the number of available segments Nl

when using optimal allocation in high-variance
bins. When this occurs, we choose the bin for
which nl −Nl is largest, set nl = Nl, then recur-
sively reallocate the remaining bins. Note that both
these strategies can result in bins for which nl = 0
when n is small.
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(a) Stratified sampling forces sampled segments (shown in red)
to be evenly distributed across bins, resulting in better estimates
when the score variance within bins is lower than the variance
across bins.

(b) Control variates allow for reversing the shift of the sample
mean X̄n depending on the strength of the correlation between
X and Z. In this illustration, where X and Z are highly corre-
lated (∼0.9), Z̄n < 0 reflects the negative shift in X̄n.

Figure 1: Complementary strategies for reducing the
variance of the estimated average score.

Incremental sampling

Hitherto we have assumed that sampling works by
choosing a fixed batch of n segments, then sending
them to a rater for scoring. It is also possible to con-
sider an interactive scenario where the rater labels
segments sequentially, and the sampling procedure
is refined after each new rating is received. A con-
venient way to incorporate known ratings is to use
them for improving the per-bin variance estimates
σ̂l in optimal allocation. We tested two ways of
accomplishing this: empirically estimate σ̂l from
the known ratings in each bin; and learn a general
mapping from metrics y to rating x over all known
ratings, then use this mapping to estimate the un-
known ratings in each bin, and derive σ̂l from those
estimates.

2.2 Control variates

The control-variates estimator makes use of an aux-
iliary random variable Z that is standardized (has
zero mean and unit variance) on the test set:

µ̂ = X̄n −
Cov(X,Z)

Var(Z)
Z̄n

= X̄n − Cov(X,Z) Z̄n

(3)

where X̄n and Z̄n are mean values over the sample,
and the covariance is over the whole test set. This is
the lowest-variance estimator that uses information
from Z. It is unbiased because X̄n is unbiased,
Cov(X,Z) is independent of the current sample,
and E(Z̄n) = 0. The control-variates estimator
can be thought of as using Z̄n to infer the direction
that X̄n has been shifted away from µ and reversing
this shift by an amount that depends on the degree
of correlation betweenX and Z—see Figure 1b for
an illustration. In general, Cov(X,Z) is unknown,
but it can be estimated from the sample as follows:1

Cov(X,Z) ≈ 1

n

n∑

i=1

XiZi.

The control-variates estimator can be extended
to handle multiple auxiliary variables by forming a
linear combination (Glynn and Szechtman, 2002):

µ̂ = X̄n − (E(ZZT )−1E(XZ))T Z̄n (4)

where Z is a vector of standardized variables, Z̄n

is its mean over the sample, and the expectations of
the covariance matrix ZZT and weighted vectors
XZ are taken over the test set. The latter is un-
known, but as in the scalar case it can be estimated
from the sample:

E(XZ) ≈ 1

n

n∑

i=1

XiZi.

In our setting, control variates are easily derived
by standardizing the metric scores yi, which are
available for all segments in the test set. The re-
sulting estimator is convenient because it is applied
after sampling is complete, making it independent
of the sampling method, including whether the sam-
ple is drawn incrementally or in batch mode.

2.3 Error Bounds
For practical applications it is desirable to upper-
bound the error |µ− µ̂| in the estimated score with
some degree of confidence. Given a confidence
level γ (e.g., 0.95), we would like to find an error
bound t such that:

P (|µ− µ̂| ≤ t) ≥ γ (5)
1This equation follows from expanding Cov(X,Z) over

the complete test set, dropping all terms that contain the true
mean of Z (0 by construction) and estimating the one term
that remains from the sample. Alternatively one can choose to
estimate Cov(X,Z) purely from the sample as

∑n
i=1(Xi −

X̄)(Zi − Z̄)/n.
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A classical bound can be derived from Hoeffding’s
inequality, which states that equation (5) holds if:

t = R

√
kn log(2/δ)

2n
,

where R is the difference between the largest and
smallest scores in the test set, δ = 1 − γ, and
kn = 1− (n−1)/N is an adjustment for sampling
without replacement (Serfling, 1974). A problem
with Hoeffding’s inequality is that it scales with the
range of the scores and does not take variance into
account, so its bound will be pessimistic if variance
is small relative to the extremes. In such cases, the
Bernstein bound (Mnih et al., 2008) will be tighter:

t = σ̂

√
2 log(3/δ)

n
+

3R log(3/δ)

n
,

where σ̂ is a sample estimate of the variance. Note
that the contribution of R diminishes as 1/n in this
formula, compared with 1/

√
n in the Hoeffding

bound. Both these bounds are general in the sense
that they make no assumptions about the score dis-
tribution.

3 Data

Our development data consists of MQM ratings
made available by Freitag et al. (2021a) for 10
English-German and 10 Chinese-English “systems”
(including human translations and MT) from the
WMT 2020 news test sets (Barrault et al., 2020).
Each segment was annotated by three expert raters
who assigned scores ranging from 0 (perfect) to 25
(worst). There were six annotators per language
pair, each of whom rated all system outputs for a
set of documents comprising approximately half
the complete test set (about 710 segments / rater for
German, and 1000 segments / rater for Chinese).

We created simulations for each rater and system
combination, excluding the Human-A “system”, as
it was the reference for the MT metrics we used as
features. This resulted in 54 simulations for each
language pair. For each simulation, the task is to
predict the average score over the complete sub-
set of segments annotated by a single rater for a
single system. No knowledge of other segments,
system outputs, or rater decisions is permitted to
leak across simulations. As features, we used the
10 metrics submitted to the WMT 2020 metrics
task (Mathur et al., 2020) that had highest average
segment-level Pearson correlation with the MQM

scores in our dev data.2 These correlations are gen-
erally poor: from 0.279–0.410 for English-German,
and 0.425–0.465 for Chinese-English.3

To eliminate the effects of hyper-parameter tun-
ing on the development data, we carried out addi-
tional evaluation on a test set consisting of news-
test data from the WMT 2021 metrics shared task
(Freitag et al., 2021b) for English-German (17 sys-
tems), Chinese-English (15 systems), and English-
Russian (16 systems). This is similar to the dev
data, except that only one MQM rating is available
per segment. The number of rated segments was
527 for German and Russian, and 650 for Chinese.
English-Russian ratings were annotated using a dif-
ferent MQM methodology (from Unbabel rather
than Google), resulting in scores on a 0–100 scale,
with 100 being best. As before, we created separate
simulations for each system, omitting the human
“system” used as a reference for the metrics. To
avoid bias, rather than selecting metrics according
to correlation, we chose the WMT 2021 primary
submissions of two top-performing metrics from
the dev data: BLEURT and COMET.4

Appendix A contains further details about scores
and rater assignments for the dev and test sets.

4 Results

We tested the sampling and estimation strategies
described in section 2 by comparing them to the
baseline of simple random sampling with a mean
estimator. For each simulation we considered sam-
ple sizes ranging from 5–50% of the available data,
at 5% intervals.5 For each sample size and tech-
nique for establishing µ̂, we drew 100 random sam-
ples, computed the average and std deviation of
the error |µ− µ̂| across the samples, then averaged
the results across simulations to summarize perfor-
mance at that sample size. We also measured the
number of “wins”—simulations in which a tech-
nique had a lower average error than the baseline.
Finally, we aggregated these results across sample
sizes to summarize performance in a single number.

2We also tried using all submitted metrics, with slightly
worse results.

3For comparison, target sequence length correlations are
0.223 and 0.439 respectively (better than the three lowest-
ranked metrics for Chinese).

4The primary submissions were BLEURT-20 and COMET-
MQM_2021.

5Beyond 50%, the variance of the baseline estimator be-
comes very low and there is limited opportunity for improve-
ment.
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4.1 Stratified sampling

method abs error sdev win %

EnDe baseline 0.171 0.128 –
docs-prop 0.158 0.118 75.7
docs-opt 0.213 0.145 32.6
metrics-prop 0.157 0.118 77.2

ZhEn baseline 0.290 0.217 –
docs-prop 0.250 0.187 92.4
docs-opt 0.356 0.233 27.2
metrics-prop 0.246 0.185 91.1

Table 1: Stratified sampling results aggregated over
sample sizes from 5%–50%. Segment allocation is re-
ferred to as ‘prop’ for proportional- and as ‘opt’ for
optimal-allocation with either document-based (docs)
or metric-based (metrics) bin membership.

We begin by evaluating the stratified sampling
methods described in section 2.1, comparing strati-
fication over documents and over bins defined by
metric scores. The latter were formed by scoring
each segment with an average of the standardized
metric scores assigned to it, then sorting and par-
titioning so each bin contained approximately 80
segments (8x larger than the average document).
More elaborate clustering and metric-selection
techniques did not improve over this method. Per-
formance was also quite flat as a function of bin
size, though it worsened as bin size approached av-
erage document size. We tested both stratification
methods with proportional and optimal allocation
using averaged metric scores as proxies for human
scores when estimating the variance in each bin.

Figure 2 shows absolute error for these methods
as a function of sample size, and Table 1 summa-
rizes aggregate performance across sizes. The gen-
eral pattern is similar for both language pairs: pro-
portional allocation with documents (docs-prop)
outperforms the random-sampling baseline; pro-
portional allocation with metrics (metrics-prop) be-
haves similarly; and optimal allocation with docu-
ment bins (docs-opt) underperforms, as does opti-
mal allocation with metric bins (not shown, as it is
much worse). Optimal allocation focuses sharply
on bins with high estimated variance—which will
be harmful if the estimates are wrong—so we ex-
perimented with various smoothing methods, but
none improved over pure proportional allocation.

Although stratification clearly reduces the error
on average, the usefulness of this result is tempered
by the large variances shown in Table 1. For any
given random draw, these imply that the stratified
estimate is only slightly more likely to be better

than the baseline. Even when comparing errors av-
eraged over 100 random draws per simulation, the
stratified estimates are only better than the baseline
for approximately 75% of simulations for English-
German, and 90% for Chinese-English.

Incremental sampling

method abs error sdev win %

EnDe baseline 0.171 0.128 –
docs-incr-metrics 0.183 0.132 44.1
docs-incr-human 0.231 0.143 26.7

ZhEn baseline 0.290 0.217 –
docs-incr-metrics 0.346 0.239 25.4
docs-incr-human 0.418 0.251 27.4

Table 2: Incremental stratified sampling results aggre-
gated over sample sizes from 5%–50%.

Table 2 shows aggregate results for incremen-
tal stratified sampling using documents as bins,
with two methods for estimating per-bin variances
for optimal allocation.6 The docs-incr-metrics
method involves learning a k-nearest-neighbor
(k=25) model with standardized metrics as features
on all labeled segments, then using its predictions
to estimate variances for the unlabeled segments
in each bin. In docs-incr-human, the variance of
the segments remaining in each bin is estimated
from the segments that have already been scored.
Both these methods underperform the baseline; in
particular, the use of a learned mapping in docs-
incr-metrics provides only modest gains over the
raw averages in docs-opt.

4.2 Control variates and combined results

method abs error sdev win %

EnDe baseline 0.171 0.128 –
cv-bleurt 0.158 0.118 74.3
cv-mean 0.159 0.118 74.8
cv-multi 0.160 0.118 73.3
cv-knn 0.158 0.119 74.1

ZhEn baseline 0.290 0.217 –
cv-bleurt 0.260 0.193 84.1
cv-mean 0.251 0.188 88.3
cv-multi 0.254 0.188 88.5
cv-knn 0.246 0.185 92.2

Table 3: Control variates results aggregated over sam-
ple sizes from 5%–50%.

We now turn to experiments with the control-
variate estimators described in section 2.2. Figure 3

6We omit the corresponding curves for space reasons.
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Figure 2: Absolute error and standard deviation for stratified sampling methods.

Figure 3: Absolute error and std deviation for different control-variate estimators with random sampling.

method abs error sdev win %

EnDe baseline 0.171 0.128 –
docs-prop 0.158 0.118 75.7
cv-knn 0.158 0.119 74.1
docs-prop+cv-knn 0.147 0.110 88.5
metrics-prop+cv-knn 0.156 0.116 77.8

ZhEn baseline 0.290 0.217 –
docs-prop 0.250 0.187 92.4
cv-knn 0.246 0.185 92.2
docs-prop+cv-knn 0.224 0.167 98.5
metrics-prop+cv-knn 0.244 0.182 92.0

Table 4: Combined stratified sampling and control vari-
ates aggregated over sample sizes from 5%–50%.

and Table 3 present the results. We derived stan-
dardized scalar variates to plug into equation (3)
from: a single high-performing metric (BLEURT-
extended, cv-bleurt); the mean of all metrics (cv-
mean); and predictions from a knn model learned
from all metric values on the labeled segments (cv-
knn). We also used all standardized metrics directly
(cv-multi) as input to the vector in equation (4).7

All tested variants give reasonable improvements
over the baseline, with quite similar error rates, es-

7Note that the latter combines scores linearly, in contrast
to the knn model.

pecially for English-German. For Chinese-English,
combining all metrics with the knn model improves
slightly over BLEURT-extended, reducing the ab-
solute error by 5%. This may reflect somewhat
higher metric correlations for this language pair.

As control variate estimation is applied after sam-
pling is complete, it is straightforward to combine
it with stratification. Figure 4 and Table 4 show the
results of combining proportional stratified sam-
pling using documents with the best control vari-
ates estimator (docs-prop+cv-knn), along with the
component techniques for comparison. As one
might hope, the techniques are complementary de-
spite their similar individual performance. Interest-
ingly, this is not the case when metric-based clus-
ters are used for stratification instead of documents
(metrics-prop+cv-knn, last line in Table 4), because
the same information is used for both variance-
reduction techniques. The docs-prop+cv-knn com-
bination produces our best results, with error re-
ductions of 14% and 23% over the baseline for
English-German and English-Chinese, and better
average performance in almost 90% and 100% of
simulations, respectively. Unfortunately, however,
the standard deviation of these estimates remains
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Figure 4: Absolute error and std deviation for control-variate estimators and stratified sampling.

uncomfortably close to the size of the average ab-
solute error.

4.3 Error estimation

EnDe ZhEn

size Hoeffding (4) Hoeffding (7)
(%) cal slack t cal slack t

10 base 92 0.36 0.61 89 0.56 0.90
best 96 0.40 97 0.49

30 base 93 0.19 0.31 90 0.29 0.46
best 96 0.20 96 0.25

50 base 92 0.12 0.20 90 0.19 0.30
best 96 0.13 96 0.16

Table 5: Performance of error bounds for different sam-
ple sizes. Statistics are averaged over simulations: cal
is % of samples for which the true error was lower than
the bound, slack is the difference between the bound
and the error, and t is the bound. base is the baseline
estimator, and best is docs-prop+cv-knn.

Despite large variance across individual samples,
sampling techniques can be useful in practice if it is
possible to reliably bound the error in the estimate
derived from a given sample. We computed the
bounds from section 2.3 for different sample sizes
with docs-prop+cv-knn, setting γ = 0.95. Both
the Hoeffding and Bernstein bounds are very loose,
overestimating the true error in 100% of samples,
by margins that are about an order of magnitude
greater than the average error in Figure 4.8 We
hypothesize that this is due to scores having a large
range R, and being highly skewed, with µ� R.

To test this, we recomputed the Hoeffding bound
with empirically-determined R values of 4 and
7 for English-German and Chinese-English. As

8Surprisingly, the Bernstein bound is somewhat worse,
likely due to our small sample sizes in conjunction with the
large multiplier on R in the Bernstein formula.

shown in Table 5, this gives results which are well
calibrated (cal > 95%) for doc-prop+cv-knn, with
reasonable error bounds. Performance is some-
what worse for the baseline estimates, although the
difference in error between the two techniques is
negligible compared to the predicted bound. This
oracle experiment suggests that it will be difficult to
find non-oracle bounds that are substantially lower
for doc-prop+cv-knn than for the baseline.

4.4 Results on test data

method abs err sdev win %

EnDe baseline 0.203 0.153 –
docs-prop+cv-knn 0.188 0.140 78.1

ZhEn baseline 0.359 0.267 –
docs-prop+cv-knn 0.283 0.212 97.9

EnRu baseline 1.601 1.197 –
docs-prop+cv-knn 1.482 1.117 77.3

Table 6: Results on test data for baseline and best com-
bined estimator aggregated over sample sizes from 5%–
50%.

Figure 5 and Table 6 show results comparing
baseline random sampling with docs-prop+cv-knn
on our evaluation set. Both the curves and the ag-
gregate results display a similar pattern to the devel-
opment results, with relatively large gains over the
baseline for Chinese-English (21% relative error
reduction, wins in 98% of simulations), and smaller
ones for English-German and English-Russian9 (re-
ductions of 7% and win rates of about 77%). As
before, standard deviations are very high.

9Note that the absolute errors are higher for English-
Russian due to the 4x scale for ratings.
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Figure 5: Absolute error for control-variate estimators and stratified sampling on eval data.

5 Discussion

How should we interpret these results? If we had a
more reliable way of binning segments with similar
human ratings, or metrics that correlated better at
the segment level, it would be possible to reduce
variance to levels that would permit realistic error
bounds. That would enable a scenario in which
we could determine the number of segments n that
need to be rated in order to estimate the complete
test-set score to within a given tolerance. As it is,
however, our error bounds are very large—and we
do not manage to reduce them significantly with
improved sampling and estimation methods. This
is unlikely to change soon for complex annotation
tasks like MT because because humans are noisy
raters; as shown in Table 12, they are difficult to
predict even when using other humans as oracles.

In the absence of more reliable signals for re-
ducing variance, a way to make practical use of
the techniques we study is to flip the scenario
around and aim to improve the quality of an esti-
mate made from a fixed budget of n human ratings.
It is common practice to obtain human annotations
for only a portion of a larger test set due to time
or cost constraints (Barrault et al., 2020; Freitag
et al., 2021a). In this setting, our techniques can
lead to improved estimates compared to just taking
the mean of randomly-selected segments (although
there is no guarantee that they will do so for any
given sample).

The risks in applying this strategy are low. Strati-
fied sampling with proportional allocation provides
an unbiased estimate of the test-set mean, with vari-
ance that is ≤ random sampling (Rice, 2007), and
equality only in the case that the bins have identi-
cal statistics. The situation is trickier for control
variates. In theory, the control-variate estimator is

also unbiased, with lower variance than the sam-
ple mean, but this assumes that the test-set covari-
ance Cov(X,Z) between scores X and the auxil-
iary variable Z is known. Since we only know the
scores in the sample, we must rely on an estimate
for Cov(X,Z), creating the possibility for errors
if this is significantly larger than the true covari-
ance. However, as Chaganty et al. (2018) point
out, the error in the sample estimate for Cov(X,Z)
diminishes as 1/n, much faster than the 1/

√
n rate

for the error |µ− µ̂| in the estimated score. In our
data, we found no appreciable degradation of per-
formance on small samples, even ones containing
as few as 30 items.

Based on these observations, we can make the
following recommendations for improving the esti-
mated mean score of a test set containing N items
given a fixed number n < N of items to be manu-
ally annotated:

1. Use prior information such as document mem-
bership to partition items into bins, then
choose items using stratified sampling as de-
scribed in equation (1), with proportional allo-
cation. Beware of rounding errors when only
a few samples are taken from each bin.

2. Use an automatic metric or other feature that
correlates with human scores as a control vari-
ate in equation (3). This step is carried out
after sampling is complete, and is independent
of the sampling method used. If multiple met-
rics are available, combine them into a single
variate by averaging or applying a smooth re-
gressor learned on the sample (knn with k=25
worked well for us). Be alert to the possibility
of errors in the covariance estimate when n is
small (≤ 30).
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6 Related Work

Chaganty et al. (2018) pioneered control variates
for NLP evaluation, using them to improve esti-
mates for summarization and question answering.
Despite some technical differences—they measure
variance ratios rather than absolute error, simulate
human variance by sampling from a collection of
raters, and use bootstrapped confidence intervals—
their findings are roughly in line with ours. We
extend their work by showing that gains from strat-
ified sampling are complementary to those from
control variates, and explore a broader range of
scenarios, including using multiple variates and
incremental sampling.

Recent work has investigated incremental label-
ing tasks and/or combining human scores with auto-
matic metrics. Mendonça et al. (2021) apply online
learning algorithms to an MT system-ranking task
in which different segments are selected for hu-
man evaluation on each iteration, using COMET
to fill in missing human scores in WMT 2019 data.
Their algorithm converges to correct results after
several hundred iterations, but this condition is not
detected automatically. Thorleiksdóttir et al. (2021)
use Hoeffding’s inequality to measure confidence
in pairwise ranking decisions of varying difficulties
for controlled text generation output; they consider
human scores only. Singla et al. (2021) sample
foreign-language test responses for human grading,
with the aim of improving over purely automatic
scoring; a reverse problem to ours. Hashimoto
et al. (2019) propose a synergistic combination of
human and automatic scoring for evaluating text
generation.

Finally, there has been considerable work on
measuring and rectifying inaccuracies in human an-
notation (Sun et al., 2020; Wei and Jia, 2021; Glad-
koff et al., 2021; Paun et al., 2018). We sidestep
this issue by aiming to predict the performance
of a single human rater, assuming that if this can
be done accurately, conflicts among raters can be
resolved in a post-processing step.

7 Conclusion

We investigate two classical variance-reduction
techniques for improving the accuracy of sampled
human ratings of MT output, measured against the
mean of all ratings for a given test set. We find that
stratified sampling and control variates are comple-
mentary, contributing about equally to gains of up
to 20% in average absolute error reduction com-

pared to random sampling. Exploiting this result
to dynamically reduce annotator effort given a tar-
get error tolerance is not feasible due to the high
variance in our data, but we propose that our tech-
niques could instead be used to improve estimates
made from a fixed annotation budget. Concrete
recommendations for this scenario are provided in
section 5. Our method is easy to implement, and
can be applied to any setting involving averaged
numerical item-wise scores where document (or
other prior grouping) and automatic metric side
information is available.

In future work we look forward to delving into
questions raised by our results: why doesn’t opti-
mal allocation work better, particularly in the incre-
mental setting; is there a better way to estimate vari-
ance from metrics; why aren’t metric combinations
more helpful; and can error bounds be improved,
perhaps with bootstrapping methods?
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EnDe ZhEn
rater segs docs segs docs

rater1 713 64 993 76
rater2 683 66 992 76
rater3 705 66 1012 78
rater4 709 65 996 79
rater5 722 64 1021 77
rater6 722 65 986 79

corpus 1418 130 2000 155

Table 7: Numbers of segments and documents anno-
tated by each rater for each system in WMT 2020 new-
stest.

EnDe ZhEn
system MQM system MQM

Human-B 0.75 Human-A 3.43
Human-A 0.91 Human-B 3.62
Human-P 1.41 VolcTrans 5.03
Tohoku 2.02 WeChat 5.13
OPPO 2.25 Tencent 5.19
eTranslation 2.33 OPPO 5.20
Tencent 2.35 THUNLP 5.34
VolcTrans 2.45 DeepMind 5.41
Online-B 2.48 DiDi_NLP 5.48
Online-A 2.99 Online-B 5.85

Table 8: MQM scores for WMT 2020 outputs from
(Freitag et al., 2021a). Scores range from 0 (perfect)
to 25 (worst). The reference used for metrics is shown
in bold.

A Data

This section gives details of the development and
test data used in our experiments. Table 7 shows
the numbers of segments and documents assigned
to each rater in our development data. Table 8
contains the scores assigned to all ten evaluated
systems; each score is an average of three rater
scores per segments, averaged over all segments
in the test set. Table 9 lists the selected metrics
used for the development-set experiments, along
with the segment-level Pearson correlation for each
metric. Tables 10 and 11 contain rater assignments
and system scores for the three language pairs used
in the test data.
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EnDe ZhEn
metric r metric r

BLEURT-extended 0.410 COMET-QE 0.465
COMET-2R 0.379 BLEURT-extended 0.460
COMET-MQM 0.364 YiSi-2 0.453
COMET-QE 0.358 COMET-2R 0.452
COMET 0.349 BERT-base-L2 0.446
COMET-HTER 0.326 OpenKiwi-XLMR 0.440
OpenKiwi-XLMR 0.314 BERT-large-L2 0.440
mBERT-L2 0.306 BLEURT 0.437
prism 0.293 COMET 0.433
YiSi-1 0.279 mBERT-L2 0.425

target-length 0.223 target-length 0.439

Table 9: Segment-level Pearson correlations between selected automatic metrics and MQM ratings on system
outputs from WMT 2020 newstest. The correlations shown are computed separately for each rater and system
(excluding human outputs), then averaged.

EnDe ZhEn EnRu
rater segs docs segs docs segs docs

rater 527 32 650 51 527 32
corpus 1002 68 1948 156 1002 68

Table 10: Numbers of segments and documents annotated by each rater for each system in WMT 2021 newstest.

EnDe ZhEn EnRu
system MQM system MQM system MQM

ref-C 0.51 ref-B 4.27 ref-A 99.65
ref-D 0.52 ref-A 4.35 ref-B 98.40
ref-B 0.80 metricsystem1 4.42 Facebook-AI 92.75
VolcTrans-GLAT 1.04 metricsystem4 4.62 Online-W 91.80
Facebook-AI 1.05 NiuTrans 4.63 metricsystem4 91.25
ref-A 1.22 SMU 4.84 metricsystem5 90.88
Nemo 1.34 MiSS 4.93 metricsystem1 90.79
HuaweiTSC 1.38 Borderline 4.94 metricsystem2 89.86
Online-W 1.46 metricsystem2 5.04 Online-A 87.87
UEdin 1.51 DIDI-NLP 5.09 Nemo 87.50
eTranslation 1.70 IIE-MT 5.14 Online-G 87.22
VolcTrans-AT 1.74 Facebook-AI 5.21 Manifold 86.86
metricsystem4 2.05 metricsystem3 5.39 Online-B 85.66
metricsystem1 2.07 Online-W 5.57 metricsystem3 85.65
metricsystem3 2.27 metricsystem5 6.39 NiuTrans 83.47
metricsystem2 2.58 Online-Y 79.27
metricsystem5 2.61

Table 11: MQM scores for WMT 2021 outputs from (Freitag et al., 2021b). Scores range from 0 (perfect) to 25
(worst), except for English-Russian, where they range from 0 (worst) to 100 (perfect). The reference used for
metrics is shown in bold.
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B Variabililty in human scores

A difficulty in predicting human ratings is that hu-
mans are noisy annotators (Wei and Jia, 2021). To
quantify the noise in our data, we computed the
error when predicting each rater’s average score
over their assigned segments using the average
of the other two raters who also rated those seg-
ments. Table 12 shows that this varies substantially
across raters and languages, with the hardest-to-
predict rater’s error being over 3x that of the easiest-
to-predict rater in both languages, and Chinese-
English errors being higher than English-German.
(Variance across raters may be due in part to dif-
ferences in their assigned subsets of segments, as
some segments are harder to rate than others. Vari-
ances across languages is likely due to Chinese-
English system scores being higher (worse) than
German-English scores.) Comparing the aver-
age errors of 0.3 and 0.8 for English-German and
Chinese-English to Figure 4, we observe that only
a small number of samples (less than 10%) of a
particular annotator’s own ratings are sufficient to
predict their test-set score with greater precision
than knowing the average of other raters’ scores
over the whole test set (a rough proxy for the “true”
test-set score).

A key element of our technique is using auto-
matic MT metrics to predict human scores at the
segment level. Figure 6 shows scatter plots for a
single high-performing metric (COMET) that il-
lustrate the challenges with this: the relation with
MQM scores is noisy and non-linear, and there
are extreme outliers due to segments that were as-
signed the worst possible MQM score. Further-
more, as indicated by the slope of the regression
lines, the relation can vary substantially across dif-
ferent settings, even for different systems scored
by a single rater, or for the same system scored
by different raters. This implies that a strategy of
pre-calibrating a particular metric on data that is
independent of the current rater and system is likely
to be ineffective for our problem.

EnDe ZhEn

rater1 0.13 0.37
rater2 0.22 0.60
rater3 0.47 0.38
rater4 0.32 1.55
rater5 0.14 1.40
rater6 0.33 0.69

avgs 0.27 0.83

Table 12: Absolute errors when predicting each rater’s
score from the average of other raters’ scores. Numbers
shown are averages over all systems and all segments
annotated by the given rater.
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Figure 6: Example WMT20 EnDe human MQM versus COMET scores for the same rater but different MT systems
(top panels), and different raters but the same MT system (bottom panels). Each point represents a single segment,
and the lines show the best linear fit. Errors are average absolute segment-level differences between the line and
the points.
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Abstract

It is often difficult to reliably evaluate models
which generate text. Among them, text style
transfer is a particularly difficult to evaluate,
because its success depends on a number of pa-
rameters. We conduct an evaluation of a large
number of models on a detoxification task. We
explore the relations between the manual and
automatic metrics and find that there is only
weak correlation between them, which is de-
pendent on the type of model which generated
text. Automatic metrics tend to be less reli-
able for better-performing models. However,
our findings suggest that, ChrF and BertScore
metrics can be used as a proxy for human eval-
uation of text detoxification to some extent.

1 Introduction

There exist many Natural Language Processing
(NLP) tasks whose output is a text (dialogue, sum-
marization, etc.). They often adopt the evalua-
tion techniques from Machine Translation (MT).
Namely, researchers often compare the output of
a model with a pre-defined reference answer and
measure the model quality as the similarity to
this reference. The similarity can be computed
at the level of words and phrases (e.g. BLEU
or METEOR) or be more semantically motivated
and compare the embeddings (e.g. BertScore or
BLEURT).

This approach has a number of drawbacks which
make it inapplicable to some generation tasks, e.g.
style transfer. This is a task of changing a text
such that its meaning stays the same and the style
changes. Style can refer to any attribute concerning
only the form of the text (e.g. degree of formality
or politeness) or its content (e.g. sentiment, au-
thor features, etc.). When evaluating the output of
a style transfer model, we need to pay attention
to both the style change and the content preserva-
tion. The traditional MT evaluation metrics mainly

∗ Equal contribution

check the semantic similarity, which makes them
unsuitable for style transfer.

There exist evaluation metrics (Krishna et al.,
2020) which were devised to consider all important
aspects of style transfer quality (style, semantic
similarity and sometimes fluency). However, they
heavily rely on automatic models (e.g. style clas-
sifier) whose performance is not perfect. Many
works acknowledge the low reliability of such met-
rics and arrange manual evaluation to get the objec-
tive information on the models performance. Unfor-
tunately, such evaluation is laborious and cannot be
conducted often, so during development of models
researchers still have to resort to automatic metrics.

Although works on style transfer acknowledge
that automatic evaluation metrics are unreliable,
there is little work on the analysis of their perfor-
mance. There exist analysis of content preservation
metrics (Yamshchikov et al., 2021) and of all style
transfer evaluation metrics (Briakou et al., 2021a).
The latter work provides an evaluation where met-
rics are tested on different systems and different
style transfer directions.

We further extend this line of research by testing
the evaluation metrics on a new style transfer task
(detoxification) and a new language (Russian). For
this comparison we create a large parallel corpus
for detoxification. We compare the performance
of models based on different principles, which al-
lows more robust evaluation. Furthermore, since
we compare a large number of models, we can un-
derstand to what extent the automatic metrics can
rank the models correctly. Besides that, due to the
large number of tested models we decided to use
crowdsourced evaluation instead of experts. We
describe our crowdsourcing annotation setup and
analyse the performance of crowd workers. Finally,
the large-scale evaluation allows us to gain insights
on the performance of various style transfer models.
The research was based on the data of a competition
of detoxification models for the Russian language
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organized by the authors of this paper.1

2 Evaluation

2.1 Style Transfer Formulation
The style transfer task is formulated as follows. We
would like to rewrite a text so that it keeps most
of its content, but one particular attribute of this
text (denoted as style) changes. The “style” can
refer to various features of the text such as the level
of formality, politeness, simplicity, the presence
of bias or the features of the author (e.g. gender
or membership in a political party). The task is
usually to transfer between two “opposite” styles
(polite–impolite, positive–negative), but there can
exist models which support multiple exclusive or
non-exclusive styles.

Style transfer task can be formally defined as fol-
lows. We have a set of styles S = {ssrc, stg}2 and
two corpora Dsrc = {dsrc1 , ..., dsrcn } and Dtg =
{dtg1 , ..., dtgm} in the styles ssrc and stg, respectively.
Let us also define the following functions. The
style of a sentence is measured with σ : D → S.
A binary function δ : D ×D → {0, 1} indicates
the equivalence of meanings of the two styles. Fi-
nally, the function θ : D → {0, 1} defines if a text
belongs to well-formed sentences.

Text style transfer task is thus defined as a func-
tion α : S×S×D → D. Given a text dsrc and its
source and target styles ssrc and stg it transforms
the text to a new text dtg such that:

• the style of the text is changed from the source
ssrc to the target stg: σ(dsrc) ̸= σ(dtg),
σ(dtg) = stg,

• the contents of the original and the trans-
formed sentences match: δ(dsrc, dtg) = 1,

• the resulting sentence is well-formed (fluent):
θ(dtg) = 1.

Therefore, a style transfer model has to optimize
all three functions. Analogously, to evaluate the
performance of a style transfer model, we need to
check that all three conditions hold: the style is ap-
propriately changed, the content stayed intact, and
the text is fluent. However, these three conditions
are often inversely correlated (Pang and Gimpel,
2019). This makes style transfer evaluation a noto-
riously difficult problem. Since the three conditions

1https://www.dialog-21.ru/evaluation/2022/russe
2Style transfer task can be generalized for S with more

than two styles or for continuous styles. We use the binary
case for simplicity.

have to be explicitly checked, we cannot adopt the
techniques used for the evaluation of other text
generation models. In this work we make all evalu-
ation on a detoxification task for which more broad
definition of style transfer is fully applicable.

2.2 Automatic Evaluation of Style Transfer
In earlier works, reference-based evaluation met-
rics were considered a holistic evaluation tech-
nique (Li et al., 2018), by analogy with Machine
Translation. Even some recent works (Sudhakar
et al., 2019; Zhu et al., 2021) use BLEU or other
metrics such as GLEU as the only means of evalua-
tion. Unfortunately, they often cannot control style.
Thus, it became obvious that both content and style
have to be directly evaluated.

Some works settle for mere evaluation of style
and content (Malmi et al., 2020; Zhang et al.,
2020b). However, more often these two metrics
are combined by computing their geometric or har-
monic mean, as first suggested by (Xu et al., 2018).
This technique is often used to get the joint quality
score (Riley et al., 2021; Huang et al., 2021; Lai
et al., 2021a,b). Many (although not all) works also
evaluate the fluency of the generated text. This is
almost exclusively done via computing perplexity
of text in terms of a language model (e.g. GPT-
2 (Radford et al., 2019)). The only alternative used
in style transfer works is the use of classifier of lin-
guistic acceptability (Krishna et al., 2020) trained
on CoLA dataset (Warstadt et al., 2018). Fluency is
sometimes also included to the joint score together
with the style and content preservation. (Pang and
Gimpel, 2019) compute it as a document-level ge-
ometric mean, and (Krishna et al., 2020) multiply
the sentence-level scores. In our work we use the
latter approach.

2.3 Manual Evaluation of Style Transfer
The researchers have come to a conclusion that
these automatic metrics cannot provide an objective
evaluation. It has become a de-facto standard to
enhance the automatic evaluation with the human
evaluation experiments.

There are two main human evaluation scenar-
ios. Outputs of two models can be evaluated side
by side, in this case the authors report the number
of wins of each of the models (i.e. the number
of cases where a particular model generated a bet-
ter text) and the number of ties (Zhu et al., 2021;
Li et al., 2019; Cheng et al., 2020). Alternatively,
the outputs of different models are evaluated in-
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dependently. In this case the assessors evaluate
the outputs along three parameters: style, content
preservation, and fluency. The parameters are often
evaluated in terms of a 1-to-5 scale (Zhou et al.,
2020; Madaan et al., 2020; John et al., 2019; Lee
et al., 2021; Ma et al., 2021). Sometimes the style
is evaluated in terms of a 7-value scale (from -3
to 3), content preservation takes values from 1 to
6 (Chawla and Yang, 2020; Briakou et al., 2021b).
Other scales are also possible. Besides that, the
three individual metrics can be evaluated using the
side-by-side scenario (Sudhakar et al., 2019; Lin
et al., 2020).

3 Detoxification Competition Details

The evaluation was conducted under the scope of a
competition of detoxification models for the Rus-
sian language (Dementieva et al., 2022).3 For this
competition we created a Russian parallel corpus
of toxic sentences and their manually written non-
toxic equivalents. We also developed several base-
lines.

3.1 Parallel Dataset

We collected a parallel Russian dataset for detoxi-
fication for this competition. The corpus was col-
lected via the Yandex.Toloka4 crowdsourcing plat-
form. We used the data collection setup described
by (Logacheva et al., 2022) There, the crowd work-
ers were asked to rewrite a sentence so that it pre-
serves its content, but does not sound toxic. Then
other crowd workers checked the rewritten sen-
tence for toxicity and semantic similarity with the
original one. The platform of Yandex.Toloka has
a special mark for cases of inappropriate and toxic
content. Thus, all the crowd workers were notified
about possible unethical context of the task and we
get approvals for the experiment.

As it was noted, we need the toxic and corre-
sponding neutral sentences to be semantically simi-
lar. Therefore, during the generation of the dataset
we ask crowd workers to rewrite the sentence in
a non-offensive way and keep its content. If it is
impossible to detoxify a sentence, a worker can
choose to not change it. Such sentences are not
included to the resulting dataset. All the gener-
ated detoxified sentences are then checked for the
absence of toxicity and semantic similarity to the
original sentence.

3https://russe.nlpub.org/2022/tox
4https://toloka.yandex.ru/en

We use Russian toxic sentences from the cor-
pora of user utterances taken from Russian social
networks Odnoklassniki (Kaggle, 2019) and Pik-
abu (Kaggle, 2020), and from the Russian segment
of Twitter (Rubtsova, 2015). We select only the
sentences which were classified as toxic by a pre-
trained toxicity classifier. The classifier is a ru-
BERT model (Kuratov and Arkhipov, 2019) fine-
tuned on the same datasets. Overall, our dataset
contains 8,622 sentences. We use 6,947 of them as
training data, 800 for validation and 875 for testing
models.

3.2 Competition Rules

The competition rules allowed the participants to
use the collected dataset and any additional corpora
and pre-trained models as long as they are free and
publicly available. The participants could also use
our baseline models in any way.

We evaluated the participating models both man-
ually and automatically on the test set. We used
state-of-the-art techniques for both evaluations.
Due to the large amount of manual evaluation we
resort to crowdsourcing instead of expert annota-
tion.

4 Detoxification Models

4.1 Baselines

We provide four baselines for detoxification task:
a trivial Duplicate baseline, a rule-based Delete
approach, fine-tuning on the ruT5 model and the
continuous prompt tuning approach for ruGPT3
model.

Duplicate This is a trivial baseline which con-
sists in leaving the input text intact. It provides a
lower threshold for models.

Delete Delete is an unsupervised method that
eliminates toxic words based on a predefined toxic
words vocabulary. The idea is often used on tele-
vision and other media: rude words are bleeped
out or hidden with special characters (usually an
asterisk). We provide both the vocabulary and the
script that applies it to input sentences.

RuT5 Baseline Another approach is the super-
vised baseline based on the T5 model. We fine-tune
the ruT5-base model5 on the train part of the pro-
vided dataset.

5https://huggingface.co/sberbank-ai/ruT5-base

92



RuPrompts The third baseline is based on the
library ruPrompts6 for fast language model tuning
via automatic prompt search. The method Contin-
uous Prompt Tuning (Konodyuk and Tikhonova,
2021) is to train with gradient descent embeddings
corresponding to the prompts, such approach is less
expensive to compare with classic fine-tuning of a
big language models. In the baseline we tuned the
prompts for the ruGPT3-large model. Pre-trained
prompts for the baseline is available in hugging-
face7.

4.2 Participants

We briefly describe the models developed by partic-
ipants. More details about the participating systems
can be found in (Dementieva et al., 2022)

Team 1 (ruT5-finetune) Authors approach is
based on the ruT5 model8. It was fine-tuned on
the part of competition train data with a learning
rate 1e-5 on 15 epochs. Only the samples with
fluency, similarity, and accuracy higher than 0.5
were selected from the train set. The best output
is selected from 32 generated samples using beam
search. It was decided not to use sampling.

Team 2 (ruGPT3-filter) This team’s solution
uses a model based on ruGPT3. The authors fil-
tered the dataset released by the organizers with the
following heuristics: (i) cosine similarity between
the original and transformed sentences ranges from
0.6 to 0.99; (ii) ROUGE-L between the sentences
ranges from 0.1 to 0.8; (iii) the transformed sen-
tence length is less or equal to the original sentence
length. This dataset was used to fine-tune ruGPT3.

Team 3 (lewis) solution is based on the LEWIS
framework (Reid and Zhong, 2021), a coarse-to-
fine editor for style transfer that transforms text us-
ing Levenshtein edit operation. First, the sequence
of coarse-grain Levenshtein edit types (keep, re-
place, delete or insert) was predicted for each sen-
tence pair. Next, the resulting tags were used to
train the conversational RuBERT9 for the sequence
tagging task. The ruT5-base model was trained to
fill in the tokens for coarse-grain edit type replace.

6https://sberbank-ai.github.io/ru-prompts
7https://huggingface.co/konodyuk/prompt_rugpt3large

_detox_russe
8https://huggingface.co/sberbank-ai/ruT5-base
9https://huggingface.co/DeepPavlov/rubert-base-cased-

conversational

Team 4 (ruGPT3-XL) trained RuGPT3 XL10 to
generate a non-toxic text on the competition train
data. The input is the concatenation of the toxic
and non-toxic sentences.

Team 5 (RoBERTa-replace) solution is based
on the RoBERTa-large11. The logistic regression
model on the FastText vectors trained on the com-
petition data was used as a toxic words classifier.
Toxic tokens were substituted by RoBERTa-large
model, where the best candidates were chosen by
the cosine similarity between the candidate and the
toxic token. In case it was not possible to find an
acceptable candidate, the toxic word was removed
from the sentence.

Team 6 (ruT5-clean) used the ruT5-large
model12 improved by data cleaning. The prepro-
cessing stage consitsts of emoticons and smiley
filtering and removing duplicate characters. The
Levenshtein Transformer (Susanto et al., 2020) was
used as an extra step in preprocessing to clean the
ruT5-large model output.

Team 7 (ruT5-large) modified the t5 baseline.
RuT5-base was replaced by ruT5-large with beam
search used as inference algorithm. 20 candidates
were generated for each toxic sentence, the best
candidate was selected by the largest J-score met-
ric.

Team 8 (ruT5-preproc) This solution is based
on ruT5-base model with additional pre- and post-
processing of the texts. Team finetuned the ruT5-
base model on the provided data and used heuristics
for text pre/processing.

Team 9 (adversarial) This team devised an ad-
versarial training setup where the training data was
enriched with the artificially generated sentences
which attained the highest scores of the automatic
metrics.

Team 10 (ruPrompts-plus) This team advanced
over the ruPrompts baseline. The solution is
based on RuGPT3-XL (Generative Pretrained
Transformer-3 for Russian) 13 adapted to the task
via prompt tuning. Using RuGPT3-XL as a frozen
backbone, team trains only a sequence of continu-
ous embeddings inserted before and after an input
text.

10https://huggingface.co/sberbank-ai/rugpt3xl
11https://huggingface.co/sberbank-ai/ruRoberta-large
12https://huggingface.co/sberbank-ai/ruT5-large
13https://huggingface.co/sberbank-ai/rugpt3xl
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5 Automatic Evaluation

In our automatic evaluation we follow the state-of-
the-art evaluation strategies. Namely, we replicate
the setup of Krishna et al. (2020). We evaluate the
three parameters of style transfer quality: style of
a text, content preservation, and fluency of a text.
The three metrics are then aggregated to a joint
score. We use the following techniques.

Style (STAa) is evaluated with a BERT-based
classifier for toxicity detection. We use the same
ruBERT-based classifier that was used for pre-
selection (see Section 3.1).

Content (SIMa) is evaluated as the cosine sim-
ilarity of embeddings of the source and the trans-
formed sentences. We use embeddings generated
by LaBSE model (Feng et al., 2020) because in
our preliminary experiments they showed the best
performance for Russian. We prefer the embedding
distance over BLEU-like metrics, as Yamshchikov
et al. (2021) showed that embedding-based metrics
are better correlated with human judgments than
ngram-based metrics such as BLEU. We do not use
references for the evaluation of content to mimic
the setup where references are unavailable, which
is very common for style transfer tasks.

Fluency (FLa) Although fluency is usually eval-
uated as perplexity, we follow Krishna et al. (2020)
and use an acceptability classifier. In this work this
classifier was trained on CoLA dataset (Warstadt
et al., 2018). Since there is no such dataset for
Russian, we create synthetic examples of corrupted
sentences by randomly replacing, deleting or shuf-
fling words in sentences as suggested by Kann et al.
(2018). We choose this method over perplexity,
because it ranges from 0 to 1 and its greater val-
ues mean higher quality, just like metrics we use
for evaluating toxicity and content. This makes it
easier to combine the three metrics easier.

Joint (Ja) Following Krishna et al. (2020), we
combine the three metrics at the sentence level
by multiplying them. The document-level score is
computed as the average of scores for all sentences.

ChrF We provide an additional reference-based
metric which follows the Machine Translation eval-
uation setup. We choose ChrF (Popović, 2015)
over BLEU, because it compares character ngrams
and is more suitable for languages with rich mor-
phology, such as Russian.

6 Manual Evaluation

The manual evaluation follows setups used in state-
of-the-art works. We separately evaluate the three
parameters of the transferred sentences, namely,
their style, content, and fluency. We conduct the
evaluation via crowdsourcing. For the evaluation
we also use Yandex.Toloka platform.

6.1 Evaluation Metrics

All three parameters are evaluated at the sentence
level in terms of a binary scale, where 0 refers to
the bad quality in terms of the parameter and 1 is
the good quality. Assessors are given the following
guidelines.

Toxicity (STAm) The toxicity level is defined as:

• non-toxic (1) — the sentence does not con-
tain any aggression or offence. However, we
allow covert aggression and sarcasm. Note
also that toxicity should not be mixed with
the lack of formality. Even if a sentence is
extremely informal, it is non-toxic unless it
attacks someone.

• toxic (0) — the sentence contains open ag-
gression and/or swear words (this also applies
to meaningless sentences).

Content (SIMm) In terms of content, sentences
should be classified as:

• matching (1) — the output sentence fully pre-
serves the content of the input sentence. Here,
we allow some change of sense which is in-
evitable during detoxification (e.g. replace-
ment with overly general synonyms: idiot be-
comes person or individual). It should also be
noted that content and toxicity dimensions are
independent, so if the output sentence is toxic,
it can still be good in terms of content.

• different (0) — the sense of the transferred
sentence is different from the input. Here, the
sense should not be confused with the word
overlap. The sentence is different from its
original version if its main intent has changed,
(cf. I want to go out and I want to sleep).
The partial loss or change of sense is also
considered a mismatch (cf. I want to eat and
sleep and I want to eat). Finally, when the
transferred sentence is senseless, it should also
be considered different.
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Fluency (FLm) The fluency evaluation is differ-
ent from the other metrics. We evaluate it along a
ternary scale with the following values:

• fluent (1) — sentences with no mistakes, ex-
cept punctuation and capitalisation errors.

• partially fluent (0.5) — sentences which have
orthographic and grammatical mistakes, non-
standard spellings. However, the sentence
should be fully intelligible.

• non-fluent (0) — sentences which are difficult
or impossible to understand.

However, since all the input sentences are user-
generated, they are not guaranteed to be fluent in
terms of this scale. People often make mistakes,
typos and use non-standard spelling variants. We
cannot require that a detoxification model fixes
them. Therefore, we consider an output of a model
fluent if the model did not make less fluent than
the original sentence. Thus, we evaluate both the
input and the output sentences and define the final
fluency score as fluent (1) if the fluency score of
the output is greater or equal to that of the input,
and non-fluent (0) otherwise.

Joint Score (Jm) We aggregate the three metrics
by multiplying sentence-level scores. Since all
scores are binary, the joint score is 1 only if all
three metrics are 1. Therefore, it indicates fully
acceptable sentences.

6.2 Crowdsourcing Setup

Each of the three parameters is evaluated in a sep-
arate crowdsourcing project. For all the projects,
the evaluation was made by only native Russian
speakers.

6.2.1 Crowdsourcing tasks
In the toxicity detection task (see Figure 1) we show
workers the transferred sentence and ask them if
it is offensive. Then, in the content similarity task
we show both sentences and ask if they mean the
same (see Figure 2). Finally, we apply the fluency
evaluation task (see Figure 3) to both the source
and the target and compute the final fluency score
from the source and target scores.

Each sentence in each of the projects is labelled
by 10 to 12 workers. We aggregate their result
using Dawid-Skene aggregation method (Dawid
and Skene, 1979). It takes into account the dy-
namically defined reliability of workers. For each
example with multiple labels Dawid-Skene method

returns the label and its confidence. We use only
labels whose confidence is above 90%. The other
labels (around 3% of all examples) are later filled
by experts.

6.2.2 Quality Control
Before admitting users to accomplishing tasks we
need make sure they understand them correctly. For
that purpose we devise a pipeline of training and
exam tasks. First, a user needs to pass training (a
set of tasks with a known label and an explanation
of the task shown if the user makes a mistake) and
exam (same as training, but no explanations are
shown). We only admit users whose exam score
is above 80%. Similarly, we control their perfor-
mance with control questions during labelling. We
ban users whose performance on these control ques-
tion is below 70%.

Finally, we use other heuristics to control the
user performance:

• captcha — prevents workers from using

Does this text contain offenses or
swear words?

Yes

   I don't care about that.

No

Figure 1: Interface of the toxicity detection task.

Do these sentences mean the same?

  I don't f*ckin care about that shit 

Yes

  I don't care about that

No

Figure 2: Interface of the content similarity task.

Is this text grammatical?

YES, there are no or only minor mistakes

  I don't care about that.

NO, the text is difficult to understand

PARTIALLY, there are mistakes, but the
text is intelligible

Figure 3: Interface of the fluency evaluation task.
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scripts and bots for labelling,
• fast answers — we ban users who accomplish

a page of tasks in less than 15 seconds (this
usually means that the user is not reading the
task and is giving random answers),

• skipped tasks — we ban users who skip 5
or more task pages (this indicates a user who
does not understand the task).

STAa SIMa FLa Ja ChrF

adversarial 0.97 0.94 0.96 0.87 0.53
ruT5-finetune 0.98 0.86 0.97 0.82 0.55
ruT5-large 0.95 0.86 0.97 0.78 0.57
ruT5-clean 0.95 0.82 0.91 0.71 0.57
lewis 0.93 0.80 0.88 0.66 0.56
ruGPT3-XL 0.94 0.73 0.89 0.61 0.50
RuT5 Baseline 0.80 0.83 0.84 0.56 0.57
ruPrompts-plus 0.80 0.80 0.83 0.54 0.56
ruPrompts 0.81 0.79 0.80 0.53 0.55
ruT5-preproc 0.85 0.76 0.78 0.52 0.53
human references 0.85 0.72 0.78 0.49 0.77
ruGPT3-filter 0.83 0.76 0.76 0.48 0.51
RoBERTa-replace 0.57 0.89 0.91 0.44 0.54
Delete 0.56 0.89 0.85 0.41 0.53
Duplicate 0.24 1.00 1.00 0.24 0.56

Table 1: The performance of the participating models in
terms of automatic metrics, sorted by Ja metric.

7 Results

In this section, first we present the data, namely
the outcome of the shared task on detoxification
evaluation. Second, we perform anlysis of corre-
spondance of human and automatic metics. Finally,
we conclude with a discussion of assessors’s per-
formance and overall difficulty of the task.

7.1 Models Performance

Table 1 shows the performance of the participating
models and our baselines in terms of the automatic
metrics. The adversarial example generation turns
out to be very effective — it attains the highest
scores of all metrics, thus yielding the highest Ja
score. The next three places in the leaderboard are
taken by the models based on our baseline ruT5
system. Notice that the human references are be-
low the majority of models in terms of all metrics
except ChrF whose score for the human references
is the highest by a large margin.

The manual scores (see Table 2) provide a com-
pletely different result. There, the human refer-
ences are significantly better than other models,
but closely followed by one of ruT5-based systems.

STAm SIMm FLm Jm

human references 0.89 0.82 0.89 0.65
ruT5-clean 0.79 0.87 0.90 0.63
RuT5 Baseline 0.79 0.82 0.92 0.61
ruT5-large 0.73 0.87 0.92 0.60
lewis 0.82 0.79 0.85 0.58
ruPrompts-plus 0.78 0.81 0.90 0.57
ruT5-finetune 0.80 0.78 0.87 0.56
ruT5-preproc 0.79 0.72 0.78 0.51
ruGPT3-XL 0.81 0.70 0.90 0.50
ruPrompts 0.80 0.70 0.87 0.49
ruGPT3-filter 0.77 0.72 0.83 0.45
RoBERTa-replace 0.43 0.62 0.79 0.17
Delete 0.39 0.71 0.73 0.16
Duplicate 0.11 1.00 1.00 0.11
adversarial 0.25 0.13 0.24 0.02

Table 2: Manual evaluation of the participating models,
the models are sorted by the Jm metric. The figures
in bold show the highest value of the metric with the
significance level of α = 0.05.

Metric STAa SIMa FLa Ja ChrF

STAm 0.376 -0.776 -0.398 0.278 0.223
SIMm -0.046 0.031 0.190 0.000 0.789
FLm -0.083 -0.032 0.288 0.070 0.619
Jm 0.326 -0.495 -0.211 0.350 0.735

Table 3: Spearman’s correlation coefficient between
automatic VS manual metrics on system level. Bold
numbers denote the statistically significant correlation
(p-value ≤ 0.05).

Metric STAa SIMa FLa Ja ChrF

STAm 0.695 -0.888 -0.398 0.305 0.264
SIMm -0.305 -0.153 -0.042 -0.431 0.276
FLm -0.237 -0.291 -0.116 -0.425 0.218
Jm 0.595 -0.746 -0.380 0.278 0.367

Table 4: Pearson’s correlation coefficient between auto-
matic VS manual metrics on system level. Bold num-
bers denote the statistically significant correlation (p-
value ≤ 0.05).

However, ruT5-clean (the best-performing partici-
pant) is not significantly better than the ruT5 base-
line. Interestingly, the adversarial model whose
automatic scores are the highest, in fact produces
sentences of an very low quality.

7.2 Automatic vs Manual Metrics

The automatic and manual metrics (Tables 1 and 2)
provide very diverse results in terms of participants
rankings. This suggests that they are weakly corre-
lated.

We check this assumption by computing the
Spearman ρ correlations at three different levels:
sentence level, system level and system ranking
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Figure 4: Correlations between automatic and manual metrics at the sentence level for different models.
(Right: STA metric; Center: SIM metric; Left: FL metric.)

Metric STAa SIMa FLa Ja

STAm -0.437 0.679 0.226 0.345
SIMm 0.187 -0.126 0.099 0.022
FLm 0.165 -0.314 0.037 -0.046
Jm -0.041 0.020 0.275 0.178

Table 5: Spearman’s correlation coefficient between au-
tomatic VS manual metrics based on system ranking.
Bold numbers denote the statistically significant corre-
lation (p-value ≤ 0.05).

Metric BertScore ROUGE-L BLEU ChrF

STAm -0.710 -0.550 -0.600 -0.296
SIMm 0.819 0.802 0.863 0.495
Flm 0.796 0.675 0.700 0.464
Jm 0.661 0.657 0.546 0.325

Table 6: Spearman’s correlation coefficient between
automatic style transfer VS manual metrics based on
system ranking. Bold numbers denote the statistically
significant correlation (p-value ≤ 0.05).

level. At sentence level, we compare automatic
metrics for each sentence and then compare them
across their manual analogies. For the system level
we first compute average scores for each partici-
pant and each metric and them uses such vectors of
scores to calculate correlations. As for the system
ranking level, we use the rank of the system in the
ranked system list instead of the scores, which al-
lows to not take the difference of score distributions
into account. The last metric is trying to assess the
capability of a metric to predict the outcome of a
competition.

7.2.1 System Level Correlations
At the system level we compute correlation scores
of all metrics. We highlight all high correlations
(the absolute value above 0.6) in Table 4. We
clearly see that none of automatic metrics correlate
with their manually measured counterparts. On
the other hand, there is strong negative correlation

between the manual style and automatic content
preservation score.

Moreover, manual content and fluency metrics
are correlated with ChrF score. This suggests that
ChrF can be used as an automatic evaluation score.
On the other hand, ChrF is not sensitive to sen-
tence style, which means that it can be deceived
(for example, the trivial Duplicate baseline per-
forms on par with strong T5-based models in terms
of ChrF). However, the power of ChrF was also
claimed by (Briakou et al., 2021a).

7.2.2 System Ranking Level Correlations

We also compute the correlation of rankings of
models produced by different metrics using Spear-
man’s ρ correlation. According to Table 5, we
mostly see weak or no correlation. The rankings
by automatic metrics of style, content preservation,
and fluency do not correlate with their counter-
parts produced by manual metrics, apart from the
correlation of manual metric of style evaluation
(STAm) and automatic metric of content preserva-
tion (SIMa).

Despite that ChrF metric counted as more suit-
able text generation metric for the Russian Lan-
guage, additionally we computed correlations for
other text generation metrics as BLEU (Papineni
et al., 2002), ROUGE-L (Sutherlin et al., 2011),
and BertScore (Zhang et al., 2020a). The results
are presented in the Table 6. Unexpectedly, ChrF
does not correlated at all with the manually com-
puted manual metrics, according to the ranking
evaluation. BertScore, ROUGE-L, BLEU demon-
strated quite strong correlations with the manual
metrics, which are statistically significant in com-
parison to the ChrF scores. At the same time, from
the Table 6 we can conclude that even the high-
est correlation numbers (0.661) in our case cannot
guarantee high-quality prediction of manual met-
rics, which still requires further manual evaluation
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steps.

7.2.3 Sentence-level Correlations
The sentence-level correlations show a slightly dif-
ferent picture. The highest correlation is seen for
the style metric, the Spearman ρ score of automatic
and manual judgments is 0.418 (moderate corre-
lation). The manual and automatic sentence-level
similarity, fluency, and joint scores show very weak
or no correlation: 0.251, 0.015, and 0.141, respec-
tively.

However, sentence-level correlations between
corresponding manual and automatic metrics differ
significantly across models (see Figure 4). We see
that automatic and manual toxicity scores are much
better correlated for the Delete and RoBERTa-
replace models, which are the only models to ex-
plicitly remove or replace toxic words identified
by a classifier or via a manually compiled list of
toxic words. These models apparently produce
texts which are easy to classify correctly. Con-
versely, adversarial model and human references
are the most difficult to classify. The former deliber-
ately “fools” the classifier with artificial examples,
while the latter contains non-trivial phrases whose
level of toxicity is difficult to grasp automatically.

Analogously, the similarity scores are also bet-
ter correlated for RoBERTa-replace model which
leaves the majority of words intact, so for it similar-
ity boils down to word matching. Instead, T5-based
models produce non-trivial paraphrases. These T5
outputs are also difficult to correctly classify for
fluency, unlike the models based on word replace-
ments (RoBERTa-replace and Delete). Overall,
we see that it is more difficult to correctly clas-
sify better-performing models and models based
on large pre-trained language models. This sug-
gests that the automatic evaluation might fail ex-
actly where we need it most, i.e. in discriminating
between the good models.

7.3 Assessors Performance

While in many works the human evaluation is con-
sidered as undoubtedly reliable, we notice that this
is not always true. Human evaluation can suffer
from: (i) the low reliability of crowd workers and
(ii) the difficulty and subjectivity of the tasks.

In crowdsourcing experiments, it is common to
give each example for labelling to 3–5 people and
aggregate the labels. It our case 3 annotations per
sample were not enough. They yielded a labelling
with around 10% mistakes. Thus, we collected 10

annotations per sample. Such labelling was more
reliable: the error rate did not exceed 3% for style
and content and 6% for fluency.

To measure the difficulty of the task, we com-
pute inter-annotator agreement coefficient Krippen-
dorff’s alpha (Krippendorff, 2011). It turns out that
the agreement is moderate: content: 0.522, 0.448,
and 0.394 for style, content, and fluency, respec-
tively. The expert Krippendorff’s alpha scores are
close: 0.584, 0.458, and 0.463. This confirms that
in the experiment with 10 annotations per example
the crowd workers are reliable enough, but the task
itself is subjective.

Interestingly, the style evaluation gains the high-
est inter-annotator agreement, just as it had the
highest correlation between the manual and the au-
tomatic labelling. This suggests that that toxicity is
more stable and better interpreted by both humans
and models.

8 Conclusion

We conducted an evaluation of detoxification mod-
els for Russian using both automatic and manual
metrics. This allowed us to analyse the relationship
between the metrics and assess the suitability of
automatic metrics for evaluation.

Our analysis shows that the metrics are overall
weakly correlated with the human judgements both
at the system and the sentence level. We found that
ChrF score has a strong correlation with the joint
score of style, content, and fluency. Thus, ChrF
could be used as a proxy for manual evaluation, but
its lack of correlation with the style score makes
this metric vulnerable to attacks. At the system
ranking level BertScore metric yielded the best
correlation with human judgements.

We also discovered that the correlation of man-
ual and automatic scores varies for different models.
This shows the necessity to consider diverse style
transfer models for metrics analysis.

Overall, although the state-of-the-art evaluation
setup for detoxification task (three parameters and
the joint score combined from them) is conceptu-
ally correct, the current performance of automatic
metrics is insufficient to use it as a replacement
for manual evaluation. A worse thing is that the
automatic metrics produce less reliable for better-
performing models, thus blocking the advance of
style transfer models.
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Abstract
Although text style transfer has witnessed
rapid development in recent years, there is
as yet no established standard for evaluation,
which is performed using several automatic
metrics, lacking the possibility of always re-
sorting to human judgement. We focus on the
task of formality transfer, and on the three as-
pects that are usually evaluated: style strength,
content preservation, and fluency. To cast light
on how such aspects are assessed by common
and new metrics, we run a human-based eval-
uation and perform a rich correlation analysis.
We are then able to offer some recommenda-
tions on the use of such metrics in formality
transfer, also with an eye to their generalisabil-
ity (or not) to related tasks.1

1 Introduction

Text style transfer (TST) is the task of automatically
changing the style of a given text while preserv-
ing its style-independent content, or theme. Quite
different tasks, and thus quite different types of
transformations, traditionally fall under the TST
label. For example, given the sentence “i like this
screen, it’s just the right size...”, we may produce
its negative counterpart “i hate this screen, it is
not the right size” for the task defined as polarity
swap (Shen et al., 2017; Li et al., 2018a), or turn it
into the formal “I like this screen, it is just the right
size.” for the task called formality transfer (Rao
and Tetreault, 2018).

For the transfer to be considered successful, the
output must be written (i) in the appropriate tar-
get style; (ii) in a way such that the original con-
tent, or theme, is preserved; and (iii) in proper
language, hence fluent and grammatical (relative
to the desired style). These aspects to be evaluated
are usually defined as (i) style strength, (ii) con-
tent preservation, and (iii) fluency, and automatic

1Our analysis code, literature list for Figure 1, and all data
are available at https://github.com/laihuiyuan/
eval-formality-transfer.

Ratio of Papers

Figure 1: Automatic evaluation metrics in 45 ACL
Anthology papers focusing on style transfer and its
evaluation in terms of (i) style strength: regressor
and classifier; (ii) content preservation: COMET,
BLEURT, BERTScore, METEOR, WMD, ROUGE,
chrF, Self-BLEU (source-based BLEU) and Ref-BLEU
(reference-based BLEU); (iii) fluency: PPL (perplex-
ity); and (iv) overall score: HM (harmonic mean) and
GM (geometric mean).

evaluation metrics are used accordingly, lacking
the possibility of using human judgement for any
given experiment. Figure 1 shows a survey of such
metrics (organised by aspect) as used in 45 pa-
pers published over the last three years in the ACL
Anthology, which focus on TST in general. A clas-
sifier or a regressor is used to assess style strength,
a variety of content-based metrics target content
preservation, perplexity is used to measure fluency,
and some overall metrics combining content and
style are often reported.

In spite of the attempts to perform careful au-
tomatic evaluation, and of some works studying
specific aspects of it, such as traditional metrics for
polarity swap (Tikhonov et al., 2019; Mir et al.,
2019), content preservation for formality trans-
fer (Yamshchikov et al., 2021), and a recent attempt
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at correlating automatic metrics and human judg-
ment for some aspects of multilingual formality
transfer (Briakou et al., 2021a), the community has
not yet reached fully shared standards in evaluation
practices. We believe this is due to a concurrence
of factors.

First, different tasks are conflated under the TST
label while they are not exactly the same, and eval-
uation is a serious issue. Lai et al. (2021a) have
shown that polarity swap and formality transfer
cannot be considered alike especially in terms of
content preservation, as in the former the meaning
of the output is expected to be the opposite of the
input rather than approximately the same. Hence,
it is difficult to imagine that the same metric would
capture well the content aspect in both tasks.

Second, the evaluation setting is not necessar-
ily straightforward: if the content of the input has
to be preserved in the output, the quality of the
generated text can be assessed either against the
input itself or against a human-produced reference,
specifically crafted for evaluation. However, not all
metrics are equally suitable for both assessments.
For instance, BLEU (Papineni et al., 2002) is the
metric most commonly used for evaluating con-
tent preservation (Fig. 1). Intuitively, this n-gram
based metric should be appropriate for comparing
the output and the human reference, but is much
less suitable for comparing the model output and
the source sentence, since the whole task is indeed
concerned with changing the surface realisation
towards a more appropriate target style. On the
contrary, neural network-based metrics should also
work between the model output and the source sen-
tence. This leads to asking what the best way is
to use and possibly combine these metrics under
which settings. Closely related to this point, it
is not fully clear what the used metrics actually
measure and what desirable scores are. For exam-
ple, comparing source and reference for metrics
that measure content similarity should yield high
scores, but we will see in our experiments that this
is not the case. Recent research has only compared
using the reference and the source sentence for
one metric: BLEU (Briakou et al., 2021a), and in-
troduced some embeddings-based metrics only to
compare the output to the source. A comprehensive
picture of a large set of metrics in the two different
evaluation conditions (output to source and output
to reference) is still missing and provided in this
contribution.

Lastly, and related to the previous point, it is yet
unclear whether and how the used metrics correlate
to human judgements under different conditions
(e.g. not only the given source/reference used for
evaluation but also different transfer directions, as
previous work has assessed human judgement over
the informal to formal direction (Briakou et al.,
2021a) only), and how they differ from one another.
This does not only affect content preservation, as
discussed above, but also style strength and fluency.

Focusing on formality transfer, where the as-
pect of content preservation is clear, we specifically
pose the following research questions:

• RQ1 What is the difference in using a classifier
or a regressor to assess style strength and how do
they correlate with human judgement?

• RQ2 How do different content preservation met-
rics fare in comparison to human judgement, and
how do they behave when used to compare TST
outputs to source or reference sentences?

• RQ3 Is fluency well captured by perplexity, and
what if the target style is informal?

To address these questions we conduct a human
evaluation for a set of system outputs, collecting
judgments over the three evaluation aspects, and
unpack each of them by means a thorough correla-
tion analysis with automatic metrics.

Contributions Focusing on formality transfer,
we offer a comprehensive analysis of this task
and the nature of each aspect of its evaluation.
Thanks to the analysis of correlations with human
judgements, we uncover which automatic metrics
are more reliable for evaluating TST systems and
which metrics might not be suitable for this task
under specific conditions. Since it is not feasible
to always have access to human evaluation, having
a clearer picture of which metrics better correlate
with human evaluation is an important step towards
a better systematisation of the task’s evaluation.

2 Related Work

Text Style Transfer In the recent tradition of
TST, many related tasks have been proposed by
researchers. Xu et al. (2012) employ machine trans-
lation techniques to transform modern English into
Shakespearean English. Sennrich et al. (2016) pro-
pose a task that aims to control the level of po-
liteness via side constraints at test time. Polarity
swap (Shen et al., 2017; Li et al., 2018b) is a task
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of transforming sentences, swapping their polarity
while preserving their theme. Political slant is the
task that preserves the intent of the commenter but
modifies their observable political affiliation (Prab-
humoye et al., 2018). Formality transfer is the
task of reformulating an informal sentence into
formal (or viceversa) (Rao and Tetreault, 2018; Bri-
akou et al., 2021b). Cao et al. (2020) propose an
expertise style transfer that aims to simplify the
professional language in medicine to the level of
laypeople descriptions using simple words. Jin et al.
(2021) provide an overview for different TST tasks.

Automatic Evaluation In Figure 1 we see that
more than 80% of papers employ a style classifier
to assess the attributes of transferred text for the
aspect of style strength. For content preservation,
BLEU is by far the most popular automatic metric,
but recent work has also employed other metrics,
including string-based (e.g. METEOR (Mir et al.,
2019; Lyu et al., 2021; Briakou et al., 2021a)) and
neural-based (e.g. BERTScore (Reid and Zhong,
2021; Lee et al., 2021; Briakou et al., 2021a)). In
order to further increase the capturing of seman-
tic information beyond the lexical level, Lai et al.
(2021b,a) recently also employed BLEURT (Sel-
lam et al., 2020) and COMET (Rei et al., 2020)
to evaluate their systems. These learnable metrics
attempt to directly optimize the correlation with hu-
man judgments, and have shown promising results
in machine translation evaluation. For fluency, a
language model (LM) trained on the training data
is used to calculate the perplexity of the transferred
text (John et al., 2019; Sudhakar et al., 2019; Huang
et al., 2020). Geometric mean and harmonic mean
of style accuracy and BLEU are often used for over-
all performance (Xu et al., 2018; Luo et al., 2019;
Krishna et al., 2020; Lai et al., 2021a,b).

Evaluation Practices Although some previous
work has run correlations of human judgements
and automatic metrics (Rao and Tetreault, 2018;
Luo et al., 2019), this was not the focus of the
contribution and no deeper analysis or comparison
was run. On the other hand, Yamshchikov et al.
(2021) examined 13 content-related metrics in the
context of formality transfer and paraphrasing, and
show that none of the metrics is close enough to
the human judgment. Briakou et al. (2021a) have
recently evaluated automatic metrics on the task
of multilingual formality transfer against human
judgement. We also examine automatic metrics in

terms of correlation with human judgement, but
there are some core differences between our con-
tribution and their work. First, for style strength,
they focus on comparing two different architectures
in a cross-lingual setting using the correlation on
human judgement for regression, and they do not
provide this analysis for style classification, rather
an evaluation against the gold label. In contrast,
we adopt an architecture that provides regression
and classification comparisons in fitting human
judgments. Second, regarding content, Briakou
et al. (2021a) focus on similarity (and therefore
metrics) to the source sentence, while we stress
the importance of triangulation also with the refer-
ence2. Also, we introduce two learnable metrics in
the evaluation setup, which correlation with human
judgement shows to be the most informative. Third,
they compare perplexity, likelihood, and pseudo-
likelihood scores for fluency evaluation, while we
provide a deeper evaluation of just perplexity con-
sidering though the two directions (Briakou et al.
(2021a) evaluate only the informal-to-formal di-
rection) and highlight differences that point to a
potential benefit in using different approaches or
evaluation strategies for the two directions.

In addition, we (i) use a continuous scale setting
for human judgement which, unlike a discrete Lik-
ert scale, allows to normalize judgments (Graham
et al., 2013), hence increasing homogeneity of the
assessments; (ii) evaluate eight existing, published
systems of different sorts (including state-of-the-
art models) for both transfer directions, thereby
potentially enabling a reconsideration of results as
reported in previous work; (iii) study the nature of
each evaluation aspect and the corresponding auto-
matic metrics, analyzing the differences in the cor-
relation between metric and human judgements that
might arise under different conditions (e.g. looking
at high-quality systems).

3 Data

We use GYAFC (Rao and Tetreault, 2018), a for-
mality transfer dataset for English that contains
aligned formal and informal sentences from two
domains: Entertainment & Music and Family &
Relationships. Figure 2 shows an example for align-
ment, transformation, and evaluation relations be-

2Although the reference is not always available, using it
in studying evaluation metrics in comparison with how they
behave when the source is used provides insights into the
overall behaviour of such metrics and how they should best
be employed even in the absence of a reference.
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Reference: Now we do so 
many things together and 
I do not know what to do.

Source: but now we do all 
these things together and 
i dont know what to do..

Output: Now we do all 
these things together and 
I do not know what to do.

Sentence-pair

Figure 2: Alignment, transformation, evaluation pairs.

tween input, output, and reference. We run a human
evaluation and a battery of automatic metrics on a
selection of human- and machine-produced texts.

Source and Reference Texts The source and ref-
erence texts we use are from the Family & Rela-
tionships domain. The test set contains 1,332 and
1,019 sentences in “informal to formal” and “for-
mal to informal” directions, respectively. There are
four human references for each test sentence. We
randomly select 80 source sentences (40 for each
transfer direction) from the test set, as well as their
corresponding human references. For each source
sentence, we obtain the corresponding transforma-
tions as produced by eight different systems.

System Outputs The evaluation results are of-
ten affected by the system’s outputs, since if the
evaluated systems are of different types, they may
exhibit different error patterns so that various auto-
matic evaluation metrics can be differently sensi-
tive to these patterns (Ma et al., 2019; Mathur et al.,
2020). To fully examine the evaluation methods,
the systems we use are all from previous work, both
supervised and unsupervised approaches.3 Over-
all, the eight systems yield a total of 640 output
sentences (80 per system, 40 in each direction).

4 Methodologies

4.1 Human Evaluation

To facilitate the annotation and obtain a manage-
able size for each annotator, we split the 80 source
sentences (Section 3) into four different surveys
with 20 sentences each (10 for each transfer direc-
tion), and their corresponding system outputs plus
one reference.

We recruited eight highly proficient English
speakers for this task, i.e. two per survey, so that
two annotations for each target sentence can be
collected; from these we can use the average score

3Details of the systems are in Appendix A.1.

assigned, and also calculate inter-annotator agree-
ment. The task is to rate the transferred sentence on
a continuous scale (0-100), inspired by Direct As-
sessment (Graham et al., 2013, 2015), in terms of
three evaluation aspects: (i) style strength (does the
transformed sentence fit the target style?); (ii) con-
tent preservation (is the content of the transformed
sentence the same as the original sentence?), and
(iii) fluency (considering the target style, could the
transformed sentence have been written by a native
speaker?).

Before starting the rating task, we provided an-
notators with detailed guidelines and examples of
transformed sentences along with plausible assess-
ments for each aspect.4 We also reminded the an-
notators that such examples are only indicative of
what we believe to be plausible judgements but
there are many possible correct answers, of course.

4.2 Automatic Evaluation
We test a wide range of commonly used as well as
new automatic metrics on the three aspects.

Style Strength The most commonly used
method for assessing style strength is a style clas-
sifier, with the problem cast as a binary classifica-
tion task (formal vs informal in formality transfer).
Briakou et al. (2021a) have recently shown that a
style regressor fine-tuned with English rating data
correlates better with human judgments in other
languages (Italian, French, and Portuguese). To
run a proper comparison, we use BERT (Devlin
et al., 2019) as our base model, and fine-tune it
with style labelled data (GYAFC) and the rating
data of PT16 (Pavlick and Tetreault, 2016) to ob-
tain a style classifier (C-GYAFC) and a regressor
(R-P16), respectively. Following Rao and Tetreault
(2018), we collect sentences from PT16 with hu-
man rating from -3 to +1 as informal and the rest
as formal, and train a style classifier on them (C-
PT16). C-GYAFC and C-PT16 achieve an accuracy
of 94.4% and 58.6% on the test sets, respectively.

Content Preservation We consider the follow-
ing metrics, including both surface-based and
embedding-based approaches: 5

• BLEU (Papineni et al., 2002) It compares a given
text to others (reference) by using a precision-
oriented approach based on n-gram overlap;

4Screenshots of our annotation guidelines and interface
are in Appendix A.3.

5The implementation details for automatic metrics are in
Appendix A.2.
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• chrF (Popović, 2015) It measures the similarity
of sentences using the character n-gram F-score;

• ROUGE (Lin, 2004) It compares a given text to
others (human reference) by using n-gram/the
longest co-occurring in sequence overlap and a
recall-oriented approach;

• WMD (Kusner et al., 2015) It measures the dis-
similarity between two texts as an optimal trans-
port problem which is based on word embedding.

• METEOR (Banerjee and Lavie, 2005) It com-
putes the similarity score of two texts by using
a combination of unigram-precision, unigram-
recall, and some additional measures like stem-
ming and synonymy matching.

• BERTScore (Zhang* et al., 2020) It computes
a similarity score for each token in the candi-
date sentence with each token in the reference
sentence. Instead of exact matches, it computes
token similarity using contextual embeddings.

• BLEURT (Sellam et al., 2020) It is a learned
evaluation metric based on BERT (Devlin et al.,
2019), trained on human judgements. It is trained
with a pre-training scheme that uses millions of
synthetic examples to help the model generalize.

• COMET (Rei et al., 2020) It is a learnable met-
ric which leverages cross-lingual pretrained lan-
guage modeling resulting in multilingual ma-
chine translation evaluation models that exploit
both source and reference sentences.

For assessing content preservation in the output,
we can exploit both the source and the reference
(see Fig. 2). When comparing our output to the
source, we want to answer the following question:
(a) how close in content is the generated text to
the original text?, which addresses naturally the
content preservation aspect of the task. When com-
paring our output to the human-produced reference,
we want to answer a different question: (b) how
similar is the automatically generated text to the
human written one? Both are valid strategies, but
by answering different questions they are likely to
react differently to, and require, different metrics.

The advantages of the (a) approach are that eval-
uation is possible even without a human reference,
it is the most natural way of assessing the task, and
it does not incur reference bias (Fomicheva and
Specia, 2016). The core problem lies in the use
and interpretation of metrics: surface-based met-
rics (like BLEU) would score highest if nothing has

changed from input to output (if the model doesn’t
perform the task, basically), so aiming for a high
score is pointless. A very low score is undesirable,
too, however. For more sophisticated metrics, the
problem is similar in the sense the highest score
would be achieved if the two texts are identical,
but since it is not fully clear what they measure
exactly in terms of similarity, what to aim for isn’t
straightforward (an indication is provided by using
metrics to compare source and reference).

The main advantage of the (b) approach is that
metrics can be used in a more standard way: tend-
ing to the highest possible score is good for any
of them, since getting close to the human solution
is desirable. However, the gold reference is only
one of many possible realisations, and while high
scores are good, low scores can be somewhat mean-
ingless, as proper meaning-preserving outputs may
be very different from the human-produced ones,
especially at surface level.

While we have as yet no specific solution to this,
this study contributes substantially to a better un-
derstanding of automatic metrics, especially for
content preservation, possibly leading to a com-
bined metric which considers mainly the source,
and possibly the reference(s) in a learning phase.

Fluency In formality transfer, both informal and
formal outputs must be evaluated. Intuitively, the
latter should be more fluent and grammatical than
the former so that evaluating the fluency of infor-
mal sentences might be more challenging, both for
humans and automatic metrics. We use the perplex-
ity of the language model GPT-2 (Radford et al.,
2019) fine-tuned with style labelled texts. Specifi-
cally, we fine-tune two GPT-2 models on informal
sentences and formal sentences respectively, and
then we use the target-style model to calculate the
perplexity of the generated sentence. Finally, we
provide a separate correlation analysis between au-
tomatic metrics and human judgements for the two
transfer directions.

4.3 Correlation Methods
Pearson Correlation We employ Pearson cor-
relation (r) as our main evaluation measure for
system-/segment-level metrics:

r =

∑n
i=1(Hi − H̄)(M − M̄)√∑n

i=1(Hi − H̄)2
∑n

i=1(Mi − M̄)2
(1)

where Hi is the human assessment score, Mi is the
corresponding score as predicted by a given metric.
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Survey N Content Style Fluency Overall
Survey 1 160 0.90 0.45 0.71 0.70
Survey 2 160 0.84 0.48 0.63 0.66
Survey 3 160 0.83 0.68 0.70 0.72
Survey 4 160 0.81 0.62 0.63 0.68
Overall 640 0.86 0.52 0.66 0.70

Table 1: Inter-Annotator Agreement.

H̄ and M̄ are the their means, respectively.

Kendall’s Tau-like formulation We follow the
WMT17 Metrics Shared Task (Bojar et al., 2017)
and take the official Kendall’s Tau-like formulation,
τ , as the our main evaluation measure for segment-
level metrics. A true pairwise comparison is likely
to lead to more stable results for segment-level
evaluation (Vazquez-Alvarez and Huckvale, 2002).
The Kendall’s Tau-like formulation τ is as follows:

τ =
Concordant−Discordant
Concordant+Discordant

(2)

Where Concordant is the number of times for
which a given metric suggests a higher score
to the “better” hypothesis judged by human and
Discordant is the number of times for which a
given metric suggests a higher score to the “worse”
hypothesis judged by human.

Most automatic metrics, like BLEU, aim to
achieve a strong positive correlation with human
assessment, with the exception of WMD and per-
plexity, where the smaller is better. We thereby
employ absolute correlation value for WMD and
perplexity in the following analysis.

5 Results and Analysis

In this section, we first measure the inter-annotator
agreement of the human evaluation, then discuss
both system-level and sentence-level evaluation re-
sults on the three aforementioned evaluation as-
pects, so as to provide a different perspective on
the correlation between automatic metrics and hu-
man judgements under different conditions.

5.1 Inter-Annotator Agreement
There are two human judgements for each sentence
and we measure their inter-annotator agreement
(IAA) by computing the Pearson Correlation coef-
ficient, instead of the commonly used Cohen’s K,
since judgements are given on a continuous scale.

Table 1 presents the results of IAA for each as-
pect in each single survey and overall. Across the
four surveys annotators have the highest agreement

N R-PT16 C-PT16 C-GYAFC
System-level (r) 8 0.93 0.93 0.97
Segment-level (τ ) 640 0.33 0.39 0.42

Table 2: Correlation of automatic metrics in style
strength with human judgements. The underlined
scores indicate p < 0.01.

Last-N Top-N

Figure 3: Kendall’s Tau-like correlation in style
strength computed over the top-/last-N systems which
are sorted by human judgements.

on the content aspect, followed by fluency, with
style yielding the lowest scores, suggesting that an-
notators have more varied perceptions of sentence
style than content. Overall, we achieve reasonable
agreement for all surveys and evaluation aspects.

5.2 Style Strength

Table 2 shows the correlation of automatic met-
rics in style strength with human judgements. We
see that C-GYAFC achieves the highest correla-
tion at both system- and segment-level, R-PT16
and C-PT16 have the same system-level correla-
tion score while the former has a slightly lower
score at segment-level. Given that C-PT16 and C-
GYAFC have close correlation scores while their
performances on the test set are quite different, we
also employ Pearson correlation to compute the
segment-level result, and see rather different cor-
relation scores (C-PT16 with 0.33 and C-GYAFC
with 0.67). We think that evaluating the system
outputs for a given source using C-PT16 and C-
GYAFC results in similar scores ranking, so their
Kendall’s Tau-like correlations are very close.

In general, it is easier to evaluate systems which
have large differences in quality, while it is more
difficult when systems have similar quality. To
assess the reliability of automatic metrics for close-
quality systems, we first sort the systems based
on human judgements, and plot the correlation of
the top-/last-N systems, with N ranging from all
systems to the best/worst three systems (Fig. 3). We
see that the correlation between automatic metrics
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Systems AVE. z Source Sentence Human Reference
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Reference 0.009 0.291 0.492 0.501 1.334 0.487 0.605 0.235 0.314 - - - - - -
HIGH 0.542 0.608 0.775 0.758 0.672 0.808 0.880 0.851 0.895 0.366 0.547 0.582 1.086 0.554 0.643 0.347 0.400
NIU 0.491 0.637 0.772 0.769 0.652 0.808 0.873 0.818 0.899 0.376 0.560 0.605 1.036 0.567 0.649 0.373 0.418
BART 0.370 0.514 0.688 0.692 0.840 0.724 0.798 0.687 0.752 0.382 0.555 0.596 1.053 0.573 0.646 0.388 0.425
IBT 0.337 0.543 0.711 0.717 0.782 0.749 0.838 0.744 0.813 0.373 0.550 0.582 1.094 0.574 0.635 0.350 0.391
RAO 0.328 0.649 0.778 0.791 0.608 0.815 0.833 0.751 0.822 0.336 0.525 0.561 1.145 0.533 0.601 0.234 0.305
ZHOU -0.659 0.610 0.717 0.765 0.758 0.770 0.739 0.189 0.318 0.253 0.461 0.494 1.351 0.469 0.508 -0.200 -0.125
YI -0.669 0.547 0.684 0.731 0.823 0.728 0.716 0.148 0.320 0.288 0.483 0.517 1.307 0.491 0.524 -0.154 -0.059
LUO -0.749 0.472 0.638 0.660 1.034 0.681 0.646 0.020 0.034 0.222 0.416 0.445 1.514 0.434 0.453 -0.289 -0.278

Table 3: Human evaluation (z-score) and automatic metrics in content preservation. Notes: (i) ↓ indicates the
lower the score the better; (ii) COMET-w indicates that the input setting is not used.
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Figure 4: Correlations of automatic metrics computed
against source/reference in content preservation with
human judgments. Underlining indicates p < 0.01.
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Reference 2 0.28 0.37 0.33 0.10 0.36 0.46 0.21 0.59 0.61 0.61
Reference 3 0.25 0.41 0.37 0.12 0.35 0.47 0.34 0.60 0.60 0.55
Reference 4 0.37 0.41 0.46 0.24 0.46 0.49 0.31 0.60 0.56 0.62

Table 4: Kendall’s Tau-like correlation between using
the first human reference and other references for eval-
uation content preservation at segment-level.

and human judgements decreases as we decrease
N for both top-N and last-N systems, especially
R-PT16 in the top-N systems. Again we observe
that C-GYAFC and C-PT16 have similar scores
over the top-/last-N systems. Overall, C-GYAFC
appears to be the most stable model.

5.3 Content Preservation

As mentioned in the Introduction, since a style-
transformed output should not alter the meaning
of the input, content preservation can be measured
against the input itself, or against a human refer-
ence in the expected target style. However, metrics
cannot be used interchangeably (Section 4.2), as,
for instance, the output is expected to have a higher

n-gram overlap with the reference, while this is not
desirable with respect to the input.

Table 3 presents the results of human and auto-
matic evaluation: all systems have a higher n-gram
overlap (BLEU, chrF) with the source sentence
than the human reference, indicating that existing
models tend to copy from the input and lack diverse
rewriting abilities. We also report the results for
the reference against the source. Bearing in mind
that the reference can be conceived as an optimal
output, it is interesting to see that it does not score
high in any metric, not even the learnable ones.
This leaves some crucial open questions: how can
these metrics be best used to assess content preser-
vation in generated outputs? What are desirable
scores? We also observe that RAO’s system has
the highest scores of surface-based metrics (e.g.
BLEU) with the source sentence while its scores
with learnable metrics (e.g. BLEURT) are lower
than some other systems (e.g. HIGH). In the evalua-
tion against the human reference, the system BART
and NIU achieve better results on most metrics.

Figure 4 shows the correlations of content preser-
vation metrics with human judgments. For the
system-level results, there is a big gap in correla-
tion between source sentence and human reference
for surface-based metrics (e.g. BLEU), but not for
neural network based ones (e.g. COMET). Using
the latter therefore seems to open up the possibil-
ity of automatically evaluating content without a
human reference. It is interesting to see that the
correlations of using source sentences at segment-
level are all higher than using the human reference,
and surface-based metrics of the latter correlate
particularly poorly with human scores. We suggest
two main reasons: (i) existing systems lack diverse
rewriting ability given the source sentences, and
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Top-NLast-N

(a) Automatic metrics results against source sentence.

Top-NLast-N

(b) Automatic metrics results against human reference.

Figure 5: Kendall’s Tau-like correlation in content preservation computed over the top-/last-N systems which are
sorted by human judgements.

the annotators rate the generated sentences compar-
ing them to the source sentence, not to a reference;
(ii) human references are linguistically more di-
verse (e.g. word choice and order). The first one is
not within the scope of this work. For the second
aspect, we exploit the fact that we have multiple ref-
erences available, and run the evaluation in a multi-
reference setting; we observe that correlations for
surface-based metrics improve as more variety is
included, but not for neural ones. In Table 4, we
see that learnable metrics using the first reference
have higher correlation with other references than
surface-based metrics. Overall, learnable metrics
always have the highest correlation scores in evalu-
ating content preservation using source sentences
or human references, while surface-based metrics
generally require a multi-reference setting.

Similar to style strength, we plot the correlation
of the top-/last-N systems sorted by human judge-
ments for the content aspect (Fig. 5). The correla-
tion score between automatic metrics and human
scores decreases as we decrease N for the top-N
systems while this shows stability for the last-N
systems. This suggests that evaluating high-quality
TST systems is more challenging than evaluating
low-quality systems. Again, we see that the corre-
lation when using the source sentence has better
stability than when using human references. Al-
though BLEU and charF show stable performances,
their correlations are lower than those by other met-
rics in most cases. Regardless of whether we use
human references or source sentences, COMET(-
w) generally has the highest correlation scores with
human judgements under different conditions.

5.4 Fluency

Table 5 shows the absolute correlation of fluency
metrics with human judgements. Unsurprisingly,

N Informal-to-Formal Formal-to-Informal
System-level (r) 8 0.96 0.65
Segment-level (τ ) 320 0.52 0.35

Table 5: Absolute correlation of automatic metrics in
fluency with human judgements. The underlined scores
indicate p < 0.01.

Informal-to-Formal Formal-to-Informal
GPT2-Inf GPT2-For r GPT2-Inf GPT2-For r

Source 76 143 - 87 68 -
Reference 60 37 0.21 115 270 0.13
BART 34 26 0.33 24 28 0.02
IBT 32 26 0.32 33 40 0.17
NIU 43 37 0.30 71 75 0.03
HIGH 41 35 0.62 80 75 0.00
RAO 54 57 0.33 54 55 0.02
ZHOU 189 218 0.36 103 111 0.42
YI 160 182 0.31 205 436 0.27
LUO 128 152 0.43 6962 8191 0.17

Table 6: Results of GPT-2 based perplexity scores and
their absolute Pearson correlation with human judge-
ments at segment-level. Notes: (i) GPT2-Inf and GPT2-
For are fine-tuned with informal sentences and formal
sentences, respectively; (ii) the correlation is calculated
using the perplexity of GPT-2 in the target style with
human judgment.

we see that GPT-2 based perplexity correlates bet-
ter with human scores in the direction informal-
to-formal than in the opposite one, at both system-
and segment-level. In general, a “good” formal sen-
tence should be fluent, while an informal sentence
might as well not be, and there can be varied percep-
tions by people. Indeed, we see higher IAA scores
in the informal-to-formal direction (informal-to-
formal: 0.70 vs informal-to-formal: 0.63). Table 6
presents the results of correlations and perplexity
scores of GPT-2 in the two transfer directions for
each system. The perplexity scores for most sen-
tences are in the correct place, i.e. the scores from
GPT2-Inf are higher than those from GPT2-For for
the informal sentences, and viceversa. However,
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Figure 6: The distance between the source and target
sentences as measured by content-related metrics.

we also observe that the correlations of informal-to-
formal for each system (except ZHOU) are higher
than those for the formal-to-informal direction.
This confirms our hypothesis that assessing the
fluency of informal sentences is not that obvious
even for humans.

5.5 Broader Implications for Style Transfer

We have focused here on formality transfer, but
polarity swap is also commonly defined as a style
transfer task. In previous work, we have suggested
that these tasks are intrinsically different, especially
in terms of content preservation, since while for-
mality transfer is somewhat akin to paraphrasing,
in polarity swap the meaning is substantially al-
tered (Lai et al., 2021a). This would imply that
content-measuring metrics could not be used in the
same way in the two tasks.

We further peek here into this issue, in view of
future work that should evaluate metrics for the
assessment of polarity swap, too, and show in Fig-
ure 6 the use of different metrics to measure the
distance between the source and target sentences
for paraphrasing, formality transfer, and polarity
swap. Using n-gram based metrics, we see that
the distance between source and target sentences in
polarity swap is closer than in the other two tasks.
With learnable metrics, instead, we see that source
and target sentences for polarity swap are quite
distant. Formality transfer shows overall the same
trend as paraphrasing in all metrics, suggesting that
it’s much more of a content-preserving paraphrase-
like task than polarity swap, and metrics should be
selected accordingly. Future work will explore how
to best use them in polarity swap under different
settings (using source vs reference, for example).

6 Conclusion

We have considered a wide range of automatic met-
rics on the three evaluation aspects of formality
transfer, and assessed them against human judge-
ments that we have elicited.

For style strength, we have compared the style
classifiers and regressor in the setting of using the
same raw data for training (with a binary label for
classification and continuous scores for regression),
as well as classifiers with different performances.
We have observed that there is little difference
among them when evaluating multiple TST sys-
tems. However, the style regressor performs worse
when evaluating high-quality TST systems. For
classifiers with different performances, we recom-
mend the one with the highest performance since
it results in the highest overall Pearson correlation
with human judgements.

To assess content preservation, we have ex-
plored different kinds of automatic metrics using
the source or reference(s), and have observed the
follwoing: (i) if using the source sentence, we
strongly recommend employing learnable metrics
since their correlation in that condition is much
higher than those of traditional surface-based met-
rics (which are not indicative, since high scores
correspond to not changing the input, hence not
performing the task); still, the question of how
scores should be interpreted and what score ranges
are desirable remains open; (ii) most metrics are
reliable to be used to measure and compare the per-
formances at system-level when a human reference
is available; (iii) however, we do not recommend to
use surface-base metrics to measure sentence-level
comparisons, especially with only one reference.
Overall, learnable metrics seem to provide a more
reliable measurement.

For fluency, perplexity can be used for evalu-
ating the informal-to-formal direction, either at
system- or segment-level, while it is clearly less
reliable for the opposite direction, and it remains
to be investigated how to best perform evaluation
in this transfer direction, considering the wide vari-
ability of acceptable outputs.

This study focuses on formality transfer, and of-
fers a better understanding of automatic evaluation
thanks to the comprehensive correlations with hu-
man judgments herein conducted. However, the
findings may not generalise to other tasks usually
considered similar, such as polarity swap. To this
end, future dedicated work will be required.
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A Appendices:

These Appendices include: (i) evaluated systems
(A.1); (ii) implementation details for automatic
metrics (A.2); and (iii) annotation guidelines and
interface (A.3).

A.1 Evaluated Systems

Table A.1 presents the systems’ ranking based on
the human judgements. We use eight published
systems of different sorts (including state-of-the-art
models). For supervised approaches, we include
the following systems:

• RAO (Rao and Tetreault, 2018): A copy-enriched
NMT model trained on the rule-processed data
and the additional forward and backward transla-
tions produced by the PBMT model;

• NIU (Niu et al., 2018): A bi-directional model
trained on formality-tagged bilingual data using
multi-task learning;

• BART (Lai et al., 2021b): Fine-tuning a pre-
trained model BART with gold parallel data and
reward strategies;

• HIGH (Lai et al., 2021a): Fine-tuning BART
with high-quality synthetic parallel data and re-
ward strategies.

For unsupervised approaches, we include the fol-
lowing systems:

• LUO (Luo et al., 2019): A dual reinforcement
learning framework that directly transforms the
style of the text via a one-step mapping model
without parallel data;

• YI (Yi et al., 2020): A style instance supported
method that learns a more discriminative and ex-
pressive latent space to enhance style signals and
make a better balance between style and content;

• Zhou (Zhou et al., 2020): An attentional seq2seq
model that pre-trains the model to reconstruct
the source sentence and re-predict its word-level
style relevance;

• IBT (Lai et al., 2021a): An iterative back-
translation framework based on the pre-trained
seq2seq model BART.

Table A.2 presents automatic evaluation results in
content preservation.

A.2 Implementation Details for Automatic
Metrics

• BLEU: We adopt sentence_bleu of the
NLTK library with a smoothing function
to compute the segment-level score, and
multi-bleu.perl with default settings for
system-level.6

• chrF: Following Briakou et al. (2021a), we use
use sentence_chrf of the open-sourced im-
plementation sacreBLEU.7

• ROUGE: We use the open-sourced implementa-
tions Rouge.8

• WMD: We employ the gensim library and
word embedding googlenews-vectors-
negative300.bin.9

• METEOR: We adopt the NLTK library.

• BERTScore: We use the official implementation
with a rescaling function.10

• BLEURT: We use the official checkpoint of
bleurt-large-512.11

• COMET: We adopt the official checkpoint
of wmt-large-da-estimator-1719.12

COMET-QE is a referenceless metric that
uses source and output only. But we found
that it yielded lower correlations with human
judgements than COMET in our evaluations.
This may be because the input and output are
different languages in COMET-QE training.

• Style and Fluency: All experiments are imple-
mented atop Transformers (Wolf et al., 2020)
using BERT base model (cased) for style and
GPT-2 base model for fluency. We fine-tune mod-
els using the Adam optimiser (Kingma and Ba,
2015) with learning rate of 1e-5 for BERT and
3e-5 for GPT-2, with a batch size of 32 for all
experiments.

A.3 Annotation Guidelines and Interface
Figure A.1 show the screenshots of task guidelines
and annotation interface.

6https://www.nltk.org/
7https://github.com/mjpost/sacrebleu
8https://github.com/pltrdy/rouge
9https://radimrehurek.com/gensim/index.

html
10https://github.com/Tiiiger/bert_score
11https://github.com/google-research/

bleurt
12https://github.com/Unbabel/COMET
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Style Content Fluency
System Rank AVE. s AVE. z System Rank AVE. s AVE. z System Rank AVE. s AVE. z

BART 1 82.7 0.494 HIGH 1 92.4 0.542 BART 1 87.8 0.540
REF 2 82.3 0.469 NIU 2 90.7 0.491 IBT 2 86.0 0.491
IBT 3 80.1 0.407 BART 3 86.5 0.370 NIU 3 84.9 0.463
NIU 4 76.9 0.297 IBT 4 85.1 0.337 HIGH 4 83.3 0.420
HIGH 5 76.3 0.293 RAO 5 84.7 0.328 REF 5 82.4 0.385
RAO 6 70.2 0.085 REF 6 73.6 0.009 RAO 6 77.3 0.247
YI 7 51.1 -0.588 ZHOU 7 50.9 -0.659 ZHOU 7 45.1 -0.717
ZHOU 8 47.2 -0.726 YI 8 50.5 -0.669 YI 8 38.6 -0.903
LUO 9 46.7 -0.731 LUO 9 47.6 -0.749 LUO 9 37.9 -0.926

Table A.1: Results based on original human evaluation and z-score.
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Systems Reference 1 Reference 2
Reference 0.291 0.492 0.533 0.307 0.501 1.334 0.487 0.605 0.235 0.314 0.231 0.459 0.494 0.259 0.449 1.469 0.444 0.565 0.155 0.202
HIGH 0.366 0.547 0.624 0.401 0.582 1.086 0.554 0.643 0.347 0.400 0.300 0.515 0.564 0.342 0.512 1.260 0.521 0.605 0.317 0.289
NIU 0.376 0.560 0.646 0.434 0.605 1.036 0.567 0.649 0.373 0.418 0.333 0.525 0.578 0.369 0.526 1.202 0.538 0.617 0.329 0.286
BART 0.382 0.555 0.632 0.412 0.596 1.053 0.573 0.646 0.388 0.425 0.305 0.511 0.561 0.349 0.513 1.278 0.526 0.605 0.353 0.279
IBT 0.373 0.550 0.620 0.404 0.582 1.094 0.574 0.635 0.350 0.391 0.291 0.503 0.553 0.335 0.503 1.289 0.512 0.595 0.305 0.271
RAO 0.336 0.525 0.602 0.367 0.561 1.145 0.533 0.601 0.234 0.305 0.297 0.505 0.556 0.344 0.512 1.281 0.512 0.568 0.200 0.196
ZHOU 0.253 0.461 0.536 0.300 0.494 1.351 0.469 0.508 -0.200 -0.125 0.245 0.451 0.495 0.271 0.444 1.488 0.476 0.478 -0.206 -0.212
YI 0.288 0.483 0.551 0.324 0.517 1.307 0.491 0.524 -0.154 -0.059 0.225 0.443 0.497 0.263 0.454 1.475 0.457 0.488 -0.203 -0.167
LUO 0.222 0.416 0.483 0.272 0.445 1.514 0.434 0.453 -0.289 -0.278 0.189 0.381 0.419 0.209 0.378 1.694 0.389 0.425 -0.266 -0.368

Systems Reference 3 Reference 4
Reference 0.213 0.442 0.472 0.231 0.434 1.537 0.433 0.567 0.102 0.190 0.231 0.459 0.505 0.261 0.461 1.438 0.466 0.595 0.224 0.293
HIGH 0.316 0.513 0.566 0.340 0.528 1.229 0.506 0.617 0.236 0.326 0.295 0.511 0.585 0.343 0.535 1.227 0.526 0.634 0.327 0.412
NIU 0.325 0.509 0.574 0.351 0.534 1.232 0.505 0.612 0.257 0.309 0.310 0.518 0.607 0.365 0.552 1.173 0.548 0.637 0.349 0.413
BART 0.341 0.517 0.577 0.361 0.539 1.208 0.526 0.617 0.274 0.354 0.327 0.532 0.621 0.384 0.574 1.128 0.565 0.655 0.405 0.447
IBT 0.307 0.514 0.570 0.344 0.531 1.220 0.522 0.614 0.267 0.328 0.316 0.520 0.592 0.363 0.543 1.217 0.534 0.632 0.332 0.388
RAO 0.293 0.499 0.556 0.329 0.511 1.288 0.493 0.574 0.140 0.252 0.293 0.505 0.577 0.336 0.526 1.234 0.541 0.600 0.250 0.315
ZHOU 0.227 0.419 0.478 0.245 0.438 1.496 0.421 0.489 -0.257 -0.186 0.210 0.425 0.507 0.248 0.453 1.451 0.448 0.507 -0.212 -0.162
YI 0.220 0.436 0.487 0.255 0.449 1.477 0.416 0.488 -0.263 -0.149 0.204 0.432 0.501 0.250 0.458 1.466 0.430 0.509 -0.182 -0.086
LUO 0.189 0.380 0.422 0.244 0.390 1.671 0.371 0.431 -0.346 -0.356 0.197 0.393 0.458 0.243 0.410 1.591 0.420 0.451 -0.282 -0.317

Table A.2: Automatic evaluation results in content preservation. Notes: (i) the results of Reference is the distance
between source and reference sentence measuring by metrics; (ii) ↓ indicates the lower score is better.

(a) A screenshot of task guidelines. (b) A screenshot of annotation interface.

Figure A.1: Screenshots of our interface.
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Abstract

Current evaluation practices for social dialog
systems, dedicated to human–computer spon-
taneous conversation, exclusively focus on the
quality of system-generated surface text, but
not human-verifiable aspects of mutual under-
standing between the systems and their inter-
locutors. This work proposes Word Sense Dis-
ambiguation (WSD) as an essential component
of a valid and reliable human evaluation frame-
work, whose long-term goal is to radically im-
prove the usability of dialog systems in real-life
human–computer collaboration. The practical-
ity of this proposal is proved via experimentally
investigating (1) the WordNet 3.0 sense inven-
tory coverage of lexical meanings in sponta-
neous conversation between humans in Ameri-
can English, assumed as an upper bound of lex-
ical diversity of human–computer communica-
tion, and (2) the effectiveness of state-of-the-art
WSD models and pretrained transformer-based
contextual embeddings on this type of data.1

1 Introduction

As surveyed in Finch and Choi (2020), current eval-
uation practices for human–computer spontaneous
conversation, including open domain dialog sys-
tems and chatbots, exclusively focus on the quality
of system responses, e.g. how well the responses
match ground truth human responses (based on
certain automated metrics) or whether they are on-
topic with the immediate dialog history (judged by
a human). These evaluation practices potentially
drive researchers into the race of generating bet-
ter surface text while undermining or ignoring the
ultimate goal of capturing mutual understanding
between the systems and humans throughout the
conversation (cf. the Great Misalignment Problem
raised by Hämäläinen and Alnajjar, 2021). Conse-
quently, current systems are unable to effectively
function in real-life human–computer collaboration

1The live version of this publication is located at
https://osf.io/8u3gf/.

tasks. For example, the lack of genuine conceptual
alignment with users leads to language learning
chatbots being used only as reactive systems, even
though theoretically they could provide the learners
with the opportunity for free and flexible meaning-
ful conversation (Bibauw et al., 2019), and conse-
quently play a key role in supporting autonomous
language learning beyond the classroom. To im-
prove the usability of dialog systems for human–
computer spontaneous conversation, their evalu-
ation should include human-verifiable aspects of
language competence which facilitate mutual un-
derstanding (instead of treating them as black box
functions). Moreover, breaking down the evalua-
tion into such concrete components would allow
users’ participation in system evaluation from early
development stages (Heuer and Buschek, 2021).

Currently, talking to social chatbots without
knowing which sense of a semantically ambigu-
ous word2 the chatbots have in their internal in-
terpretation, human evaluators cannot identify the
root cause of a problematic conversational move
performed by the chatbots to provide more useful
feeback. For example, examining the dialog shown
in Figure 1, we can agree that the last utterance
produced by the chatbot is not appropriate. How-
ever, we cannot know for sure if that is due to the
chatbot’s inadequate interpretation of “bank”3 in
the preceding question “What do you do at a river
bank?”, or its complete ignorance of the meaning
of this word by just generating the most probable
utterance according to the dataset it is trained on.

Arguably, one of the most natural ways for social
chatbots to enhance the quality of their interaction
with humans is explicitly assigning semantically
ambiguous words specific senses, aka Word Sense
Disambiguation (WSD), and using these senses

2Either polysemous or homonymous.
3As a financial institution instead of the land alongside a

river, which is more felicitous in this particular context.
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Figure 1: A dialog between me and a state-of-the-art (SOTA) chatbot developed by Meta Research (Roller).

for further reasoning4 to demonstrate the chatbots’
understanding capability with human-readable as-
pects of grounding (Clark, 1996) in the course of
spontaneous conversation. This would improve
human–computer communication in collaborative
tasks by allowing the human partners to directly
access the interpretable form of computers’ model
of conversation anytime they need to so that they
can make adequate on-the-fly conversational ad-
justments. In addition, being able to access the
computer’s human-readable representation of con-
versational context in the evaluation regime, a hu-
man evaluator does not need to construct differ-
ent interpretation alternatives and therefore can be
confident that they are on the same page with other
evaluators (cf. Appendix A – a small experiment
that shows a wide divergence in human interpreta-
tion of a word token in spontaneous conversation).
This transparency definitely reduces the subjectiv-
ity of the evaluation task, and therefore improves
its reliability and reproducibility (Specia, 2021).

This work proposes and evaluates WSD as an
essential component of a novel human evaluation
framework intended for human–computer mutual
understanding in spontaneous conversation in En-
glish, but also sensible for any tasks involving nat-
ural language interpretation. Specifically, based on
the state of the art in WSD (Bevilacqua et al., 2021),
it addresses the following research questions:

1. Can WordNet 3.0 (Fellbaum, 2010), the most
popular English sense inventory, approximate
word meaning in spontaneous dialog5 well?

2. Are state-of-the-art (SOTA) WSD models,
using transfer learning with both pretrained
transformers and non-conversational sense-
annotated data, ready for conversational text?

3. How effective is it to directly use contextual
embeddings of pretrained transformers, e.g.
BERT (Devlin et al., 2019) or its variants, to
address WSD in spontaneous conversation?

The rationale behind (3) is to test the hypothe-
sis that contextual embeddings of word tokens in
spontaneous conversation are well correlated with
definitions of their context-sensitive senses (versus

4Including the use of sense relation knowledge encoded in
thesauri such as WordNet.

5Given that language is continuously changing.

task-oriented scenarios where the word senses are
constrained by the task). When deploying a dialog
system, the transparent integration of these embed-
dings with other components in the NLP pipeline
is preferable over the “black box” nature of off-
the-shelf end-to-end WSD models, which poses the
challenges of how to (a) align these models’ output
with the system’s NLP pipeline’s, and (b) improve
their real-time performance using knowledge about
a specific instance of conversation.

To address (1–3), I first automatically annotated
WordNet senses of ambiguous words in NEWT-
SBCSAE, a publicly accessible corpus of natu-
rally occurring spontaneous dialogs in American
English (Lưu and Malamud, 2020; Riou, 2015;
Du Bois et al., 2000), using both a SOTA WSD
model and a simple baseline model directly based
on contextual embeddings of pretrained transform-
ers (Section 2.2). Next, I collected human judge-
ments on the outputs of these models as well as the
appropriate senses of the target words (Section 2.3).
These judgments were then used to assess the cov-
erage of the WordNet sense inventory (Section 3)
and the efficacy of WSD models, including both
models used in automatic sense annotation (Sec-
tion 4.1) and variants of the baseline model based
on various pretrained transformers (Section 4.2).

2 Experimental Setup

The experiment reflects the proposed WSD-based
evaluation protocol: ambiguous words in spon-
taneous dialog are first disambiguated by dialog
systems and then evaluated by humans (or, less in-
teractively, against predefined gold standard data).

2.1 Selected Corpus

NEWT-SBCSAE, released by Lưu and Malamud
(2020), includes seven 15-minute extracts of face-
to-face casual dialogs from the Santa Barbara
Corpus of Spoken American English (SBCSAE)
(Du Bois et al., 2000), segmented into 3253 turn-
constructional units (TCUs) by Riou (2015) and
accompanied by audio files publicly browsable at
TalkBank.org. This corpus possesses a rare combi-
nation6 of valuable features:

6The only existing corpus of its kind I am aware of.
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• freely and publicly accessible (in a well-
developed XML-based data format)

• carefully curated to include only naturally oc-
curring casual dialogs by a wide variety of
people, differing in gender, occupation, social
background, and regional origin in compari-
son with its compact size

The selection of this corpus rests upon the as-
sumption that the corpus can serve as an approx-
imate upper bound of lexical diversity of human–
computer spontaneous conversation in the same di-
alect of English within the evaluation scale of this
empirical study. The preference for this corpus over
a currently available corpus of human-computer
spontaneous conversations is also supported by the
fact that the latter may not actually be as repre-
sentative as claimed (Doğruöz and Skantze, 2021).
It is worth noting that the results achieved in this
study may not generalize to varieties of American
English not present in the corpus, to other regional
varieties of English, or to other languages.

2.2 Automatic WSD

Automatic Transcript Preprocessing After ev-
ery prosodic token are replaced with “...”, each
turn-constructional unit (TCU) is tokenized, lem-
matized, and part-of speech (POS) tagged by
spaCy7 (v2.3.5)’s small core model for English.
Then each ambiguous word is identified as follows:

• its universal POS is in WordNet, i.e. adjective,
adverb, noun, proper noun, or verb

• it has more than one WordNet synset (infor-
mation about the synsets, i.e. sense names and
corresponding definitions, is also retrieved)

SOTA I use Conia and Navigli (2021) as a SOTA
WSD model because it is the back end of AMuSE-
WSD8 (AW), the first end-to-end system that pro-
vides a web-based API for downstream tasks to ob-
tain high-quality sense information in 40 languages,
including English (Orlando et al., 2021). This
model is composed of BERT (large-cased, frozen),
a non-linear layer and a linear classifier, and trained
on the SemCor corpus (Miller et al., 1994) as well
as WordNet glosses and examples with a multi-
label classification objective. It achieves 80%-
accuracy on the concatenation of all Unified Eval-
uation Framework datasets for English all-words
WSD (Raganato et al., 2017).

7Under the MIT License.
8Under the CC BY-NC-SA 4.0 License.

The AW API takes as input the text string of
each TCU and yields a list of tokens automatically
annotated with lemma, POS, and WordNet sense
if available. Next, this output sequence is aligned
with the spaCy preprocessing output.

Baseline The baseline WSD model (cf. Oele and
van Noord, 2018) picks the best sense of each am-
biguous word (identified in preprocessing) by rank-
ing similarity scores between the contextual em-
beddings of the word and of the definitions of its
WordNet senses, accessed via spacy-wordnet7. The
contextual embeddings are from DistilBERT (Sanh
et al., 2019), accessed via spacy-transformers7.

2.3 Human WSD Judgment

Task The models’ output was evaluated by two
annotators, both Linguistics majors (incl. Formal
Semantics) and native speakers of English9.

For each target word, the annotators saw:
• the WordNet senses assigned to the word by

AW and the baseline model10

• the list of possible WordNet senses for the
word, taking into account its POS

The annotators were asked to decide if:
• AW sense is appropriate (and different from

the baseline) – label ‘1’
• the baseline sense is appropriate (and different

from AW) – label ‘2’
• Both are the same & appropriate – label ‘both’
• No sense is appropriate and at least one of

them has a correct POS – label ‘0’
• Both senses have incorrect POS and their ac-

tual POS are still covered by WordNet – label
‘c’ (i.e. ‘content word but wrong POS’)

• Both senses have incorrect POS and their ac-
tual POS are not covered by WordNet – label
‘f’ (i.e. ‘function word’)

For ‘0’ and ‘c’, the annotators provided the ap-
propriate senses, sometimes from WordNet senses.

The annotation was run in two rounds. In the
first round (R.1), both annotators worked on the
same dialog so that their inter-annotation agree-
ment (IAA) could be assessed as shown in Ta-
ble 1(a). The agreement level was substantial (Lan-

9From North-Eastern US. They were paid $15–16/hour.
10The listing order of these senses are the same for all target

words. Consequently, the annotators could recognize that one
system is better and treat its prediction as the default for bor-
derline cases, which might slightly inflate the better system’s
results. On the other hand, this setting reflects real evaluation
scenarios in which evaluators are aware of the performance of
a specific dialog system throughout their evaluation sessions.
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dis and Koch, 1977) and the inter-annotator con-
sistency likely improved after the review of this
annotation round and the corresponding revision of
annotation guidelines for the final round (R.2), in
which the annotators worked on different dialogs.

(a) IAA (b) Count
Tokens Ratio Kappa R.1 R.2 Total

all 0.750 0.660 669 5681 6350
AW 0.741 0.641 632 5366 5998

Table 1: Statistics of the annotation task.

In Table 1, all tokens are the ambiguous words
identified in preprocessing; AW tokens exclude:

• proper nouns for which AW does not provide
WordNet senses

• tokens that AW doesn’t tag as adjectives, ad-
verbs, nouns, proper nouns or verbs

• tokens that cannot be aligned with AW outputs
Table 1(b) shows the counts of these types of

tokens for each annotation round and in total. The
existence of non-AW tokens (5.5% of all tokens in
total) demonstrates the challenge of aligning the
output of off-the-shelf end-to-end WSD models
with the output of the NLP pipeline inherent in a
dialog system in real-life situations.

Further annotation details (e.g. data format, plat-
form and examples) can be found in Appendix B.

Outcome11 To facilitate fair comparisons be-
tween AW and the baseline WSD model, only AW
tokens are considered in the following statistics. In
addition, the counts of the first round only cover
instances that get the same judgments from both
annotators on the aspects the counts concern.

Table 2 shows the various sense judgments, cor-
responding to the labels listed in Section 2.3.

‘1’ ‘2’ ‘both’ ‘0’ ‘c’ ‘f’
∑

R. 1 200 40 123 94 2 9 468
R. 2 2225 440 1255 1007 55 384 5366
Total 2425 480 1378 1101 57 393 5834

Table 2: Counts of the human WSD judgment.

Table 3 shows key statistics as the prerequisite
for answering the research questions in Section 1.
Table 3(a) shows two groups of sense annotations,
based on whether the annotated appropriate sense
(unavailable for ‘f’ cases) is covered by WordNet or
not (Section 3). Table 3(b) shows main POS-based
groups of sense annotations that are used as gold
standard to evaluate automatic WSD effectiveness

11The annotated data is publicly accessible at
https://alexluu.flowlu.com/hc/6/271–wsd.

(Section 4). This data only include cases in which
both AW and the baseline senses have correct POS
and the appropriate WordNet sense is available.

3 WordNet Sense Coverage

WordNet senses cover 96.3% of ambiguous words
as shown in Table 3(a). POS-wise, they cover
95.6% adjectives, 98.2% adverbs, 95.7% nouns,
96.6% verbs. Among 200 non-WordNet tokens:

• 1 token is sub-word (“toes” in “Of the differ-
ent cantos or cantos or whatever toes.”)

• 4 tokens are named entities
• 64 tokens are components of multiword ex-

pressions or used idiomatically. Handling
multiword expressions by feeding phrases in-
stead of tokens into the WordNet search en-
gine would improve the WordNet coverage to
96.7% as more 19 tokens are covered.

So, WordNet coverage for conversations is good.

4 Automatic WSD Effectiveness

The gold standard data presented in Table 3(b) cov-
ers 1046 lemmas, including 191 adjectives, 80 ad-
verbs, 501 nouns and 274 verbs.

4.1 Initial WSD Models

Table 4 shows the performances of AW and the
baseline models across POS and in total. The val-
ues in ‘both’ columns illustrate the portion of cor-
rect disambiguated senses shared by both models.

AW model performs well on conversational text
with the accuracy of 73.7%, though it does not
achieve 80% as it did on non-conversational data.
In addition, it performs consistently across all POS.

The 36%-level accuracy of the DistilBERT-
based baseline model is encouraging, given that
the average number of WordNet senses per word
token (sense average) is 9.9. Its low performance
on verbs can be explained by the high sense average
of this POS: 15.5 (versus adjectives – 7.5, adverbs –
4.7, and nouns – 6.3). To improve this model’s per-
formance, we can experiment with different ways
of manipulating the text containing target words
before feeding it into a pretrained transformer.

4.2 Experiments with Pretrained
Transformers

Table 5 shows the performances of the baseline
model, using BERT, XLNet (Yang et al., 2019) and
RoBERTa (Liu et al., 2019), accessed via spacy-
transformers. Comparing to the DistilBERT-based
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(a) WordNet sense coverage (b) Gold standard data
yes no

∑
ADJ ADV NOUN VERB

∑

R.1 439 (98.7) 6 (1.3) 445 (100) 68 (16.8) 61 (15.1) 149 (36.8) 127 (31.3) 445 (100)
R.2 4788 (96.1) 194 (3.9) 4982 (100) 538 (11.4) 755 (16.1) 1507 (32.1) 1899 (40.4) 4699 (100)
Total 5227 (96.3) 200 (3.7) 5427 (100) 606 (11.9) 816 (16.0) 1656 (32.4) 2026 (39.7) 5104 (100)

Table 3: Statistics (counts and percentages) of the human WSD judgment.
ADJ ADV NOUN VERB All

AW DB ‘both’ AW DB ‘both’ AW DB ‘both’ AW DB ‘both’ AW DB ‘both’
R.1 66.2 50.0 36.8 83.6 37.7 31.1 77.9 41.6 32.2 85.8 33.1 23.6 79.3 39.8 30.1
R.2 74.5 42.9 32.9 76.2 37.1 30.6 76.0 45.0 33.8 69.5 25.6 17.6 73.2 35.7 26.6
Total 73.6 43.7 33.3 76.7 37.1 30.6 76.2 44.7 33.7 70.7 26.1 18.0 73.7 36.0 26.9

Table 4: Accuracy (%) of initial WSD models (DB: DistilBERT).

ADJ ADV NOUN VERB All
B X R B X R B X R B X R B X R

R.1 44.1 36.8 33.8 50.8 16.4 42.6 44.3 22.8 34.9 33.9 20.5 27.6 42.0 23.5 33.6
R.2 42.2 21.7 34.2 34.6 17.9 38.1 43.5 24.0 34.6 22.7 12.5 21.7 33.5 18.1 29.9
Total 42.4 23.4 34.2 35.8 17.8 38.5 43.6 23.9 34.7 23.4 13.0 22.1 34.2 18.5 30.2

Table 5: Accuracy (%) of variants of the baseline WSD models (B: BERT, X: XLNet, R: RoBERTa).

model, the performances decrease in the order of
[BERT > RoBERTa > XLNet] across POS and
in total, except for the case of adverbs in which
RoBERTa performs best. XLNet’s performance is
noticeably low in comparison with the others.

The empirical results show that DistilBERT is
the best option for disambiguating WordNet senses
of words by ranking similarity scores between con-
textual embeddings of the words and of the defi-
nitions of their senses. DistilBERT is not only ef-
fective but also efficient as it is the only simplified
version of BERT among the tested transformers.

5 Discussion

Future Work Next, I will perform a detailed data
analysis to gain insights into (1) what the annota-
tors disagreed about, (2) what kinds of errors the
WSD models made, and (3) how good incorrect
senses are, taking into account the distinction be-
tween polysemous and homonymous senses, which
is not available in WordNet (Freihat et al., 2016;
Habibi et al., 2021; Janz and Maziarz, 2021). These
insights will help improve the design of the annota-
tion task and the performance of the WSD models.

I will also study the effect of manipulation of in-
put utterances, by taking into account the linguistic
and discourse information about the target words,
on the performance of the pretrained transformers.
This can shed light on how to create optimal con-
textual embeddings of ambiguous words for WSD.

Limitations and Challenges Exclusively relying
on pre-existing sense inventories such as WordNet,
the proposed evaluation method would not only

miss semantically ambiguous words that do not
have multiple senses in these sense inventories, but
also inherit their limitations, due to the fact that
their senses have different degrees of granularity
and cannot keep up with the continuously involving
character of natual languages (Mennes and van der
Waart van Gulik, 2020; Bevilacqua et al., 2021).

The proposed evaluation method may not easily
be adopted by the developers of end-to-end dialog
models, the most popular approach to open-domain
dialog systems (Huang et al., 2020), as the “black
box” nature of these systems does not facilitate
human-readable word-level interpretations.

6 Conclusion

This work proposes WSD, an established NLP task,
as a required component of a valid and reliable hu-
man evaluation framework for mutual understand-
ing in human–computer spontaneous conversation.
The conducted experiments demonstrate the prac-
ticality of this proposal for English. To sufficiently
evaluate human–computer mutual understanding, I
envision that the WSD component will be necessar-
ily coupled with a reasoning judgment component
in which human evaluators assess the appropriate-
ness of conversation moves made by a dialog sys-
tem, including clarifying and adjusting their inter-
pretations, based on the disambiguated word senses
in those moves. This setting will help human eval-
uation become more grounded and therefore more
objective than the current common practices, in
which human evaluators are asked to rate system
responses using vaguely defined criteria and incon-
sistent numeric scales (Finch and Choi, 2020).
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A An Example of Divergence in Human
Interpretation

12 native speakers of American English (2 PhD,
9 master’s, 1 senior undergraduate) in a linguis-
tic course are asked to give their interpretation of
entities available in the following excerpt of dia-
logue between Jim and Michael, adapted from this
publicly accessible recording (10’32”–11’04”):

Jim: So much of today’s technology
is soulless and has nothing to do with
peace. It has to do with chewing up
the human experience and turning it into
some kind of consumer need.

Michael: Did you ever get into Tesla?

Jim: Just ever so peripherally.

Michael: He had a lot of real wacky
ideas on big levels. He wanted a world
power system, that you could tap into the
air basically, and get power anywhere on
earth.

The interpretation results for the token “Tesla"
and the corresponding pronouns “he” is presented
in Table 6.

“Tesla” “he” Count
Nicola Tesla Nicola Tesla 6
Nicola Tesla’s
body of work

Nicola Tesla 4

Tesla, Inc. Nicola Tesla 1
Tesla, Inc. Elon Musk, CEO

of Tesla, Inc.
1

Table 6: Divergence in human interpretation.

B Annotation in Practice

B.1 Annotation Data Format and Platform
The annotation files are stored in the XML-based
FoLiA format12, which accommodates multiple

12An open file format, whose specification and documenta-
tion are generated by open source code under GNU General
Public License version 3.0.
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linguistic annotation types with arbitrary tagsets,
and annotated with FLAT13, FoLiA’s web-based
annotation tool whose user-interface can show dif-
ferent linguistic annotation layers at the same time
(van Gompel et al., 2017).

B.2 Annotation Examples
Figures 2–4 display an annotation file opened on
FLAT. The ambiguous words are highlighted in
different colors, corresponding to the annotation
labels mentioned in Section 2.3, so that the annota-
tors can navigate them quickly.

Figure 3 shows that when a word token such as
“guilty” is hovered over, it is highlighted in black
while its text turns yellow, and all of its annotation
information are displayed in a pop-up box.

Figure 4 shows that when “guilty” is clicked, it
is highlighted in yellow, and its annotation layers
become editable in the Annotation Editor.

13Under GNU General Public License version 3.0.
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Figure 2: Annotation interface on FLAT.

Figure 3: Quick access to the annotation information of a token.
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Figure 4: Annotation Editor for a token.
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