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Abstract

While automatically computing numerical
scores remains the dominant paradigm in NLP
system evaluation, error annotation and analy-
sis is receiving increasing attention, with sev-
eral error annotation schemes recently pro-
posed for automatically generated text. How-
ever, there is little agreement about what error
annotation schemes should look like, how many
different types of errors should be distinguished
and at what level of granularity. In this paper,
our aim is to map out work on annotating errors
in human and machine generated text, with a
particular focus on error taxonomies. We de-
scribe our paper selection process, and survey
the error annotation schemes reported in the
papers, drawing out similarities and differences
between them. Finally, we characterise the is-
sues that would make it difficult to move from
the current situation to a standardised error tax-
onomy for annotating errors in automatically
generated text.

1 Introduction

Error analysis and reporting is commonly encour-
aged in the natural language processing (NLP) field
to aid in understanding system weaknesses, most
recently those that are exhibited by state-of-the-art
neural systems (van Miltenburg et al., 2021), which
have led to renewed calls in NLP for error analysis
and building error taxonomies (Costa et al., 2015;
Rivera-Trigueros, 2021).

With the advancement of neural networks and
growing interest beyond pipeline-based approaches,
semantic errors are increasingly observed in gen-
eration scenarios. In data-to-text generation, for
example, about 40% of the E2E Generation Chal-
lenge system outputs contained erroneously omit-
ted or added semantic content (Dušek et al., 2020).
Ideally, the data-to-text systems that we develop
produce outputs that convey all and only the in-
put content (not omitting or arbitrarily adding any
content) (Dušek et al., 2019; Harkous et al., 2020),

so it is important to identify and understand what
kinds of semantic errors occur and for what rea-
sons, for which error annotation and subsequent
analysis provides a basis. However, there is cur-
rently little agreement on how the annotation part
of this should be done.

In this paper, we present a survey of different
error annotation schemes, with a particular focus
on error taxonomies, that have been proposed in
NLP. Our paper selection process yielded a set of
22 papers reporting error type annotations and error
taxonomies from the ACL Anthology. The scope
of this paper is limited to error annotation schemes
that include semantic errors (as well as, possibly,
other types of errors, e.g. syntactic and common-
sense errors).

The paper is organised as follows: Section 2
describes the paper selection and filtering process.
Section 3 provides summaries of the research pre-
sented in each paper. Section 4 presents a com-
parative survey of the papers in terms of shared
properties, Section 5 discusses our findings, and
Section 6 concludes with a summary and future
directions.

2 Paper Selection and Filtering

To select papers for our survey, we searched the
ACL Anthology1 with the query terms “error tax-
onomy” and “NLP,” and “error type annotation”
and “NLP” which yielded 84 results. After remov-
ing non-paper results and duplicates,2 we were left
with 27 papers. We manually examined the remain-
ing papers keeping only those that actually reported
an error taxonomy or error annotation scheme in-
cluding semantic errors, which left 18 papers. We
added four relevant papers from the related work

1https://aclanthology.org
2Search results included 39 author profiles, and 18 paper

duplicates, where papers are repeated in two places, e.g. when
the same paper is found both individually and as a part of
proceedings in the search.
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Figure 1: Number of papers reporting semantic errors
in the taxonomies.

sections of three of the 18 papers. Our survey re-
views the resulting 22 papers.

3 Paper Summaries

In this section, we provide high-level summaries of
each of the 22 papers in our survey.

Costa et al. (2015) propose a linguistically mo-
tivated taxonomy for machine translation (MT) er-
rors, classifying MT errors for English to European
Portuguese translation. At the top level, the taxon-
omy is divided into five categories: orthography,
lexis, grammar, semantic and discourse. It has five
levels and 25 leaf nodes. The taxonomy is shown
in full in Figure 3, alongside examples extracted
from the paper, in Appendix A.

Extend earlier work (Specia et al., 2021),
Al Sharou and Specia (2022) propose a an error
annotation scheme with seven categories of critical
errors, i.e. those with potential negative impact on
users where the meaning of the target text deviates
drastically from the source text. The work distin-
guishes three ways in which meaning can deviate
from the source sentence: mistranslation, hallucina-
tion and deletion. A few examples extracted from
the paper are in Appendix A.

Caseli and Inácio (2020) report an error analy-
sis for neural machine translation (NMT) system
outputs for Brazilian Portuguese in which errors
by the NMT system are compared with those by a
PBSMT system trained on the same corpus. The
paper adopts the error taxonomy from Martins and
Caseli (2015) which divides errors at the top level
into four broad categories: syntactic errors, lexi-

cal errors, errors involving n-grams and reordering.
The taxonomy has three levels and 12 leaf nodes.
The taxonomy can be found in Appendix A.

Federico et al. (2014) propose a statistical frame-
work for analysing the impact of different error
types based on the results from MT evaluation met-
rics and human perceptions with linear mixed ef-
fects models. Experiments are carried out for En-
glish as the source and other languages that are
distant from English as the target. This paper uses
a set of four general error classes: (i) reordering
errors (ii) lexicon errors, (iii) missing words and
(iv) morphology errors.

He et al. (2021) report an error-annotated dataset
called TGEA which has comprehensive annota-
tions for texts generated with pretrained language
models. It is also intended as a benchmark dataset
for automatic diagnostic tasks such as error detec-
tion, error classification etc. The error taxonomy
covers 25 error types in a 3-level hierarchy reflect-
ing linguistic knowledge as shown in Figure 4 in
the Appendix.

Belkebir and Habash (2021) report an automatic
error type annotation system called ARETA for
Modern Standard Arabic. ARETA aims to annotate
and evaluate the quality of system outputs. First,
it performs word alignment of the source and the
target sentence. Second, the alignment is fed to
the automatic error type annotation where the sys-
tem tries to extract the error type. The ARETA
taxonomy is based on the Arabic Learner Corpus
(ALC) error tagset (Alfaifi and Atwell, 2015) with
extended merge and split classes. The latter in-
cludes 29 error tags for Arabic of which 26 are
used for ARETA. The ARETA taxonomy has three
levels and 26 leaf nodes. The taxonomy can be
found in Figure 5 in Appendix A.

Huang et al. (2020) introduce PolyTope which
quantifies primary sources of errors for 10 represen-
tative models for text summarisation. While this
is not an error taxonomy paper, it reports primary
sources of errors with 8 ‘fluency’ and ‘accuracy’
type metrics. For PolyTope, (i) Accuracy-related
issues are defined as the summarisation not match-
ing or accurately reflecting the source text, whereas
(ii) Fluency-related issues are defined as problems
with the linguistic qualities of the text. Level of
severity is additionally marked as minor, major or
critical. The paper uses the CNN/DM Dataset (in
its non-anonymous version) for experiments. The
taxonomy has three levels and eight leaf nodes, as
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Error Types Definition(s)
Hallucinationa (h) An example definition in the context of NLP is “generated content that is nonsensical or unfaithful to

the source content.” This is a widely accepted term (Ji et al., 2022) to refer to content in the output that
does not have corresponding content in the input. The term comes from the field of psychology where
e.g. (Blom, 2010) defines hallucination as “a percept, experienced by waking individual, in the absence
of an appropriate stimulus from extracorporeal world.” Some other terms used for errors very similar
to hallucination are addition, insertion, extra words, unnecessary information.

Omission (o) Used so commonly in MT that a definition is not usually given, this term refers to content in the input
that should be rendered in the output not having corresponding content in the output (Weng et al., 2020)
Some alternative terms in use are deletion, absent word/n-gram, missing context/information.

Replacement (re) We use this term to refer to a range of error phenomena (given a variety of names in the literature) where
some content in the output is clearly intended to convey some part of the input, but does so incorrectly
(Subramaniam et al., 2009; Gouws et al., 2011; Han and Baldwin, 2011; Al Sharou and Specia, 2022).
We can also look at replacement errors from the perspective of a combination of omission and addition,
in the special case where what is added is the incorrect version of what is omitted. Some alternative
terms also in use are substitution, mistranslation, transposition.

Repetition (r) An example definition is “occurrence of the same words several times or syntactically similar units
unintentionally or on purpose” (Al Sharou et al., 2021). Some alternative terms in use are duplication,
redundancy.

Figure 2: Definitions of high-level semantic error types found in the literature (Col 1: semantic error types; Col 2:
definitions).

aWe generally prefer the term ‘arbitrary content addition’ but use the original term used in the literature to avoid confusion.

showin in Figure 6.
Di et al. (2019) report a detailed analysis of er-

rors from four morphological inflection systems for
Tibetan, using datasets developed by Cotterell et al.
(2018), and the error taxonomy reported by Gor-
man et al. (2019) for target errors and prediction
errors with a more detailed analysis on (i) errors
due to words that violate lexicographic or mor-
phophonetic constraints of the language, and (ii)
allomorphy errors. This latter taxonomy has three
levels and three leaf nodes, and can be found in
Appendix A.

Mahmud et al. (2021) report a qualitative inves-
tigation of errors made by neural models fro which
they create a taxonomy which consists of seven top
level categories each with multiple lower level sub-
categories as shown in Figure 7 in the Appendix.
Altogether there are three levels and 31 leaf nodes.

Costa et al. (2012) report a corpus of about 6,000
questions manually translated into Portuguese.
They provide translation guidelines which discuss
two types of problems: semantic level issues and
structure level issues. In addition, they report an
error taxonomy with four broad error categories
and carry out an error analysis. The taxonomy has
three levels and nine leaf nodes, and can be found
in Appendix A.

Macklovitch (1991) introduces an error taxon-
omy to help with post-editing operations. The er-
ror taxonomy distinguishes three broad categories
at the top level: (i) Morphology, (ii) Source lan-
guage analysis and (iii) Transfer and Generation.

Altogether there are three levels and 19 leaf nodes.
Figure 9 shows the taxonomy extracted from the
paper.

Lin et al. (2022) address automatic translation
error correction (TEC) where the goal is to pro-
duce an improved translation by correcting errors
found in a translation. The paper proposes a pre-
training approach for TEC and also introduces a
human-in-the-loop user study where it was found
that higher quality translations were achieved when
corrections are assisted by the TEC model. The
taxonomy used has three levels and five leaf nodes.
It can be found in Appendix B.

van der Goot et al. (2018) describe an error tax-
onomy for lexical normalisation replacements. The
work makes a clear distinction between intentional
and unintentional anomalies, and the taxonomy has
four levels and 14 leaf nodes.

Ng et al. (2014) provide an error annotation
scheme for grammar error types. The paper’s goal
is to evaluate algorithms and systems for automati-
cally detecting and correcting grammatical errors
present in English essays written by second lan-
guage learners of English. The error annotation
scheme has a set of 28 categories of grammati-
cal error corrections as a part of the CoNLL-2014
shared task. The authors report that it is often ac-
ceptable to have multiple and different corrections
in grammatical error correction. The dataset used
for training is the NUCLE corpus, the NUS corpus
for Learner English (Dahlmeier et al., 2013), and
the test data is collected as written essays from 25
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NUS students who are non-native speakers of En-
glish where each student was asked to write two
essays. Figure 12 in Appendix B shows the error
categories from the paper.

Dickinson and Herring (2008) report a computer-
aided language learning (ICALL) system for
beginner-level learners of Russian. The goal of
the system is to provide exercises supporting basic
grammar learning with contextualisation for mor-
phological errors. Considering the nature of the
learner’s language, an error taxonomy with four
broad categories for Russian verbal morphology is
reported. It has three levels and nine leaf nodes.
More details of the taxonomy can be found in Ap-
pendix B.

Dickinson (2010) reports work on generating
linguistically informed morphological errors for
Russian. An error taxonomy is reported that helps
in the error generation process. It has four levels
and 10 leaf nodes, and can be found at Figure 13
in Appendix B.

Nagata et al. (2018) explore the influence of
spelling errors on lexical variation measures like
Type-Token Ratio (TTR) and Yule’s K for learner
English. The error annotation scheme reported
presents two ways of spelling error correction: (i)
it identifies 13 errors in the corpora. (ii) it classifies
them into three groups: corrected, not corrected
and not counted. The scheme has 13 error types.
Figure 14 in Appendix B shows the list of errors
from the paper.

Gayo et al. (2016) propose the COPLE2 cor-
pus which is a new learner corpus for Portuguese.
Three different linguistic error types are defined
for error tagging: orthographic, grammatical and
lexical. The first error type covers spelling errors,
with errors here restricted to word form and punctu-
ation marks. The second error type is for when the
student has produced an ungrammatical utterance,
thus going beyond individual words and consider-
ing syntactic structures. The third error type covers
lexical/semantic errors. The work is mainly con-
cerned with errors that affects meaning. These error
types help in visualising the same text progressing
through corrections at different stages, from the ver-
sion closest to original (orthographic corrections)
to the most modified one (orthographical, grammat-
ical and lexical corrections). Note that the sub-error
types provided for this paper are unclear, and are
not counted in tables below.

Barbagli et al. (2016) present a collection of es-

says called CItA corpus written by Italian L1 learn-
ers (Corpus Italiano di Apprendenti L1) from the
first and second years of lower secondary school.
In addition, they report a three-level error annota-
tion scheme for errors made by L1 Italian learners:
(i) macro-class of error (grammatical, othrographic
and lexical); (ii) class of error (verb, prepositions,
monosyllables); and (iii) type of modification (mis-
use of verb with respect to verbal tense). There
are therefore four levels in the underlying taxon-
omy, and a total of 21 leaf nodes. Figure 15 in
Appendix B shows the taxonomy from the paper.

Himoro and Pareja-Lora (2020) propose a
spelling error taxonomy for Zamboanga Chaba-
cano (ZC) formalised as an ontology and an adap-
tive spell checking approach using character-based
statistical MT. First, an iterative process is applied
to samples of the CWZCC corpus for categorising
different spelling errors. Second, the errors are clas-
sified to create an error taxonomy. It is observed
that spelling errors get more complex as one goes
deeper down the tree. The taxonomy has eight lev-
els and 14 leaf nodes. and is shown in Figure 16 in
Appendix B.

Caines et al. (2020) introduce a corpus of one-
to-one online chatroom conversations from lessons
between teachers and learners of English which is
known as the Teacher-Student Chatroom Corpus
(TSCC). A set of 24 error types is determined on
the basis of the grammatical error correction of
texts in the corpus. The set is shown in Figure 17
in Appendix B.

Korre et al. (2021) introduce ERRANT which
is a toolkit that annotates texts and offers error
typing with detailed feedback for L2 learners of
Greek. Annotation is based on a rule-based error
type framework that distinguishes (i) error descrip-
tion (Unnecessary, Replacement and Missing), and
(ii) error type. The latter disinguishes 16 error
types.

4 Properties of Error Annotation
Schemes

In order to be able to compare different error
annotation schemes and draw conclusions about
their similarities and differences, we labeled each
scheme in terms of (i) whether it was designed for
machine or human generated text; (ii) whether it
contained error types related to semantic accuracy,
fluency or both; (iii) NLP system task; (iv) purpose
of the annotation that was carried out; and (v) de-
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tails of how many error labels and how many hierar-
chical levels there are in the scheme. We describe
the first two in Section 4.1 below, the third and
fourth in Section 4.3, and the last in Section 4.2.

The results of labelling the 22 annotation
schemes with these labels are presented in Sec-
tion 4.4.

4.1 Text type and error type

We categorise each paper in terms of the (i) text
type, and (2) error type addressed. Regarding the
former, we group the error annotation schemes
in our survey into those developed for machine-
generated text (MGT) and those developed for
human-generated text (HGT), according to the fol-
lowing definitions:

• Machine generated texts (MGT) i.e. syn-
thetic texts generated by a system or a model
based on pre-defined rules or algorithms, in-
cluding MT, text summarisation, story genera-
tion etc. Errors like mistranslation, omission
or arbitrary content addition, etc. are observed
frequently in annotation schemes for this text
type. Figure 7 in the Appendix provides ex-
amples of typical errors.

• Human generated texts (HGT) include refer-
ence texts for evaluating systems, and training
corpora for various downstream NLP tasks.
The nature of the text depends on its intended
purpose and oftentimes, they are used for eval-
uation of the models we build. Compared to
MGT, HGTs are less prone to semantic er-
rors. However, it cannot be generalised that
all human generated texts are of good quality,
and semantic errors do occur. Figure 16 in
the Appendix provides examples of errors in
human-generated texts.

We further categorise error annotation schemes in
terms of the broad error type(s) addressed. Here
we use ‘accuracy’ and ‘fluency’ as shorthand for
content type errors as per Figure 2, and non-content
type errors, respectively. These two terms are used
frequently in the MT literature, e.g. in the Multi-
dimensional Quality Metrics (MQM) framework
(Lommel et al., 2014) where they are defined as
follows:

• Accuracy: Errors where the target sentence
does not correspond to the source text due
to omission, distortion or addition to the

text. Error types include mistranslation, over-
translation, under-translation, untranslated,
omission, and addition.

• Fluency: Errors related to grammar and style.
Examples include errors relating to spelling,
punctuation, grammatical rules, inconsistent
style, unidiomatic style etc.

4.2 Structure of annotation scheme
We also categorised error annotation schemes in
terms of two structural properties:

1. The number of different error types in-
cluded in an annotation scheme, for which we
use a standardised definition as the number of
nodes in the tree including the root;

2. The depth of the hierarchical structure un-
derlying the scheme. If there is no underlying
hierarchical structure, then depth=1. Depth
= levels - 1, where levels are the number of
nodes in the longest path from root to the leaf
nodes.

4.3 NLP task and annotation scheme purpose
We distinguish the following NLP System Tasks,
abbreviated as indicated in square brackets in ta-
bles below: Machine Translation [MT], Text Sum-
marisation [TS], Textual Summarisation of source
code [TS(SC)], Type-level Universal Morpholog-
ical Reinflection Task [MI], Automatic Transla-
tion Error Correction [EC(T)], Text Normalisation
[TN], Grammar Error Correction [EC(G)], Morpho-
logical Error Detection and Classification [MDC],
Error Generation [EG], None (Corpus Linguistics)
[N(CL)], Dialogue [D], Error Type Classification
[ETC] and Spelling Error Correction [EC(S)].

NLP System Task also includes the following
automatic forms of error annotation: Automatic
Error Annotation for Dataset Creation [EA(D)],
Automatic Error Annotation of System outputs for
evaluation [EA(S)], Automatic Corpus Error an-
notation/analysis [CE]. The NLP System Task is
defined for what the error annotation scheme is
used for in its respective papers.

Inspired by Machine Translation (MT) research
which takes a very structured approach to error
analysis (Stymne and Ahrenberg, 2012; Kopo-
nen, 2010), error classification (Vilar et al., 2006;
Popović and Burchardt, 2011; Popović, 2021),
and building error taxonomies (Costa et al., 2015;
Al Sharou and Specia, 2022), we also categorise
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1. Costa et al. (2015) MGT MT D D 36 4 EAn+EA+EC
2. Al Sharou and Specia (2022) MGT MT D 8 1 EAn+E(S)
3. Caseli and Inácio (2020) MGT MT D D 17 2 EAn+EA+E(S)
4. Federico et al. (2014) MGT MT D D 5 1 EAn+EA
5. He et al. (2021) MGT EA(D) D 32 2 EAn+EA+E(S)
6. Belkebir and Habash (2021) MGT EA(S) D 34 2 EAn+EA
7. Huang et al. (2020) MGT TS D D 11 2 EAn+E(S)
8. Di et al. (2019) MGT MI D 5 2 EAn+EA+E(S)
9. Mahmud et al. (2021) MGT TS(SC) D 39 2 EAn+E(S)
10. Costa et al. (2012) MGT CE D D 11 2 EAn+EA+E(C)
11. Macklovitch (1991) MGT MT D D 23 2 EAn+E(S)
12. Lin et al. (2022) HGT EC(T) D 7 2 EAn+E(C)+E(S)
13. van der Goot et al. (2018) HGT TN D 20 3 EAn+E(S)
14. Ng et al. (2014) HGT EC(G) D 29 1 EAn+E(S)
15. Dickinson and Herring (2008) HGT MDC D 11 2 ED+EA
16. Dickinson (2010) HGT EG D 14 3 EAn+E(C)
17. Nagata et al. (2018) HGT EC(S) D D 14 1 EAn+E(C)+EC
18. Gayo et al. (2016) HGT CE D D 4 1 EAn+E(C)
19. Barbagli et al. (2016) HGT N(CL) D D 35 3 EAn+E(C)
20. Himoro and Pareja-Lora (2020) HGT EC(S) D 39 7 EAn+E(C)+EC
21. Caines et al. (2020) HGT D D 25 1 EAn+E(C)
22. Korre et al. (2021) HGT ETC D 17 1 EAn+E(C)+EC

Table 1: Overview table of properties of the error annotations schemes surveyed (for explanation of abbreviations
see Table 3 and in text).

our error annotation schemes in terms of the Pur-
pose for which an error annotation scheme was
created as follows: Error Classification is EC, Er-
ror Annotation is EAn, Evaluation for systems is
E(S), Evaluation for corpus errors is E(C), Error
Detection is ED and Error Analysis is EA. The
purpose is defined for what the error annotation
scheme that was created is used as in its respective
papers.

4.4 Labelled annotation schemes

Table 1 shows each of the 22 surveyed papers along-
side their individual labels. Columns 3 and 4 in-
dicate text type and NLP Task, Columns 5 and 6
whether Accuracy or Fluency is addressed, and the
last three columns show number of different Error
Types, Depth, and Purpose for which the scheme
was created, respectively, all as defined in the pre-
ceding section.

As can be seen, there is an even distribution of
papers over text type addressed (HGT vs. MGT).
Moreover, none of the 11 papers addressing HGT
address only accuracy errors, most address only
fluency (8 out of 11), and just three address both

accuracy and fluency errors. For the 11 MGT pa-
pers, we have a fair mix of different types of errors
i.e., three address only accuracy errors, two only
fluency errors, and six address both. Determining
the number of error types and the depth of the hi-
erarchy (if any) has been a challenge due to lack
of clarity within the papers. For example, Gayo
et al. (2016) do not mention the error sub-types in
the taxonomy clearly which makes counting them
difficult. This means we have provided an estimate
in some cases.

All 22 papers have a combination of purposes
for which the scheme was created (last column).

5 Discussion

5.1 Trends Observed

Table 2 presents the overall trend in different types
of semantic errors included in error annotation
schemes over the years in our surveyed papers. We
mark as 1 if we encounter any one of the semantic
error types from Figure 2 in a paper (each paper
can have more than one semantic error type). For
example, we have a count of 4 for arbitrary content
addition errors from 2020 which means four papers
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Arbitrary content addition (h) 1 1 1 1 1 1 4 4 1 15
Omission (o) 1 1 1 1 1 4 4 1 14
Replacement (re) 1 1 4 2 2 10
Repetition (r) 1 1 2 2 1 7
TOTAL 3 2 3 3 2 2 14 12 5 46

Table 2: Number of taxonomies that incorporated each of the four high-level semantic error types from Figure 2,
shown per publication year in our set of 22 papers.

Purpose (Paper)[Sem. Error] MGT HGT
Error Analysis & Error Annotation (EA+EAn) (4,6)[h,o,re] D
Error Detection & Error Analysis (ED+EA) (15)[n] D
Evaluation of systems & Error Annotation (E(S)+EAn) (2,7,9,11,13)[h,o],(2,11)[re],

(7,9)[r],(14)[n]
D D

Error Annotation & Error Analysis & Error Classification
(EAn+EA+EC)

(1)[h,o,r] D
Evaluation of corpus errors & Error Annotation (E(C)+EAn) (19,21)[o],(21)[h,re],

(16,18)[n]
D

Error Annotation & Error Analysis & Evaluation of systems
(EAn+EA+E(S))

(3,5)[h,o,r],(3)[re],(8)[n] D
Error Annotation & Error Analysis & Evaluation of corpus errors
(EAn+EA+E(C))

(10)[h,o] D
Error Annotation & Evaluation of corpus errors & Evaluation of systems
(EAn+E(C)+E(S))

(12)[re] D
Error Annotation & Evaluation of corpus errors & Error Classification
(EAn+E(C)+EC)

(20,22)[h,o,re], (17)[n] D
Table 3: For each (combination of) purpose(s) in the 22 surveyed papers, the taxonomies to which it applies (round
brackets), and the semantic error types covered by each of those taxonomies [square brackets]. We also show text
type to which each (combination of) purpose(s) applies.

address such errors in the year 2020. The paper
IDs are taken from Table 1.

Four out of the five papers in our survey pub-
lished more than ten years ago (2012 and ear-
lier) are categorised as HGT (except the paper by
Macklovitch (1991) which is categorised as MGT),
and do not report any semantic errors in their error
annotation scheme. In addition, another paper, by
Di et al. (2019), grouped under MGT, also does not
report any semantic errors. We observe a total of
46 semantic error types reported in the papers from
our survey.

Table 3 shows in the first column, all the combi-
nations of purposes for which an error annotation
scheme was created that we encountered in our 22
surveyed papers. The second column shows pa-
per number (e.g. "(15)"), type of semantic errors
addressed in each paper (e.g. "[h, o, r]") or none
("[n]"). The last two columns show text type (HGT
vs. MGT).

We observe that papers where text type is MGT
typically address one or more semantic errors (10

out of 11 papers), except for the paper by Di et al.
(2019) whose purpose is error analysis and evalua-
tion of systems. Half of the papers labelled HGT
do not address any semantic errors. The other half
of the papers with error annotation and evaluation
of corpus or error classification as purpose in HGT
addresses semantic errors. The statistics of how
many papers address each of the high-level seman-
tic error types in the MGT and HGT groups can
easily be seen in Figure 1.

Table 2 shows the high-level semantic error types
reported in each year in our survey. It is inter-
esting to observe that addressing semantic errors
has become increasingly frequent in very recent
years.3 One reason is likely to be the shift from
controlled pipeline approaches to end-to-end neural
approaches for many NLP tasks.

3Note that we performed the ACL Anthology search in
August, so we may be missing some papers from 2022.
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5.2 Observations
In this section, we discuss the issues we observed
in labelling the error annotation schemes and tax-
onomies in our survey. We summarise these obser-
vations from the perspective of semantic errors as
follows:

1. Lack of standardisation across schemes
(e.g., definition, examples) is observed which
hampers deriving a standardised framework
for semantic errors. We found that 11 out of
22 papers (50%) mention only the name of
an error type or its sub-type without defin-
ing them at all. It is highly observed in
the HGT group, with eight out of 22 pa-
pers. In some cases it is difficult to categorise
schemes/taxonomies in terms of the high-level
error type(s) from Figure 2.

2. Differing and/or incompatible error names
and definitions: In our survey, we encoun-
tered only two papers (Dickinson and Herring,
2008; Dickinson, 2010) with mutually com-
patible error type definitions and these are by
the same first author. For the remaining pa-
pers, either the error definitions means the
same but the error term is different, or vice
versa.

3. Borderline error types that cannot clearly
be assigned either to semantic accuracy or
to fluency. Categorising the error annotation
schemes for which this is the case in the sur-
vey as accuracy and/or fluency errors is some-
times difficult due to the (lack of) provided
definitions, examples, etc. We found 12 out of
22 papers (which is more than 50%) to be dif-
ficult to categorise which corresponds to three
out of 11 papers for the MGT group, and 9 out
of 11 papers for HGT. This difficulty implies
an unclear boundary between accuracy and
fluency types of errors.

Further interesting observations can be drawn from
Table 1 and Table 3 concerning the relationship
between semantic errors on the one hand, and text
types (MGT, HGT) and broad errors types (accu-
racy and fluency), on the other. Nine out of 11
papers in the MGT group address either accuracy
error types only (3/9), or accuracy error types to-
gether with fluency error types (6/9). Arbitrary
content addition (currently more commonly known
as hallucination) and omission are the most com-
mon semantic errors reported and we see them in

all nine papers under the MGT group. Repetition
(in combination with other semantic errors) is the
next frequently reported semantic error and we see
it in five out of nine papers under the MGT group.
Meanwhile, three papers in the HGT group address
both accuracy and fluency error types with only
one paper out of the three addressing omission.

Part of the motivation for conducting this survey
was to use it as a starting point in creating our own
semantic error taxonomy for annotating errors in
output text in data-to-text generation. Our original
aim was to base our taxonomy on common error
types found in the literature, but, as we have seen in
this paper, there is little agreement between existing
error taxonomies beyond a distinction at the high-
est level between accuracy and fluency type errors,
and accuracy further dividing into (a) arbitrarily
content addition (currently more commonly known
as hallucination), (b) omission, (c) replacement,
and (d) repetition. Our next step will be to take this
as a starting point and add lower taxonomy levels
as required for data-to-text generation, while try-
ing to incorporate as much common ground from
the literature as possible. Another consideration
will be that we wish to use the resulting error tax-
onomy both in performing manual error analysis,
and for providing the categories in automatic error
detection.

6 Conclusion

We conducted a structured survey of work on er-
ror type annotation schemes (with a focus on error
taxonomies), as reported in papers from the ACL
Anthology. We observed a number of issues while
analysing the papers in our survey which we char-
acterised in terms of (1) lack of standardisation,
(2) differing/incompatible error names and defini-
tions across different papers, and (3) borderline
error types which resist being classified as either
fluency or accuracy related. We found that the latter
is mostly observed in error annotation for human-
generated text rather than machine-generated. We
conducted our study from the perspective of seman-
tic error annotation, as we plan to build on it in
future work on developing an error taxonomy of
semantic error types for data-to-text generation.
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A Appendix: Error Annotation Schemes
for Machine Generated Text (MGT)

In this section, we present entire taxonomies and
examples of individual errors for error annotation
schemes developed for HGT and extracted from
the 22 surveyed papers briefly summarised in
Section 3.

Costa et al. (2015) present the taxonomy found in
Figure 3. Below are some error examples extracted
from the paper:

Example 1: Spelling error in Orthography level

Example: Spelling error

EN: Basilica of the Martyrs

EP: Basílica dos *Mátires

Correct translation: Basílica dos Már-
tires

Example 2: Omission error (content word) in
Lexis level

Example: Omission error (content
word)

EN: In his inaugural address, Barack
Obama

EP: No seu * inaugural, Barack Obama

Correct translation: No seu discurso
inaugural, Barack Obama

Example 3: Addition error (content word) in
Lexis level

Example: Addition error (content word)

EN: This time I’m not going to miss

EP: Desta vez *correr não vou perder

Correct translation: Desta vez não vou
perder

Figure 3: Figure of taxonomy extracted from (Costa
et al., 2015).

Al Sharou and Specia (2022) define seven main
categories as mentioned in Section 3. Here are
some error examples extracted from the paper:

Example 1: Deviation in toxicity (TOX)

ST: Your killing the fucking planet.

MT-ed text: May the damn planet kill
you.

Translation into Arabic by Systran

Example 2: Deviation in health/safety risks
(SAF)

ST: I Know two teenagers that suffer
from gerd it is a big problem for these
people!

MT-ed text: I Know two teenagers that
suffer from root disease it is a big prob-
lem for these people!

Translation into Chinese by GT.

Example 3: Deviation in named entities (NAM)

ST: Your fucking ass doesn’t know shit
about it AT ALL.Rocky.

MT-ed text: Your fucking ass doesn’t
know shit about it AT ALL.rock.

Translation into Italian by Bing
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Caseli and Inácio (2020) presents a taxonomy
found below:

1. Syntactic errors

• Number agreement
• Gender agreement
• Verb inflection
• PoS

|item Lexical errors

• Extra word
• Absent word
• Not translated word
• Incorrectly translated word

2. N-gram

• Absent n-gram
• Not translated n-gram
• Incorrectly translated n-gram

3. Reordering

• Order

He et al. (2021) present a taxonomy found in
Figure 4.

Figure 4: Figure extracted from (He et al., 2021) of
level-1 and level-2 error types in TGEA which is an
error annotated dataset.

Belkebir and Habash (2021) present a taxonomy
found in Table Figure 5.

Huang et al. (2020) show PolyTope with each er-
ror types on a three-coordinates for syntactic and

Figure 5: Figure of ARETA which is an error annotation
system extracted from (Belkebir and Habash, 2021).

semantic roles which is found in Figure 6 and some
examples extracted from the paper are found below.

Example 1: Inaccuracy Intrinsic

“Pittsburgh Union Station is 10 kilome-
ters from Exhibition Center and 3 kilome-
ters from the University of Pittsburgh” in
the source but “Pittsburgh Union Station
is 3 kilometers from Exhibition Center”
in the output.

Example 2: Inaccuracy Extrinsic

it is described as “Pittsburgh Union Sta-
tion, also known as Pittsburgh South
Station” in the output but “Pittsburgh
South Station” is neither mentioned in
the source text nor exists in the real
world.

Example 3: Positive-Negative Aspect

“push a button” summarized as “don’t
push a button”, “non-slip” summarized
as “slip”. This category applies only to
actions and modifiers and refers to omit-
ted or added negative particles.

Di et al. (2019) presents an error taxonomy found
below.

1. Target errors: Target word errors are ’due to
errors in the Wiktionary source data and incor-
rect extraction of paradigm tables.’

2. Prediction errors
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Figure 6: Figure of PolyTope with each error types
on a three-coordinates for syntactic and semantic roles
extracted from (Huang et al., 2020).

• nonce-word errors: Nonce word errors
are ’due to illegal words, i.e. situations
when the string generated by a system
does not exist in Tibetan.’

• allomorphy errors: Allomorphy errors
are considered for verb inflection and di-
acritics for Tibetan language.

Mahmud et al. (2021) present a taxonomy found
in Figure 7.

Figure 7: Figure of taxonomy of errors between the
generated summaries and ground truth extracted from
(Mahmud et al., 2021).

Costa et al. (2012) present a taxonomy and exam-
ples below:

The error taxonomy is as follows:

1. Missing words (when one or more words are
missing in the translation)

• Missing word fillers
• Missing content words

2. Word order (when reordering model is unable
to produce a reordering of the sentence)

3. Incorrect words (when a translation engine is
unable to produce a correct translation of a
word or expression)

• Lexical choice
• Disambiguation
• Incorrect form
• Extra words
• Idiomatic Expressions

4. Unknown words (when the translation engine
could not find the translation in the target lan-
guage and keeps the words or expressions in
the source language).

Example extracted from the paper in Figure 8:

Figure 8: Examples of word order error extracted from
(Costa et al., 2012)

Macklovitch (1991) presents an error tabulation
for its taxonomy in Figure 9.

B Appendix: Error Annotation Schemes
for Human Generated Text (HGT)

In this section, we present entire taxonomies and
examples of individual errors for error annotation
schemes developed for HGT and extracted from
the 22 surveyed papers briefly summarised in
Section 3.

Lin et al. (2022) present a taxonomy based on
error correction and each edit belongs to one of
the three types listed below. Figure 10 show error
types and examples extracted from the paper.

The error taxonomy in Lin et al. (2022) is

1. Monolingual edits (identifiable from the target
side of the text)

• typos (spelling, punctuation, spacing and
orthographic issues)

• grammar
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Figure 9: Figure of taxonomy extracted from
(Macklovitch, 1991)

• fluency

2. Bilingual edits (mismatch between source
and target text) Eg, under-translation, mis-
translation.

3. Preferential edits (based on the preference of
the customer) Eg, terminology, style prefer-
ence.

van der Goot et al. (2018) present a taxonomy;
below are a few examples of errors.

Example 1: Typographical error

spirite|→spirit, com-
plaing|→complaining, throwg|→throw

Example 2: Repetition

soooo|→so, weiiiiird|→weird

Example 3: Unknown

Figure 10: Figure of error taxonomy for ACED corpus
with examples extracted from (Lin et al., 2022).

Figure 11: Figure of taxonomy extracted from (van der
Goot et al., 2018).

skepta|→sunglasses, putos|→photos

Ng et al. (2014) present an error annotation scheme
and a few examples below.

Figure 12 includes extracted error categories and
its examples from the paper. Here are some exam-
ples extracted from the paper:

Example 1: Verb tense (Vt)

Medical technology during that time [is
→ was] not advanced enough to cure
him.

Example 2: Word form (Wform)

The sense of [guilty → guilt] can be more
than expected.

Example 3: Unclear meaning (Um)

Genetic disease has a close relationship
with the born gene. (i.e., no correction
possible without further clarification.)

Dickinson and Herring (2008) presents a taxon-
omy for Russian verbal morphology:

1. Inappropriate verb stem

• Always inappropriate
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Figure 12: Figure of taxonomy extracted from (Ng et al.,
2014).

• Inappropriate for this context

2. Inappropriate verb affix

• Always inappropriate
• Always inappropriate for verbs
• Inappropriate for this verb

3. Inappropriate combination of stem and affix

4. Well-formed word in inappropriate context

• Inappropriate agreement features
• Inappropriate verb form (tense, perfec-

tive/imperfective, etc.)

Dickinson (2010) present an error taxonomy in
Figure 13.
Nagata et al. (2018) present a spelling error anno-
tation scheme in Figure 14.
Barbagli et al. (2016) present error annotations
and examples in Figure 15.
Himoro and Pareja-Lora (2020) present an error
taxonomy and examples in Figure 16.

1. Abbreviation (ABR) in Intentional errors are
due to omission of letters or use of homo-
phones letters and/or numbers to replace syl-
lables. Example, kme->kame.

2. Omission (OMS) in unintentional errors are
due to deletion of letter from a word without
an explanation. Example, Chaacano -> Chava-
cano.

Figure 13: Figure of taxonomy extracted from (Dickin-
son, 2010)

Figure 14: Figure of spelling error and corresponding
treatment extracted from (Nagata et al., 2018).

Caines et al. (2020) present the error types deter-
mined by grammatical error correction of texts in
TSCC in Figure 17.
Korre et al. (2021) present an error annotation
scheme in Figure 18.
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Figure 15: Figure of error annotations and examples
extracted from (Barbagli et al., 2016)

Figure 16: Figure of spelling error taxonomy for ZC
extracted from (Himoro and Pareja-Lora, 2020)

Figure 17: Figure of the error types determined by gram-
matical error correction of texts in TSCC extracted from
(Caines et al., 2020)

Figure 18: Figure of ELERRANT and human error type
annotation guide extracted from (Korre et al., 2021).
The error types with (*) do not exist for human annota-
tion scheme and the last two error types do not exist in
the ELERRANT annotation scheme.
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