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Introduction

Welcome to FinNLP-2022, the 4th Workshop on Financial Technology and Natural Language Proces-
sing! Since this year, FinNLP has become a twice-a-year workshop and is colocated with IJCAI and
EMNLP. This workshop aims to provide a forum for sharing the latest Interdisciplinary results from ei-
ther the financial domain’s or the NLP field’s perspective.

In FinNLP-2022, we have a keynote (Knowledge-Based News Event Analysis and Forecasting) from
Dr. Oktie Hassanzadeh, a Senior Research Staff Member at IBM T.J. Watson Research Center, and
an overview of recent FinNLP studies from the FinNLP organizer. The accepted papers cover various
topics, including emerging trend identification, intent classification, market information prediction, sen-
timent analysis, digital strategy maturity assessment, and so on. Several kinds of financial documents are
explored, such as the transcriptions of earnings calls, social media data, and news articles. The shared
task participants share several approaches for evaluating the rationales of amateur investors. We hope the
audiences of FinNLP-2022 can learn the latest tendency, and also have a comprehensive understanding
of where we are now in financial opinion scoring.

FinNLP-2022 is the result of a collaborative effort of the FinNLP community. We would like to thank
our Program Committee - Hiroki Sakaji, Emmanuele Chersoni, Kiyoshi Izumi, Pablo Duboue, Juyeon
Kang, Paulo Alves, Luciano Del Corro, Chuan-Ju Wang, Ismail El Maarouf, Damir Cavar, Paul Buite-
laar, and Jinhang Jiang - for their help in providing feedback on submissions and selecting the papers.
We would also like to thank all authors from 10 countries in both academia (16 institutions) and industry
(8 companies) for sharing their insightful results in FinNLP-2022.

Welcome and hope you all enjoy FinNLP-2022.

Chung-Chi Chen (AIST, Japan)
Hen-Hsen Huang (Academia Sinica, Taiwan)
Hiroya Takamura (AIST, Japan)
Hsin-Hsi Chen (National Taiwan University, Taiwan)
FinNLP-2022 Organizers

Acknowledgment FinNLP-2022 is supported by a project JPNP20006, commissioned by the New Ener-
gy and Industrial Technology Development Organization (NEDO), and was partially supported by Na-
tional Science and Technology Council, Taiwan, under grants MOST 110-2221-E-002-128-MY3 and
MOST 110-2634-F-002-050-.
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Keynote Talk: Knowledge-Based News Event Analysis and
Forecasting
Oktie Hassanzadeh

IBM T.J. Watson Research Center

Abstract: In this talk, I will present our ongoing work at IBM Research on building a toolkit for news
event analysis and forecasting. The toolkit is powered by a Knowledge Graph (KG) of events curated
from structured and textual sources of event-related knowledge. The toolkit provides functions for 1)
mapping ongoing news headlines to concepts in the KG, 2) retrieval, reasoning, and visualization for
causal analysis and forecasting, and 3) extraction of causal knowledge from text documents to augment
the KG with additional domain knowledge. Each function has a number of implementations using state-
of-the-art neuro-symbolic techniques. I will go over a number of use cases for the toolkit, including use
cases in finance and enterprise risk management.

Bio: Dr. Oktie Hassanzadeh is a Senior Research Staff Member at IBM T.J. Watson Research Center.
He is the recipient of several academic and corporate awards, including a top prize at the FinCausal-2022
Shared Task, a top prize at the Semantic Web Challenge at ISWC conference, and two best-paper awards
at ESWC conferences. He has received his M.Sc. and Ph.D. degrees from the University of Toronto,
where he received the IBM PhD fellowship and the Yahoo! Key Scientific Challenges awards. He is also
a two-time recipient of the first prize at the Triplification Challenge at the SEMANTiCS Conference for
his projects in the areas of Semantic Technologies and Linked Data. For more information, refer to his
home page: http://researcher.watson.ibm.com/person/us-hassanzadeh
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Abstract
Identifying and exploring emerging trends in
news is becoming more essential than ever with
many changes occurring around the world due
to the global health crises. However, most of
the recent research has focused mainly on de-
tecting trends in social media, thus, benefiting
from social features (e.g. likes and retweets
on Twitter) which helped the task as they can
be used to measure the engagement and dif-
fusion rate of content. Yet, formal text data,
unlike short social media posts, comes with a
longer, less restricted writing format, and thus,
more challenging. In this paper, we focus our
study on emerging trends detection in finan-
cial news articles about Microsoft, collected
before and during the start of the COVID-19
pandemic (July 2019 to July 2020). We make
the dataset accessible and we also propose a
strong baseline (Contextual Leap2Trend) for
exploring the dynamics of similarities between
pairs of keywords based on topic modeling and
term frequency. Finally, we evaluate against
a gold standard (Google Trends) and present
noteworthy real-world scenarios regarding the
influence of the pandemic on Microsoft.

1 Introduction

Digital news, through many means of diffusion (on-
line publishing platforms, social media, blogs, etc.)
is considerably influential, as it not only shapes and
forms public opinion but can also be a factor in the
decision-making process of many industries that
uses technology to improve activities and perfor-
mance. Therefore, discovering hidden themes and
trends residing in news data is essential to improve
analyzing and managing development directions
for many companies. The importance of identify-
ing new trends before they emerge is further em-
phasized with the world-changing surrounding the
health crisis triggered by the COVID-19 pandemic.

Emerging trend detection is the task of automati-
cally extracting topics that are gaining attention and

on the verge of being trending (Dang et al., 2016).
Emerging topics usually indicate contents that are
more popular in a short period, while growing in
interest and utility over time. Moreover, topics that
become a trend can either be short-lived or last for
a long time depending on the nature of the event
(e.g., traffic accidents, natural disasters, election
campaigns, regulation enforcement, etc.).

Based on the platform of publication, the data
used for detecting emerging trends can be classified
into two classes: social media text and formal text.
Corpora crawled from social media usually contain
text that is short, concise and usually include social
features (e.g. likes and retweets in Twitter) which
benefits the task as they can be used to measure
the engagement and diffusion rate of content. Be-
cause of this fact, data from social media has been
extensively studied in various research (Peng et al.,
2018).

However, formal text data, unlike the short sub-
300 characters social media posts, comes with
longer, less restricted writing format, yet does not
include any social features (e.g., news articles, of-
ficial documents, reports). Because of these dif-
ferences, emerging trend detection on such data
is rather under-researched. While there exist stud-
ies on financial data (Borsje et al., 2010; Malik
et al., 2011) and news articles (Liu et al., 2020),
most of them are based on techniques such as la-
tent Dirichlet allocation (LDA) topic modelling
(Behpour et al., 2021; Bissoyi et al., 2020), term
frequency-inverse document frequency (TF-IDF)
weighting technique (Zhu et al., 2019; Santis et al.,
2020), or different clustering types (Cao et al.,
2018; Li et al., 2020) for the identification of either
“hot” topics or emerging themes.

Therefore, in this paper, our main contributions
of our study are: (1) We build a dataset from the
Bloomberg’s Event Driven Feeds (EDF), contain-
ing news about Microsoft in the time interval from

1



July 2019 to July 2020, which is the time period
from six-month before and six-month after the
COVID-19 outbreak. (2) We combine term TF-
IDF and LDA for a more precise generation of
keywords (bi-grams). (3) We utilize the latest con-
textual embeddings to represent the real temporal-
ity and variation of the semantics during different
periods. (4) We make the dataset accessible along
with the snapshot of Google Trend data used in our
evaluation1.

The article is organized as follows. Section 2
discusses related work on emerging theme detec-
tion. Section 3 describes the data and explains our
approach for detecting emerging trends in financial-
based data and the experimental setup is established
in Section 4 alongside with the evaluation metrics
and the detailed analysis regarding the impact of
the pandemic on Microsoft. Lastly, Section 5 con-
cludes the article with remarks and points to future
work.

2 Related Work

Trend Detection in Formal Datasets The gen-
eral direction for trend detection in formal text data
is to use statistical methods (Hughes et al., 2020;
Daud et al., 2021), topic modeling (Bolelli et al.,
2009; Behpour et al., 2021), and clustering (Liu
et al., 2020; Linger and Hajaiej, 2020) Using fi-
nancial business patents, the research by Lee and
Sohn (2017) aimed to identify emerging technol-
ogy trends by applying latent Dirichlet allocation
(LDA) with an exponentially weighted moving av-
erage of LDA probability, which affects whether
a topic is “hot” or “cold”. A refined version of
TF-IDF, proposed by Zhu et al. (2019), aims to dis-
cover “hot” topics according to “hot” terms based
on time distribution information, user attention,
and K-means clustering. Unlike previous work
that tackled trend detection in official documents
and newspapers, others focused on proposing new
approaches using research and scientific papers,
documents that generally contain citations and bib-
liographies that could be considered as additional
features (Nie and Sun, 2017; Xu et al., 2019; He
et al., 2009; Griol-Barres et al., 2020). However,
exploiting bibliographies can have disadvantages
in timeliness and content analysis, as discussed
by (Dridi et al., 2019). The authors further pro-

1The snapshot of Google Trend used in this pa-
per can be found at: https://github.com/nnkhoa/ms-
edf-evaluation. Please contact thierry.delahaut@
labanquepostale-am.fr for the data.

posed an approach, called Leap2Trend using tem-
poral word embedding that was generated by be-
ing trained on the data in an initial period of time,
and then fine-tuned in the upcoming time frames.
This approach also tracked the similarities between
pairs of keywords over time, which yielded results
suggesting the robustness and timeliness character-
istics of the Leap2Trend.

Detecting Trends in COVID-19 Pandemic Re-
cent works have also been conducted within the
period of the COVID-19 pandemic to study emerg-
ing trends within certain communities and gauge
the impact of the outbreak through social media
text (Kassab et al., 2020). Santis et al. (2020) em-
ployed term-frequency analysis, calculate nutrition
and energy metrics, while also using social features
in order to extract hot terms and build a topic graph
through co-occurrence analysis using Twitter data
in Italy. Another research targeted peer-review pa-
pers regarding the COVID-19 virus and apply word
embeddings and machine learning models to track
novel insight surrounding the spreading of the virus
(Pal et al., 2021).

3 Methodology

For the current study, we built a dataset by ex-
tracting a portion of the Event-Driven Feeds (EDF)
data, a proprietary dataset provided by Bloomberg2.
Bloomberg L.P. provides financial software tools
and enterprise applications such as analytics and
equity trading platform, data services, and news to
financial companies and organizations. The EDF
data is massive and contains more than ten years
of news collection that Bloomberg published in
multiple languages from 2010 up until the present.

3.1 Data

Considering the scope of the research, specific time
frames and a company were chosen as follows: we
studied the period from July 2019 to July 2020 - six
months before the COVID-19 outbreak up until its
peak, split into monthly collections of news. This
is a very particular time span since the COVID-19
triggered a massive global health crisis and drasti-
cally changed people’s lifestyle, which created new
trends.

For the specific company, we chose Microsoft
which, at the time of writing this article, was known
to play a major role in remote working trends dur-

2https://www.bloomberg.com

2

https://github.com/nnkhoa/ms-edf-evaluation
https://github.com/nnkhoa/ms-edf-evaluation
thierry.delahaut@labanquepostale-am.fr
thierry.delahaut@labanquepostale-am.fr
https://www.bloomberg.com


Figure 1: Summary of Contextual Leap2Trend.

ing the pandemic by providing a stable and conve-
nient platform for online workplace communica-
tion. Moreover, Microsoft is widely known as one
of the leading companies in the field of cloud com-
puting. Hence, it is interesting to investigate how
trends in Microsoft shifted during the pandemic. It
is important to note that while the choice of collect-
ing news involving Microsoft was deliberate, any
company could have been selected for our study
given enough background knowledge about such
company.

With these criteria, we extracted a total of 11,923
news articles about Microsoft within the said time
span. The data has an enormous surge in the num-
ber of articles during the month of October 2019,
which consisted of around 7,500 documents and
accounted for more than 60% of the total volume.
In contrast, the number of documents during the
beginning phase of the COVID-19 pandemic, in the
span of 7 months from January 2020 to July 2020,
is much lower in comparison. Averaging at about
300 articles per month, the period, the 7-month
period only consisted just under 17% of the total
amount of articles in the dataset. With these fig-
ures, it is expected that October 2019 could be the
month that Microsoft started a trend due to the huge
spike in news articles volume, while the COVID-19
period may seem uneventful to the company.

3.2 Contextual Leap2Trend

Our approach adapts the Leap2Trend method pro-
posed by Dridi et al. (2019) on detecting emerging
themes in scientific papers, to financial-based doc-
uments in our case, and we refer to it as Contextual
Leap2Trend. The authors generated keywords rep-
resentations were in different periods of time using
static embeddings. Afterward, they assessed the
similarity evolution of keyword pairs over time to
depict which keywords are trending, thus forming
topics based on the closeness between keywords.
Leap2Trend also tackled the matter of lacking a
gold standard to evaluate the result of trend de-

tection by using Google Trends3. Google Trends
collects search data of keywords and present them
as interest rate over time, starting from 2004 to
the present, which can be used to project emerging
trends prediction results to gauge the performance
of the system.

Nonetheless, Leap2Trend has some disadvan-
tages that needed to be addressed. First and fore-
most, Leap2Trend used a straightforward approach
to extract the main keywords by inspecting titles
of scientific papers for the most frequent bi-grams.
The solution is justified by the fact that titles from
scientific publications are written with the purpose
of being self-explanatory and conveying the meth-
ods/problems clearly. The writing style leads to
titles often containing a substantial amount of key-
words. News articles, on the other hand, have con-
densed headlines that will only be expanded further
in the main content of the documents, where most
keywords reside. Thus, using raw frequency to ex-
tract keywords is inefficient due to noisy text over-
shadowing important phrases. Secondly, unlike in
the scientific corpus that Leap2Trend used, where
the context (which is mostly about the computer
science field) is rather consistent, news collection,
however, can contain numerous subjects ranging
from technology, finance, economy to media.

Thus, with Contextual Leap2Trend, we propose
to address the aforementioned disadvantages and
to adapt them to our dataset an approach that is
detailed in Figure 1 with the following steps: First,
we pre-process our dataset to remove unwanted text
in order to focus on the main content of the news
article and divided the whole corpus into monthly
sub-corpora (Section 3.3). The next step identify
potential keywords from the corpus by calculat-
ing the TF-IDF value as well as apply LDA to
generate a list of top-rated bi-grams (Section 3.4).
Afterward, contextualized representations are gen-
erated for these trending keywords for each month
(Section 3.5). We then rank the pair of keywords
based on their representation similarity (Section

3https://trends.google.com/trends/?geo=US
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3.6). Lastly, we assess the contextual trend evo-
lution in Section 3.7 by analyzing the change in
ranking in each pair of keywords over each time
span.

3.3 Data Pre-processing

From our analysis of the data, there are text pat-
terns that appear relatively frequent in the corpus
and mainly talk about Bloomberg’s own publisher’s
detail, more exactly, the Bloomberg’s standardized
text as this provides no valuable knowledge to our
task. Contrary, this standardized text could actu-
ally hinder the performance of a system as they
could cause potential keywords to be more sub-
tle, thus harder to be recognized. Moreover, since
Bloomberg News is geared towards an audience
that is interested in finance, articles usually contain
an abundance of words that belong to the finan-
cial glossary (e.g. “dividend”, “bond”, “equity”).
The existence of this vocabulary could cause the
same problem as with Bloomberg’s standardized
text, thus is it also removed from the text. After-
ward, we perform a lemmatization to return to the
canonical form of the token in the text, for reducing
the size of the vocabulary to process in later steps.
Lastly, any article that has less than ten tokens is
considered uninformative and is removed4.

3.4 Keyword Identification

The research on keyword identification discovery
originates from the topic detection and tracking
(TDT) technology that was first studied by scholars
in 1996 and its goal was making new detection and
tracking within streams of broadcast news stories
(Zhu et al., 2019). Emerging trends are usually
signified by terms and phrases that are later consid-
ered as defining keywords for such themes. Hence,
correctly identifying potential keywords will lead
to the right direction in discovering promising dor-
mant trends. While keywords can be n-grams, in
the scope of this research, only bi-grams were con-
sidered due to the fact that compared to uni-grams,
they are less ambiguous, while appearing more fre-
quently than other n-grams. Next, we present our
methods of extracting potent keywords, using TF-
IDF values to generate the list of highly important
bi-grams, and utilizing LDA for getting bi-grams
that can represent topics.

4For this step, we manually checked different values of
this threshold and the minimum quality of the remaining per-
processed article.

TF-IDF Bi-gram Generation TF-IDF captures
how important a word is in the corpus by consider-
ing its frequency and penalizing it for appearing in
too many entries in the corpus. Hence, words that
are too common have considerably lower TF-IDF
values than those that are less frequent. We ex-
ploited this method to extract important bi-grams
from the corpus. Per month, TF-IDF values are
generated for every bi-gram in the news collection
and, afterward, we evaluated and produced lists
of bi-grams that have either the highest average
TF-IDF value in the collection or the highest sin-
gle TF-IDF value across all documents. A high
average TF-IDF value may indicate that a keyword
associates closely with the company throughout the
month, while a single high TF-IDF value signifies
a sudden change in the context surrounding the
company.

LDA Bi-gram Generation LDA derives from
textual data the probabilities of words belonging
to a predetermined number of topics. As such, the
method excels at providing easily interpretable in-
sights into what consists of a text corpus. Taking
advantage of this fact, we used the results of apply-
ing LDA on the collection of texts in each month
of our dataset to contextualize bi-grams by topics,
which we obtained in the previous step. This is
done by searching for topics that contain bi-grams
in their list of words with the highest probability
that represent topics. To find the optimal number
of topics, we built numerous LDA models with dif-
ferent values of the number of topics and measured
their topic coherence score (Röder et al., 2015).
We chose the topic number that gives the highest
coherence value. Coherence is a measure to evalu-
ate to which degree the induced topics of an LDA
model are correlated to one another, thus choosing
the optimal number of topics that marks the end of
the rapid growth of topic coherence usually offers
meaningful and interpretable topics.

3.5 Bi-gram Contextual Representation
Generation

Unlike static word embeddings that capture the
global representations of words in a vocabulary,
contextual embeddings aim at representing each
word or sub-word in the corpus depending on the
words surrounding it. Therefore, each appearance
of the word will have a unique vector assigned to
it, which differentiates the same token but appears
in context. For example, the token “teams” in “Mi-
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Figure 2: Keywords extracted by TF-IDF and LDA.

crosoft Teams” and “team management” should
be represented by distinct vectors, as their context
and usage are entirely different. Thus, a contex-
tual embedding is generally better than static word
embedding, especially in a scenario where the cor-
pus consists of news articles and not documents
containing specialized knowledge.

Because contextual embeddings usually derive
vectors for one single token or a character n-gram
separately, we employ the following strategy to gen-
erate bi-gram embedding to suit our need: for each
occurrence of two tokens belonging to a bi-gram
appears next to each other and in the right order, we
generate FinBERT5 embeddings for both tokens,
and the final vector of the bi-gram is calculated by
averaging them.

3.6 Keyword Pairs Contextual Ranking

With the contextual embeddings for the set of cho-
sen keywords, we proceed to compute the similar-
ity between each pair of keywords and rank them
based on the value calculated. The idea is that
when a number of terms appear frequently together,
they usually share the same set of surrounding vo-
cabulary, thus having similar context. For this, we
computed the cosine similarity. Regarding how
to establish the ranking, we first utilized the algo-
rithm employed by Leap2Trend (Dridi et al., 2019),
sorting the similarity of pairs of keywords in de-
scending order, where the higher the similarity is,
the lower the rank the pair of keywords has.

3.7 Assessment of Contextual Trend Evolution

Following the ranking calculation for each month,
we attempted to assess the contextual evolution of

5https://huggingface.co/ProsusAI/finbert

each pair of keywords to identify potential emerg-
ing trends relating to the selected keywords. To
achieve this, we analyze how much the rank in-
crease/decrease between each month and set a
threshold to decide whether changes in ranking
signify emerging keywords that can lead to emerg-
ing trends. If the differences in ranking between
the current month and the previous month of a pair
of keywords are greater than the chosen threshold,
we identify that this set of keywords will become
the emerging terms. On the other hand, if the shift
in ranking does not meet the threshold, the pair of
keywords is regarded as having no potential in its
emergence, either is falling off or is at standstill in
terms of growth for being the next trend.

4 Experimental Setup

We present the experiments on previously men-
tioned dataset from Bloomberg News about Mi-
crosoft from July 2019 to July 2020. This includes
the description of the evaluation process, the results
of our proposed system for emerging trend detec-
tion by comparing the shift in similarity ranking of
pairs of keywords, and the elaboration of the story
behind some keyword pairs that were in trend, and
we deemed as interesting.

4.1 Evaluation Metrics

To our knowledge at the current time of writ-
ing, there is no annotated dataset that is publicly
available to experiment our method on. To pro-
duce a gold standard, the process involves exam-
ining Google Trends data, a platform for tracking
terms/phrases popularity based on Google’s search
history, of the chosen keywords to identify where
their emergence is. This was done by calculat-
ing the regression of interest rate evolution from
a selected timestamp to N months forward, with
a positive value indicating an increase in attention
toward the keywords, thus signifying the possibil-
ity of the keywords belonging to emerging topics.
Formula 1 describes the regression of interest rate
evolution in the next N months, denoted as mhits:

mhits =

∑N
i=1(xi − x̄)(yi − ȳ)
∑N
i=1(xi − x̄)2

(1)

where xi and yi represent the month number
and the interest rate of that month, respectively.
x̄ corresponds to the mean of the month number,
while ȳ is the mean of interest rate.

5

https://huggingface.co/ProsusAI/finbert


With the modality Google Trends treats a string
in a search query, requesting data on just the literal
phrase, we experienced difficulties in extracting
interest rate data for combining a pair of keywords.
Thus, we devised a solution by looking for data
on each keyword separately and averaging the two
results to get a final interest rate of the pair of
keywords. The hypothesis behind this is the as-
sumption that both keywords are part of the same
theme/topic, thus, their evolution should have a
similar tendency to rise/fall, albeit having different
magnitude, making the combined signal stays rela-
tively close to the two originals in terms of signal
progression. Vice versa, phrases that do not fall
into the same category cannot produce a good sig-
nal, which automatically makes them irrelevant to
each other.

After obtaining the gold standard, we proceed to
treat the task as a classification problem, where the
system will classify whether changes in ranking
context can lead to the same type of movement in
the gold standard in the next N months. Accord-
ingly, the main evaluation metrics are precision,
recall, and F1-measure. Not only do we consider
the macro metrics, but we also take into account
the aforementioned metrics on the true class detec-
tion specifically, since our focus is leaning toward
correctly identifying emerging trends, which is sig-
nified by the true class. Additionally, we report
the receiver operating characteristic (ROC) curves
according to the selected time span onward with
the purpose of assessing the detection capability on
how many months forward can our system detect
trends emergent effectively.

4.2 Keyword Generation and Selection

After the keyword generation step (bi-gram gen-
eration with TF-IDF and LDA), we noticed that
while extracting bi-grams using raw TF-IDF value
yielded many potential keywords (68 keywords),
the amount of bi-gram that also existed in the LDA
results was significantly lower (36 keywords). The
intersection of the two lists resulted in a set of 22
keywords. The abundant amount of terms gener-
ated by TF-IDF and the high number of intersected
keywords between two methods suggests that re-
sults from TF-IDF are less specific than that of
LDA. From our observation, the semantics of key-
words in the intersect region cover not only the
general topics and trends such as health care due
to COVID-19 pandemic, but also specific devel-

opment direction of Microsoft. Figure 2 details
further on the list of extracted bi-grams and a total
number of bi-grams yielded by each method.

4.3 Results

We compare the performance of two systems:
the original Leap2Trend that used monthly
static Word2Vec embeddings and our Contextual
Leap2Trend. We set the threshold=0 for both sys-
tem to imply that any positive change in context
can signify potential emerging keywords.

(a) Original Leap2Trend

(b) Contextual Leap2Trend

Figure 3: Compared ROC curves based on timespan
adjustment (threshold = 0).

Figure 3b demonstrates the predictive capabil-
ity of what is the optimal number of months for-
ward the Contextual Leap2Trend respectively can
perform the task efficiently. The two system out-
performed one another in different timespan on-
ward scenario, with the original Leap2Trend has
better area under the curve (AUC) when assessing
keywords trendiness potential within the span of 5
and 6 months(0.56 and 0.54 in AUC respectively).
However, the Contextual Leap2Trend system has
the AUC of 0.57 when predicting 3-month forward
which not only exceed the original system in the
same category (0.49), but also is the best result
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overall. This observation suggests that by using
contextual embeddings, our system surpasses the
original Leap2Trend in terms of timeliness prop-
erty which is crucial for the task of detecting emerg-
ing trend. In addition, the Contextual Leap2Trend
matches the original system in AUC (0.54) in the
scenario of timespan forward=6.

(a) A.I./Digital Transformation

(b) Digital Transformation/Cloud Computing

(c) Microsoft Teams/Remote Work

Figure 4: Trends for the chosen pairs of keywords.

While the proposed system is more efficient at
predicting trends three months in advance, with the
current dataset, the task is considerably challenging.
In order to gauge the performance of our system,
we compared the results of a system with threshold
of 0 to a zero rule baseline where every possible
bi-gram was considered as trendy (True class), thus
True class metrics were not taken into account for
this experiment. Table 1 shows that our system
out-performed the zero rule baseline in all three
metrics, but are only marginally better in terms

of recall and F1 value. This observation further
supports the difficulty of the task present using the
current data.

Another observation is when comparing the
change in ranking to Google Trends data, we no-
tice that delays sometimes exists, usually of one
month due to data split in the pre-processing phase,
in how soon the ranking change with respect to
Google Trends, meaning the timeliness aspect of
detecting emerging trends might be affected. One
possible explanation is that Bloomberg News could
be behind in terms of timing compare to public
response as Bloomberg mostly covers big events
that were already happened, and does not cover
innovations process that can lead to such event.

In following sections, we discuss several exam-
ple pairs of keywords that signified ongoing trends
and emerging ones, mainly about what was hap-
pening surround the keywords while comparing the
graph between Google Trends and contextual rank-
ing evolution of Contextual Leap2Trend system.

Table 1: Proposed approach vs. zero rule baseline,
timespan onward =3.

Method Thresh Precision Recall Macro F1

Zero-rule
baseline

0.3000 0.5000 0.3700

Original
Leap2Trend

0 0.5384 0.5330 0.5276

Contextual
Leap2Trend

0 0.5600 0.5476 0.5388

4.4 A. I. - Digital Transformation

Compared to Google Trends data, for the artifi-
cial intelligence (A.I.) - digital transformation pair
of keywords, our proposed contextual ranking re-
flects their trends accordingly, as shown in Figure
4a. Digital transformation and artificial intelligence
have been an ongoing conversation in technology
and business in recent years as the movement seeks
an effort to incorporate A.I. into digitizing busi-
ness processes, customer experiences, etc. This
is illustrated through the European Union’s strat-
egy to apply A.I. to digital transformation6. As for
Microsoft, the company supports this trend with
multiple projects, one of them being a major col-

6https://ec.europa.eu/commission/
presscorner/detail/en/qanda_20_264
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laboration was mentioned in the EDF data7.

4.5 Digital Transformation - Cloud
Computing

Within the context of the corpus, the digital trans-
formation - cloud computing pair of keywords de-
scribes how Microsoft’s cloud computing service
contribute to their involvement in advancing Digital
Transformation with their business partners by pro-
viding Azure, Microsoft’s leading cloud platform,
to enhance the digital capability of their business
partner8. According to Figure 4b, the contextual
ranking changes of the pair, in general, are in-line
with Google Trends data, albeit displayed some
level of differences.

One thing to note is that it is the consensus, men-
tioned throughout the COVID-19 period in our cor-
pus, regarding Digital Transformation that because
of the pandemic pushing society to stay distant and
work remotely, the Digital Transformation process
will need to be developed faster to adapt to the cur-
rent situation. In Figures 4b and 4a, it can be seen
that this opinion were reflected through an increase
in rankings starting March 2020. This period is
also where the interest rate on Google Trends on
this matter started to increase again after a dip.

4.6 Microsoft Teams - Remote Work

While the magnitude displayed in Figure 4c was
definitely lower than Google Trends’s signal,
Leap2Trend’s signal visually still showed signs that
the trends of the Microsoft Teams - remote work
pair of keywords have potential. Remote work,
while being lesser known in 2019, has been a sta-
ple since the COVID-19 pandemic began. Zoom, a
platform for online meetings, was booming at the
start of the pandemic, yet fell in popularity due to
security reasons. The slump of Zoom paved the
way for the rise of Microsoft Teams as the reliable
platform for workplace communication9. In our
EDF dataset, the development of Microsoft Teams

7https://www.bloomberg.com/press-
releases/2020-03-26/c3-ai-microsoft-and-
leading-universities-launch-c3-ai-digital-
transformation-institute

8https://www.bloomberg.com/press-releases/
2020-04-07/blackrock-and-microsoft-form-
strategic-partnership-to-host-aladdin-on-
azure-as-blackrock-readies-aladdin-for-next-
chapter-of

9https://www.computerweekly.com/news/
252485100/Microsoft-Teams-usage-growth-
surpasses-Zoom

with new and better features also aid in its popular-
ity10.

5 Conclusions

This research addressed the drawback of existing
methods in keyword extraction, bi-gram representa-
tion due to the differences in writing style between
scientific papers and news articles. We, instead,
introduced a combination of TF-IDF and LDA for
generating potential keywords, and utilized con-
textual embeddings for the change in temporality.
Our Contextual Leap2Trend system showed con-
siderable improvements compared to the original
method in some scenarios in length of prediction.
Moreover, we also presented several examples of
emerging trends found in our data and the result
also suggested that the approach has a good time-
liness characteristic. In future work, we plan to
introduce a better variety of data, such as news arti-
cles covering more companies and sector, to further
experiment and improve our system. Moreover, in-
creasing the time intervals could also uphold the
consideration to assess trends longevity.
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Abstract
Using the pre-trained language models to under-
stand source codes has attracted increasing at-
tention from financial institutions owing to the
great potential to uncover financial risks. How-
ever, there are several challenges in applying
these language models to solve programming
language related problems directly. For in-
stance, the shift of domain knowledge between
natural language (NL) and programming lan-
guage (PL) requires understanding the semantic
and syntactic information from the data from
different perspectives. To this end, we propose
the AstBERT model, a pre-trained PL model
aiming to better understand the financial codes
using the abstract syntax tree (AST). Specif-
ically, we collect a sheer number of source
codes (both Java and Python) from the Alipay
code repository and incorporate both syntactic
and semantic code knowledge into our model
through the help of code parsers, in which AST
information of the source codes can be inter-
preted and integrated. We evaluate the perfor-
mance of the proposed model on three tasks,
including code question answering, code clone
detection and code refinement. Experiment re-
sults show that our AstBERT achieves promis-
ing performance on three different downstream
tasks.

1 Introduction

Programming language and source code analysis
using deep learning methods have received increas-
ing attention in recent years. Using pre-trained
model such as such as BERT (Devlin et al., 2019),
AlBERT (Lan et al., 2020) receive a great success
on different NLP tasks. Inspired by that, some
researchers attempt to apply this technique to com-
prehend source codes. For instance, CodeBERT
(Feng et al., 2020) is a pre-trained model using
six different programming languages from GitHub,
demonstrating a good performance comparing with
different embedding techniques.

∗Corresponding Author

Although pre-trained models are now widely
used for different purposes, it is rare to see how
to apply such techniques to financial service codes.
It is believed that re-training the model using finan-
cial service code could help uncover the code haz-
ards before being released and circumvent any eco-
nomic damage (Guo et al., 2021). Existing research
points out that the use of domain knowledge is crit-
ical when it comes to training a well-performing
model, and one way to solve this problem is to pre-
train a model using specific domain corpora from
scratch (Hellendoorn et al., 2019). However, pre-
training a model is generally time-consuming and
computationally expensive, and domain corpora
are often not enough for pre-training tasks, espe-
cially in the financial industry, where the number
of open-sourced codes is limited.

To this end, we propose an AstBERT model, a
pre-trained language model aiming to better un-
derstand the financial codes using abstract syntax
trees (AST). To be more specific, AST is a tree
structure description of code semantics. Instead
of using source code directly, we leverage AST
as the prominent input information when training
and tuning AstBERT. To overcome the token explo-
sion problem that usually happens when generating
the AST from the large-scale code base, a prun-
ing method is applied beforehand, followed by a
designated AST-Embedding Layer to encode the
pruned code syntax information. To save the train-
ing time and resources, we adopt the pre-trained
CodeBERT (Feng et al., 2020) as our inception
model and continue to train on the large quantity of
AST corpus. In this way, AstBERT can capture se-
mantic information for both nature language (NL)
and programming language (PL).

We train AstBERT on both Python and Java cor-
pus collected from Alipay code repositories, which
contains about 0.2 million functions in java and 0.1
million functions in python. Then we evaluate its
performance on different downstream tasks. The
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main contributions of this work can be summarized
as follows:

• We propose a simple yet effective way to en-
hance the pre-trained language model’s ability
to understand programming languages in the
financial domain with the help of abstract syn-
tax tree information.

• We conduct extensive experiments to verify
the performance of AstBERT on code-related
tasks, including code question answering,
code clone detection and code refinement. Ex-
periments results show that AstBERT demon-
strates a promising performance for all three
downstream tasks.

2 Related Work

In this part, we describe existing pre-trained mod-
els and datasets in code language interpretation in
detail.

2.1 Datasets in Code Understanding

It is inevitable to leverage a high-quality dataset in
order to pre-train a model that excels in code under-
standing. Some researchers have started to build up
the dataset needed for the code search task in (Nie
et al., 2016), in which different questions and an-
swers are collected from Stack Overflow. Also, a
large-scale unlabeled text-code pairs are extracted
and formed from GitHub by (Husain et al., 2019).
Three benchmark datasets are builed by (Heyman
and Van Cutsem, 2020), each of which consists of
a code snippet collection and a set of queries. An
evaluation dataset developed by (Li et al., 2019)
consists of natural language question and code snip-
pet pairs. They manually check whether the ques-
tions meet the requirements and filter out the am-
biguous pairs. A model trained by (Yin et al., 2018)
on a human-annotated dataset is used to automati-
cally mine massive natural language and code pairs
from Stack Overflow. Recently, CoSQA dataset
constructed by (Huang et al., 2021) that includes
20,604 labels for pairs of natural language queries
and codes. CoSQA is annotated by human annota-
tors and it is obtained from real-world queries and
Python functions. It is rare to find open-sourced
public source code in the financial domain, and we
therefore retrieve both Python and Java code from
the Alipay code repositories.

2.2 Models in Code Understanding

Using deep learning network to solve language-
code tasks has been studied for years. A Multi-
Modal Attention Network trained by (Wan et al.,
2019) represents unstructured and structured fea-
tures of source code with two LSTM. A masked
language model(Kanade et al., 2019) is trained on
massive Python code obtained from GitHub and
used to obtain a high-quality embedding for source
code. A set of embeddings (Karampatsis and Sut-
ton, 2020) based on ELMo (Peters et al., 2018) and
conduct bug detection task. The results prove that
even a low-dimensional embedding trained on a
small corpus of programs is very useful for down-
stream task. Svyatkovskiy et al. use GPT-2 frame-
work and train it from scratch on source code data
to support code generative task like code comple-
tion (Svyatkovskiy et al., 2020). CodeBERT (Feng
et al., 2020) is a multi-PL (programming language)
pretrained model for code and natural language,
and it is trained with the new learning objective
based on replaced token detection. C-BERT pro-
posed by (Buratti et al., 2020) is pre-trained from
C language source code collected from GitHub to
do AST node tagging task.

Different with previous work, AstBERT is a sim-
ple yet effective way to use pre-trained model in
code interpretation field. Instead of training a large-
scale model from scratch, it incorporates AST in-
formation into a common language model, from
which the code understanding can be derived.

3 AstBERT

In this part, we describe the details about AstBERT.

3.1 Model Architecture

Figure 1 shows the main architecture of AstBERT.
Instead of using source code directly, the pruned
AST information is used as the input. For each
source code token, the AST information is attached
in the front, and the position index is used to show
the order of the input. There are four embedding
modules at the AST embedding layer. Token em-
bedding is similar to what is in BERT (Devlin et al.,
2019), one key difference is that the vocabularies
used are AST keywords. The token is then encoded
to a vector format. Additionally, in AstBERT, AST-
segment and AST-position are used to integrate the
structure information of AST, the detail of their
function will be introduced in subsection 3.3. After
the AST embedding layer, the embedding vectors
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Figure 1: The model structure of AstBERT: An easy and
effective way to enhance pre-trained language model’s
ability for code understanding

Figure 2: AST-based code representation of a financial
code snippet

are then forwarded to a multi-layer bidirectional
AST-Mask-Transformer encoder (Vaswani et al.,
2017) to generate hidden vectors. The difference
is that we use AST-Mask-Self-Attention instead of
Self-Attention to calculate the attention score, the
detail of which will be unveiled in subsection 3.4.
In the output layer, the hidden vectors generated by
AST-Mask-Transformer encoder will be used for
classification or sequence generation tasks.

3.2 Input and Pruning

We introduce the pruning process in this part. As
shown in Figure 2, the AST contains the complete

Figure 3: AST pruning process

information of the source code and provide the
brief description for each token. For example, the
getValueAsDouble is the name for MethodCallExpr
(one of the AST node types) and the TEST_var is
an argument for MethodCallExpr. We know the
Double is a type of the variable var from AST. Such
AST information reveals the semantic knowledge
of the source code.

In general, the length of AST from the com-
piled codes is greater than the plain source code,
as shown in Figure 3, the AST from Python stan-
dard library contains a number of nodes such as
lineno, endlineno and so on. Taking the snippet
result = test1 + 1 as an example, both the original
and pruned AST trees can be seen in Figure 3. It
is clearly noticed that there exists a large amount
of redundant information such as line number and
code column offset in the original AST tree, leading
to intractable AST exploration problem for large
code corpus (Wan et al., 2019). Therefore, after
generating AST, we will prune this tree by remov-
ing the meaningless and uninformed node to avoid
unintended input for the model.

3.3 AST Embedding Layer

As mentioned above, we use the pruned AST as
the input for model, and it will pass AST embed-
ding layer first. The details of the AST embedding
layer are unveiled in Figure 4, from which token-
embedding vectors, AST-segment embedding vec-
tors, AST-position embedding vectors and segment
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Figure 4: The overview of AST embedding representations

embedding vectors are generated. Taking the code
snippet in Figure 2 as an example, we can see the
additional AST information account for most of
the tokens in the input, which unexpectedly causes
changes in the meaning of the original code. To
prevent this from happening, we use AST-segment
embedding to distinguish between AST tokens and
source code tokens. It is known that in BERT all the
order information for input sequence is contained
in the position embedding, allowing us to add differ-
ent position information for input. Here, except for
the AST-segment, we use an index combination of
hard-position and AST-position to convey the order
information. As seen in Figure 4, the index combi-
nation of name(SimpleName) is (3,1), which means
it locates at the 3rd position in the input sequence
dimension while being the 1st AST token. In the
front of name(SimpleName), there is only one ex-
tra AST token named Type(ClassOrInterfaceType).
Segment embedding is similar to BERT. The out-
put of the embedding layer is simply the sum of all
embedding vectors from these four parts. The re-
sult is then passed into the AST-Mask transformer
encoder to generate hidden vectors.

3.4 AST-Mask Transformer
Since the branch in AST contains the spe-
cific semantic knowledge to describe the role
of the code token, it is rational to make
AST tokens only contribute to the code to-
kens on the same branch. For example, in

Figure 5: The explanation of AST-Mask-Transformer

Figure 2, [Type=ClassOrInterfaceType] only de-
scribe the role of the [Double] and has noth-
ing to do with [Var]. Therefore, the em-
bedding of [Var] should not be affected by
[Type=ClassOrInterfaceType]. As demonstrated in
Figure 5, the Type=ClassOrInterfaceType should
not make a contribution to the embedding of
[CLS] tag that often used for classification by-
pass the [Double]. This is because that the
[Type=ClassOrInterfaceType] is a tag in the branch
of [Double] and should only correlate to [Double].
To prevent the AST information injection from
changing the semantic of the input, AstBERT em-
ploys Mask-Self-Attention(Xu et al., 2021) to limit
the self-attention region in Transformer(Vaswani
et al., 2017). We use AST matrix M to describe
whether the AST token and code token are on the
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same branch, MAST is defined as follow:

MASTi,j =

{
1 wi ⊕ wj

0 wi ⊗ wj
(1)

where, wi ⊕wj indicates that wi and wj are on the
same AST branch, while wi ⊗ wj are not. i and j
are the AST-position index. The AST mask matrix
is then used to calculate the self-attention scores.
Formally, the AST-mask-self-attention is defined
as follow:

Qi+1,Ki+1, V i+1 = hiWq, h
iWk, h

iWv (2)

Si+1 = softmax(
Ki+1TQi+1MAST√

dk
) (3)

hi+1 = Si+1V i+1 (4)

where Wq, Wk, Wv are trainable model parameters.
hi is the hidden state from the ith AST-mask-self-
attention blocks. dk is the scaling factor. If hik and
hij are not in same AST branch, the MASTkj will
make the attention score Si+1

kj to 0, which means
hik makes no contribution to the hidden state of hij .

We collect massive Python and Java codes from
Alipay code repositories and generate the AST for
these source code (Python code using standard AST
API, Java code using Javaparser). We use these
processed AST information to continue the pre-
train of the model. The technique of pre-training is
inspired by the masked language modeling (MLM),
which is proposed by (Devlin et al., 2019) and
proven effective.

4 Experiments

We test the performance of our proposed model on
different code understating tasks using the differ-
ent released test datasets. We also look into the
ablation studies.

4.1 Dataset
Code Question Answering CoSQA (Huang et al.,
2021) consists of 20,604 query-code pairs col-
lected from the Microsoft Bing search engine. We
randomly split CoSQA into 20,000 training and
604 validation examples. We also build AliCoQA
dataset based on the code collected from the Ali-
pay code repositories. We use the search logs from
AntCode search engine as the source of queries and

manually design heuristic rules to find the queries
of code searching intent. For example, queries with
the word of tutorial or example are likely to locate
a programming description rather than a code func-
tion, so we remove such queries. Then, we use
the CodeBERT matching model (Feng et al., 2020)
to retrieve high-confidence codes for every query
and manually check 5,000 query-code pairs to con-
struct AliCoQA. We randomly split AliCoQA into
4,500 training and 500 validation samples.

Code Clone Detection We use BigCloneBench
dataset (Svajlenko et al., 2014) and discard samples
with no labels. Finally, we randomly split it into
901,724 training set and 416,328 validation set.

Code Refinement BFP (Tufano et al., 2019)
dataset constains two subsets based on the code
length. For BFP_small dataset, the numbers of
training and validation are 46,680 and 5,835, re-
spectively. For the BFP_medium dataset, the num-
bers of training and validation are 52,364 and 6,545.
We collect code from Alipay code repositories and
build AliCoRF dataset. Firstly, we identify com-
mits having a message containing the words, such
as fix, solve, bug, problem and issue. Following
that, for each bug-fixing commit, we extract the
source code before and after the bug-fix. Finally,
we manually check 9,000 bug-fix pairs to construct
AliCoRF and randomly split it into 8,000 training
set and 1,000 validation set.

Evaluation Metric Following the settings in the
previous work, we use accuracy as the evaluation
metric on code question answering, and F1 score
on code clone detection. We also use accuracy as
the evaluation metric on code refinement, in which
only the example being detected and fixed properly
will be considered successfully completing the task.
We give one example case for this task in Figure
6. In this example, the model successfully fixes the
method name from getMin to getMax.

4.2 Parameter Settings

We follow the similar parameter settings in previ-
ous works (Huang et al., 2021; Svajlenko et al.,
2014; Tufano et al., 2019). On code question an-
swering task, we set dropout rate to 0.1, maximum
sequence length to 512, learning rate to 1e-5, warm-
up rate to 0.1 and batch size to 16. On code clone
detection task, learning rate is set to be 2e-5, batch
size to be 16 and maximum sequence length to
be 512. On code refinement task, we set learn-
ing rate to 1e-4, batch size to 32 and maximum
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Datasets
ACC F1

TASK Model AliCoQA CoSQA BFP_small BFP_medium AliCoRF BigCloneBench

Question Answering

BERT 0.402 0.399 \ \ \ \
RoBERTA 0.434 0.421 \ \ \ \
CodeBERT 0.532 0.526 \ \ \ \
AstBERT 0.588 0.571 \ \ \ \

Code Refinement

LSTM \ \ 0.100 0.025 0.111 \
Transformer \ \ 0.147 0.037 0.152 \
CodeBERT \ \ 0.164 0.052 0.176 \
GraphCodeBERT \ \ 0.173 0.091 0.182 \
AstBERT \ \ 0.176 0.089 0.183 \

Code Clone

CDLH \ \ \ \ \ 0.820
ASTNN \ \ \ \ \ 0.930
FA-AST-GMN \ \ \ \ \ 0.950
RoBERTa \ \ \ \ \ 0.957
CodeBERT \ \ \ \ \ 0.965
GraphCodeBERT \ \ \ \ \ 0.971
AstBERT \ \ \ \ \ 0.973

Table 1: Experiment results of different tasks on different dataset

Figure 6: One case of AstBERT output for code refine-
ment task.

sequence length to 256. For all experiments, we
use the Adam optimizer to update model parame-
ters (Kingma and Ba, 2015).

4.3 Results of Code Question Answering
We use CoSQA (Junjie Huang et al. 2021) dataset
to verify the code question answering task. In this
task, the test sample is the query-code pair and
labeled as either “1” or “0”, indicating whether
the code can answer the query. These query-code
pairs are collected from Microsoft Bing search en-
gine and annotated by human. We train different
benchmark models using our dataset and evalu-
ate the performance of each on CoSQA for code
question answering:(i) BERT proposed by (Devlin
et al., 2019); (ii) RoBERTA proposed by (Liu et al.,

Datasets
ACC F1

Model CoSQA AliCoQA BFP AliCoRF BigCloneBench
AstBERT 0.571 0.588 0.176 0.183 0.973
-w/o AST-position 0.552 0.558 0.174 0.181 0.970
-w/o AST-Mask-Self-Attention 0.539 0.544 0.165 0.178 0.966

Table 2: Ablation study

2019); (iii) CodeBERT proposed by (Feng et al.,
2020); and (iv) AstBERT. From Table 1, we can
see the BERT and RoBERTA achieve a similar
yet relative low Acc score in this task. This is be-
cause these two models are pre-trained by natural
language corpus and not integrated with any code-
related domain knowledge. CodeBERT achieves a
better performance than the RoBERTA, similar to
the results published by (Huang et al., 2021). Our
AstBERT achieves the best performance compared
with all benchmarks. This clearly demonstrates that
the integration of AST information into the model
can further improve model’s ability for understand-
ing semantic and syntactic information in the codes.
We also evaluate our AstBERT on AliCoQA and
the results show that in financial domain dataset
AstBERT also achieves the best performance.

4.4 Results of Code Clone Detection

Code clone detection is an another task when it
comes to measuring the similarity of code-code
pair, which can help reduce the cost of software
maintenance. We use BigCloneBench (Svajlenko
et al., 2014) dataset for this task and treat this task
as a binary classification to fine-tune AstBert. The
experimental results are also shown in the Table
2. The CDLH model is proposed by (Wei and
Li, 2017) to learn representations of code by AST-

15



based LSTM and use hamming distance as opti-
mization objective. The ASTNN model (Zhang
et al., 2019) encodes AST subtrees by RNNs to
learn representation for code. The FA-AST-GMN
model (Wang et al., 2020) uses a flow-augmented
AST as the input and leverages GNNs to learn the
representation for a program. The GraphCode-
BERT (Guo et al., 2021), which is a pre-trained
model using data flow at the pre-training stage to
leverage the semantic-level structure of code, learns
the representation of code. The experiment shows
that our AstBERT achieves the best results in code
clone detection task.

4.5 Results of Code Refinement
In general, code refinement is the task of locat-
ing code defects and automatically fixing them,
which has been considered critical to uncovering
any financial risks. We use both BFP_small and
BFP_medium datasets (Tufano et al., 2019) to ver-
ify the performance of all models and show re-
sults in the Table 1. This is a Seq2Seq task, and
we record relevant accuracy for each benchmark
model. We take the results of LSTM and Trans-
former as recorded in (Guo et al., 2021). It is
observed in the table that Transformer outper-
forms LSTM, which indicates that Transformer
has a better ability of learning the representation
of code. Both CodeBERT and GraphCodeBERT
are pre-trained models, which present state-of-the-
art results at their time. Our AstBERT achieves a
better performance than other pre-trained models
on BFP_small dataset, while obtaining the compet-
itive result on BFP_medium dataset. This again
demonstrates the effectiveness of incorporating the
AST information in the pre-trained model is help-
ful to the code understanding, including the code
refinement task.

4.6 Ablation Studies
In this subsection, we explore the effects of the
AST-position and AST-Mask-Self-Attention for
AstBERT on three tasks. “w/o AST-position”
refers to fine-tuning AstBERT without AST-
position. “w/o AST-Mask-Self-attention” means
that each token in input, regardless of its position
in the AST tree, calculates the attention scores
with other tokens. As shown in Table 2, we have
made the following observations: (i) Without AST-
position or AST-Mask-Self-Attention, the perfor-
mance of AstBERT on code question answering
has shown a clear decline; (ii) It also can be seen

that the model without AST-Mask-Self-Attention
demonstrates an even worse performance than with-
out AST-position, which confirms sufficient AST
tokens can help incorporate the syntactic structures
of the code. The same trend can also be observed
on code clone detection and code refinement. We
can conclude that the AST-position and the AST-
Mask-Self-Attention play a pivotal role in incorpo-
rating the AST information into the model.

5 Conclusion

In this paper, we propose AstBERT, a simple
and effective way to enable pre-trained language
model for financial code understanding by inte-
grating semantic information from the abstract
syntax tree (AST). In order to encode the struc-
tural information, AstBERT uses a designated AST-
Segment and AST-Position in the embedding layer
to make model incorporate such AST information.
Following that, we propose the AST-Mask-Self-
Attention to limit the region when calculating at-
tention scores, preventing the input from deviat-
ing from its original meaning. We conduct three
different code understanding related tasks to eval-
uate the performance of the AstBERT. The ex-
periment results show that AstBERT outperforms
baseline models on both code question answering
and clone detection. For code refinement task,
the model achieves state-of-the-art performance on
BFP_small dataset and competitive performance
on BFP_medium dataset.
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Abstract

Automatic generating financial report from a
set of news is important but challenging. The fi-
nancial reports is composed of key points of the
news and corresponding inferring and reason-
ing from specialists in financial domain with
professional knowledge. The challenges lie
in the effective learning of the extra knowl-
edge that is not well presented in the news, and
the misalignment between topic of input news
and output knowledge in target reports. In this
work, we introduce a disentangled variational
topic inference approach to learn two latent
variables for news and report, respectively. We
use a publicly available dataset to evaluate the
proposed approach. The results demonstrate
its effectiveness of enhancing the language in-
formativeness and the topic accuracy of the
generated financial reports.

1 Introduction

Automatically generating long financial reports
from a set of macro news have been recently stud-
ied with the objective to assist analysts to perform
the time-consuming reporting task. A macro news,
as shown in Fig. 1, is one paragraph with multiple
sentences describing a finance-domain event with
supporting details. The corresponding financial re-
port is a longer paragraph with key points of the
news and extended analysis, such as inferring and
reasoning, with the financial knowledge of analysts.
In the literature, long text generation has been well
studied in the domain of natural language genera-
tion processing (Guo et al., 2018; Guan et al., 2021).
Specially, generating long text from the short text
with domain-specific settings is still challenging.

The encoder-decoder architecture is commonly
employed, where the input news is encoded by a
recurrent neural network (RNN) and fed to another
RNN model to generate the target report. Some
recent works (Beltagy et al., 2020; Chapman et al.,
2021) replaced the encoder and decoder with the

transformer-based model to learn the long depen-
dency in both news and report text. However, these
encoder-decoder models tend to produce generic
sentences without the inherent uncertainty in the
generated report. This uncertainty arises from the
fact that financial reports are written by human spe-
cialists with different levels of expertise styles and
professional knowledge. Naturally, the reports are
very diverse. Probabilistic modeling is reported to
be able to learn the uncertainty and diversity of the
long texts (Bowman et al., 2016). By learning the
stochastic latent variables, the high-level informa-
tion, such as specialist inference style, is expected
to be modeled. Ren et al (Ren et al., 2021b) pro-
posed a variational autoencoder (VAE) method to
handle the uncertainty of both news and the report.
The background knowledge are learned as the con-
ditional latent variable. In addition, a VAE-based
hybrid approach is proposed in (Hu et al., 2020;
Ren et al., 2021a) where the report outline is em-
ployed as latent variable for VAE decoder. These
approaches alleviated the challenges of long text
generation. However, the topic of both news and
reports are not explicitly learned, where the coher-
ence and coverage of the generated reports are not
guaranteed. Recently, in the data-to-report genera-
tion domain, Najdenkoska et al (Najdenkoska et al.,
2021) proposed a variational model with topic in-
ference to enhance the topic alignment, where a
set of latent variables of sentence-level topics are
employed. Nevertheless, the topic misalignment
between input data and corresponding reports still
exists and makes the model hard to be learned.

To address the existing issues of topic model-
ing and alignment in a unify way, we propose a
Disentangled Variational Topic Inference (DeVTI)
approach to generate financial reports by the prob-
abilistic latent variable model. In particular, we
learn two disentangled latent variables as the top-
ics of input news and target reports, respectively.
The news-related topic represents the context in-
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The European sovereign debt crisis is the manifestation of the "sequelae" of the financial crisis relief policy. The global economy may fall into the stage of "high debt and low
growth" due to the sovereign debt crisis or slowdown of the European five countries (PIIGS). The market demand will be weakened, and the process of global recovery from the
crisis will be correspondingly prolonged. The window of the Federal Reserve to raise interest rates will be extended to 2011.
The superposition of the external forces of the global economic "rebalancing" and the internal forces of China's economic structural adjustment makes the traditional economic
growth mode of China relying on "investment + export" face "passive" adjustment. Under the influence of "real estate regulation + inflation expectation management + European
sovereign debt crisis" and other factors, the small cycle of economic downturn has been established; The domestic economic recovery is facing tortuous "Foxconn incident",
which will lead to the rise of labor cost and the slow growth of the world economy, which will lead to the decline of China's future economic growth potential. Unlike the economic
picture of "two highs and one low" (high unemployment rate, high debt rate and low growth rate) of Western economies, the future picture of China's economy will be: the era of
high growth has passed, and it will return from the previous high growth of 11% to the medium growth of 8-10%, The multiple perplexities of "moderate economic growth,
moderate structural inflation and low-level overcapacity" are accompanied by controllable inflation: under the background of the establishment of a small cycle of economic
downturn, the fall of commodity prices and the lifting of the economic overheating alarm, prices rose in the middle of the year, but inflation is controllable, and the expectation of
interest rate increase is weakened. At present, China's macroeconomic policy regulation may be trapped in a "perplexity": China's economy seems to have entered the most
contradictory and complex situation, On the one hand, the story of high growth is still expected. On the other hand, the micro operation contradictions highlight the accumulation
of many problems, which are almost irreconcilable. In the multi-level goal oriented macro-economic decision-making or the future policy orientation trapped in the macro-
economic "maze": (1) the "Chinese version of the national income doubling plan" to stimulate consumption is the key to the switch of economic growth momentum; (2)
Economic restructuring: a strategic choice that must be made; (3) The monetary cycle, the economic cycle and the inflation cycle are not synchronized. The economic downturn
and policy tightening (liquidity tightening) continued until the end of the third quarter and the beginning of the fourth quarter of 2010. It is expected that the policy will be
moderately relaxed at the end of the year; (4) The exchange rate reform was launched, and the interest rate increase was postponed.
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Figure 1: An example of news and the corresponding financial report. The co-occurred topics are highlighted.

formation while the report-related topic maintains
the prior knowledge of inference and reasoning of
human specialists. To summarize, the contributions
of this work are three folds,

• We propose a disentangled variational topic in-
ference based approach to generate the topic-
accurate financial reports.

• We study the misalignment of the variational
topic inference in the short-to-long text gen-
eration under the domain-specific setting, and
apply disentangled variational inference to
learn the latent variables of source and target
knowledge individually.

• We demonstrate that our approach achieves
comparable performance on a public large-
scale news-and-report dataset under a broad
range of natural language generation and key-
word accuracy evaluation criteria.

2 Methodology

2.1 Preliminaries

Problem Formulation Given the input news X ,
the goal is to generate a report Y = {y1, y2, ..}Nn=1

where yn refers to the nth sentence. We aim to
maximize the conditional log-likelihood as,

θ∗ = argmax
N∑

n=1

log pθ(yn|x), (1)

where θ stands for the model parameters.
Variational Topic Inference To learn to gener-
ate report toward the input news, the generation is
formulated as a conditional variational inference
problem where a set of latent variables z are em-
ployed to represent the topics of the report. We
incorporate z into the conditional probability of

news-based report log pθ(y|x) as,

log pθ(yt|x) =
∫

log pθ(yt|x, z)pθ(z|x)dx, (2)

where pθ(z|x) is the prior distribution condition to
the input news x. A variational posterior qϕ(z) is
defined to approximate the intractable true poste-
rior pθ(z|y, x) of inferring latent variables z from
the input news and the target report. By approx-
imating DKL[qϕ(z)||pθ(z|x, y)], we can obtain
E[log qϕ(z)− log pθ(y|z, x)pθ(z|x)/pθ(y|x)] ≥ 0.
Following Najdenkoska et al (Najdenkoska et al.,
2021), the ELBO of the report generation log-
likelihood log pθ(y|x) to be maximized as

log pθ(y|x) ≥ E[pθ(y|z, x)]−K0, (3)

where K0 = DKL[qϕ(z|y)||pθ(z|x)]. z is sampled
from the variational posterior distribution ztrain ∼
qϕ(zt | y) in the training, and sampled from the
prior distribution ztest ∼ pθ(z | x) in the inference.
Misaligned Topic Inference In Eq.(3), the infor-
mation covered by report y, i.e., I(y) is assumed to
be I(y) ⊆ I(x) which is too strong and not hold in
practice. The financial news is usually about a par-
ticular domain event. However, the financial report
is intuitively composed of key points of that event
and conclusive inference from business analysts.
The logical analysis presented by the financial re-
port is depended on the analyst knowledge and
common sense which are not well presented in the
input news. Thus, only I(y) ∩ I(x) ̸= ∅ is guaran-
teed such that aligning I(y) and I(x) by the same
latent variable z will incur the misaligned topics.

2.2 Disentangled Variational Topic Inference

The proposed DeVTI model is illustrated in Fig. 2.
We first disentangle the topic of news and report
from the single latent z by using another VAE to
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learn the extra knowledge zy in the target report y.
The corresponding ELBO is given following (Bai
et al., 2020),

O =
1

2
(Ezy∼qψ [log pθ(y|zy)]
+ Ezx∼qϕ [log pθ(y|zx)])−K1,

(4)

where K1 = DKL[qψ(zy|y)||qϕ(zx|x)]. The first
term encourages the report reconstruction by zy
while the second term encourages the report gen-
eration by zx. K1 penalizes the KL divergence be-
tween the approximated distribution qψ(zy|y) and
qϕ(zx|x) which are conditional to y and x. The
knowledge l, which is related to news x and ex-
tracted from report y, is expected to be aligned as

K2 = DKL[pθ(l|zy)||pθ(l|zx)]
= Eqϕ [log pθ(zy|l)]− Eqψ [log pθ(zx|l)]−K3

(5)
where K3 = DKL[qψ(zx)||qϕ(zy)]. Given that the
knowledge is covered by reports as I(l) ⊂ I(y),
E[log p(zy|l)] ≤ E[log p(zy|y)] is hold,

K2 ≤ Eqϕ [log pθ(zy|y)]−Eqψ [log pθ(zx|l)]−K3.
(6)

Thus, a higher lower bound is conducted as,

O ≤1

2
(Eqψ [log pθ(y|zy)]

+Eqϕ [log pθ(y|zx)])−K4 −K2 −K3

(7)

where K4 = DKL[pθ(zx|x)||pθ(zx|l)]. The right-
hand-side is the lower bound of objective function
Eq.(4) where K4 penalizes the KL divergence be-
tween the approximated distribution pθ(zx|x) and
pθ(zx|l). In this way, zx is disentangled to focus on
learning the topic information from input financial
news, while zy is focusing on learning the domain
knowledge of target reports. Finally, we are able to
learn the model by maximizing a new ELBO as,

1

2
(Eqψ [log pθ(y|zy)] + Eqϕ [log pθ(y|zx)])
−β2K2 − β3K3 − β4K4

(8)

where β∗ is the hyper-parameter to control the sim-
ilarity between several Gaussian distributions (Bai
et al., 2020). The K2 penalizes the KL divergence
between the predicted label from generated report
and image, which enforces the uncertainty of report
to be close to the observed image. TheK3 penalizes
the KL divergence between language latent vari-
able qψ(zy) and topic latent variable qϕ(zx), which
releases the conditions in K1 and encourages two
distribution contain the shared topic knowledge.
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Figure 2: The deep model architecture. In the training,
the workflow in black and blue arrow lines are applied
while only blue arrow lines are applied in the testing.

Avg. (Std.) Percentile
5% 95%

# tokens per news 92.6 (±55.5) 58 183
# tokens per report 412.7 (±233.2) 81 784
# sent. per news 1.4 (±1.8) 1 3
# sent. per report 2.1 (±4.4) 1 10
sent. len. per news 66.6 (±41.8) 11 139
sent. len. per report 198.0 (±233.8) 11 635

Table 1: The statistics of the benchmark dataset, includ-
ing the number of token, sentences, and sentence length
for input news and target reports, respectively.

3 Experiments

3.1 Data and Evaluation Criteria

Data We evaluate the proposed approach on the
large-scale news-and-report dataset (Ren et al.,
2021b). The raw dataset1 is composed of 10,707
pairs of macro news and corresponding financial
reports. We tokenize all news and reports, and fil-
ter out frequency least than 5 by an open-source
toolkit 2 . This results in 16,052 unique tokens in-
cluding four special tokens <pad>, <start>, <end>
and <unk> (related statistics is shown in Table. 1).

There is no existing topic annotations provided
by the raw dataset, so we further automatically an-
notate each new-and-report pair by the public avail-
able tools. We apply a event parser, which is pre-
trained on financial knowledge graph data (Wang
et al., 2021) , to extract 10 types of entities and
19 types of relationships, and apply a sentiment
classifier (Tian et al., 2020) to predict their senti-
ment polarity (details could be found in A.2). We
utilize event subject-predicate-object (SPO) triple

1https://github.com/papersharing/
news-and-reports-dataset

2https://github.com/hankcs/HanLP
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Model NLG Metrics CA Metrics
B.-1 B.-2 B.-3 B.-4 R. C. E. S-E. ER. S-ER.

SEQ. (Bahdanau et al., 2014) 32.69 7.65 4.85 2.75 3.59 - - - - -
SEQA. (Bahdanau et al., 2014) 33.64 13.85 9.89 6.92 3.89 - - - - -
POINTERNET (See et al., 2017) 36.45 9.51 5.75 2.45 3.44 - - - - -
CVAE (Zhao et al., 2017) 33.50 14.07 10.04 6.97 4.65 - - - - -
CVAE-KD (Ren et al., 2021b) 46.67 20.32 12.81 8.00 6.95 - - - - -
TRANS. (Vaswani et al., 2017) 48.00 25.30 9.22 10.65 4.05 39.67 25.10 15.44 9.56 8.03
T-CVAE (Wang and Wan, 2019) 43.01 19.00 13.00 10.98 7.03 34.76 20.33 16.66 13.90 8.47
VTI (Najdenkoska et al., 2021) 40.88 23.43 12.90 10.91 10.09 30.65 19.40 17.32 14.89 11.03
DEVTI W/ E. 39.09 26.70 12.51 5.57 7.87 33.43 25.66 20.30 12.03 10.02
DEVTI W/ S-E. 39.50 22.77 11.32 6.01 6.99 31.32 25.10 21.30 12.41 11.02
DEVTI W/ ER. 38.01 20.35 10.32 8.93 6.56 39.03 19.43 17.93 14.90 10.30
DEVTI W/ S-ER. (proposed) 41.70 24.01 13.90 11.11 9.69 39.86 23.59 20.43 15.09 12.33

Table 2: Performance comparison of report generation models. The experimental results in first section is directly
cited from Ren et al (Ren et al., 2021b). The experimental results in second section is our replicated results using
their codes. The best scores are in bold face and the second best are underlined.“B.”, “R.” and “C.” stand for BLEU,
ROUGE and CIDEr scores, respectively. “E.”, “S-E.”, “ER.” and “S-ER.” stand for the F-1 measure score of entity,
entity with sentimental polarity, entity relationship and entity relationship with sentimental polarity, respectively.

with sentiment polarity to construct labels of the
news and report data, respectively.
Evaluation Criteria For report quality, we adopt
the natural language generation metrics3 includ-
ing BLEU (Papineni et al., 2002), ROUGE-L (Lin,
2004) and CIDEr (Vedantam et al., 2015). To mea-
sure the topic accuracy, we adopt the F-1 measure
for evaluating the entity and entity relationship with
or without sentimental polarity that are extracted
from the generated report and ground truth. The
micro-avg percentage scores are reported.

3.2 Baseline model and Experiment Setting
We compare the proposed approach with sev-
eral generation models, including SEQ. (Sutskever
et al., 2014), SEQA. (Bahdanau et al., 2014),
TRANS. (Vaswani et al., 2017), POINTERNET (See
et al., 2017), CVAE (Wang and Wan, 2019), T-
CVAE (Wang and Wan, 2019), CVAE-KD (Ren
et al., 2021b) and VTI (Najdenkoska et al., 2021).
For the proposed DEVTI model, we apply entity
relationship with sentimental polarity to optimize
the generator, denoted as DEVTI W/ S-ER. The
dimensions of hidden state and number of heads in
MHA are set as 512 and 8. The model is trained
with the learning rate 1e-5 with the mini-batch size
of 16. We run the experiments three times with dif-
ferent random seeds and report the average scores.
The Implementation details could be found in A.1.

3.3 Experimental Results and Analysis
We evaluate baseline and the proposed approaches
by the NLG metrics and classification accuracy

3https://github.com/tylin/coco-caption

metrics in Table 2 1st and 2nd sections.
Performance of Report Generation The pro-
posed DEVTI achieves comparative performances
in most of the NLG metrics. In addition, DEVTI
achieves best scores in accuracy of entity relation-
ship with sentimental polarity which is more chal-
lenging but critical for report usability and relia-
bility. Both results indicate the effectiveness of
learning disentangled latent variables for aligning
the topics between input news and target reports
while ensuring the language informativeness. One
possible reason could be that the relationship be-
tween entities with sentimental polarity mainly de-
termines the style and topic of the report reasoning
and inference. Thus, the latent variable of domain
knowledge could enhance the both language flu-
ency and topic accuracy coordinately.
Sensitivity Analysis To analyze how the label af-
fects the report generation performance, we con-
duct the experiments of learning DEVTI with dif-
ferent labels (as shown in 3rd section). The results
consistent with the commonsense that rich seman-
tic knowledge benefit the generation of long and
topic-accurate texts with domain-specific setting.

4 Conclusion

In this work, we propose a disentangled variational
topic inference (DeVTI) approach to enhance the
topic-accurate financial report generation. Two
latent variables are learned for the topic of news and
extra knowledge of reports. The experiments show
the effectiveness of the proposed DeVTI is able to
generate descriptive report with correct topics.
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Petar Veličković, Guillem Cucurull, Arantxa Casanova,
Adriana Romero, Pietro Lio, and Yoshua Bengio.
2017. Graph attention networks. arXiv preprint
arXiv:1710.10903.

22



Tianming Wang and Xiaojun Wan. 2019. T-cvae:
Transformer-based conditioned variational autoen-
coder for story completion. In IJCAI, pages 5233–
5239.

Wenguang Wang, Yonglin Xu, Chunhui Du, Yunwen
Chen, Yijie Wang, and Hui Wen. 2021. Data set
and evaluation of automated construction of financial
knowledge graph. Data Intelligence, 3(3):418–443.

Di You, Fenglin Liu, Shen Ge, Xiaoxia Xie, Jing Zhang,
and Xian Wu. 2021. Aligntransformer: Hierarchical
alignment of visual regions and disease tags for medi-
cal report generation. In International Conference on
Medical Image Computing and Computer-Assisted
Intervention, pages 72–82. Springer.

Tiancheng Zhao, Ran Zhao, and Maxine Eskenazi. 2017.
Learning discourse-level diversity for neural dialog
models using conditional variational autoencoders.
arXiv preprint arXiv:1703.10960.

A Appendix

A.1 Implementation via Deep Neural Network

As common practice in similar research (Kingma
and Welling, 2013; Najdenkoska et al., 2021),
qϕ(zx|x), qϕ(zy|l) and qψ(zy|y) are all parame-
terized as fully factorized Gaussian distributions
and inferred by multi-layer perceptrons (MLPs).
They are denoted as language prior module, label
posterior module and the language posterior mod-
ule. The proposed DeVTI model is illustrated in
Fig. 2. The log-likelihood is implemented as a
cross entropy loss based on the generated report
and ground-truth reports.
Topic Posterior Modules A matrix E is applied to
learn the pre-defined topic embedding. In addition,
we also learn the relationship between the topics by
the graph attention layer (Veličković et al., 2017).
A pair of topics are connected refer to their co-
occurrence in the same news-and-report pairs.
Language Prior and Posterior Modules A pre-
trained Financial BERT model is employed to learn
the token embedding of input text. The input news
is fed to the prior module while the target report is
fed to the posterior module. Noted that, the poste-
rior module produce the latent topics for guiding
the learning the generation, which only applied in
the training stage.
Report Generator Module We employ the trans-
former (Vaswani et al., 2017) as the decoder to
generate report. The transformer is composed of
multi-head attention module which is able to learn
the long dependency in news, report and news-to-
report. For each decoding step t, the hidden stats

ht is encoded from the input word features xt by
the standard encoder from Transformer,

xt = wt + et;ht = MHA(xt, x1:t), (9)

where wt and et are the word embedding and po-
sitional embedding, respectively. A multi-layers
transformer decoder is employed to generate the
proper report by the latent variable z, follow-
ing (Cornia et al., 2020; You et al., 2021), h′t is
calculated as,

h′t = MHA(ht, z). (10)

We apply L-layer MHA where each layer is fol-
lowed by the operations of residual connection (He
et al., 2016) and layer normalization (Ba et al.,
2016). Each word is predicted by y′t ∼ pt =
Softmax(h′tW

R) where WR ∈ RD×W is the lin-
ear projection to transform latent feature into word
embedding.
Report Classification Module We employ the
fully-connected network with the Sigmoid func-
tion as the binary classifier to predict each topic
from latent variable z,

p = Sigmoid(max(0, zW1 + b1)W2 + b2), (11)

where W∗ and b∗ are learnable parameters. The
classifiers are learned by weighted binary cross
entropy losses to reduce the label imbalance issue.

A.2 Label Construction
Entity-relationship Extraction We apply a finan-
cial research report-based knowledge graph4 to ex-
tract the financial entities and their relationships.
The 10 entity types include Industry, Organization,
Research report, Risk, Person, Product, Service,
Brand, Article and Indicator. The SPO triples of 19
entity relationships include (Industry, subordinate
of, Industry), (Organization, belong to, Industry),
(Research report, be related to, Industry), (Industry,
has, Risk), (Organization, has, Risks), (Organiza-
tion, be affiliated with, Organization), (Organiza-
tion, invest, Organization), (Organization, merge,
Organization), (Organization, be the customer of,
Organization), (Person, work for, Organization),
(Person, invest, Organization), (Research report,
be related to, Organization), (Organization, pro-
duce and sale, Product), (Organization, purchase,
Product), (Organization, provide, Service), (Orga-
nization, has, Brand), (Product, belong to, Brand),

4http://openkg.cn/dataset/fr2kg
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(Organization, publish, Article) and (Research re-
port, use, Indicators).

A financial BERT 5 followed a Conditional Ran-
dom Fields (CRF) model is learned to tag the token
with entities and predict the corresponding relation-
ships. The tagging model is trained by the official
code6. After that, the pre-trained tagging model is
applied to extract the entities and their relationships
from each sentence of the news-and-report data.
Sentiment Analysis We apply a open-source sen-
timent analysis toolkit7 to predict the sentimental
polarity of each sentence of the news-and-report
data. We set threshold as 0.9 such that one sentence
is predicted to be “Positive” or “Negative” only if
the related predicted probability is larger than 0.9;
otherwise it is predicted to be “Neutral”.

The extracted entities and their relationships
with the sentimental polarity of each sentence is
employed as a label of that sentence, while labels
of all sentences are constructed to be the multiple
labels of one news or report.

5https://github.com/valuesimplex/
FinBERT

6https://github.com/wgwang/
ccks2020-baseline

7https://github.com/baidu/Senta
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Abstract

Text embedding is an essential component
to build efficient natural language
applications based on text similarities such
as search engines and chatbots. Certain
industries like finance and healthcare
demand strict privacy-preserving conditions
that user’s data should not be exposed
to any potential malicious users even
including service providers. From a
privacy standpoint, text embeddings
seem impossible to be interpreted but
there is still a privacy risk that they can
be recovered to original texts through
inversion attacks. To satisfy such privacy
requirements, in this paper, we study a
Homomorphic Encryption (HE) based
text similarity inference. To validate our
method, we perform extensive experiments
on two vital text similarity tasks. Through
text embedding inversion tests, we
prove that the benchmark datasets are
vulnerable to inversion attacks and another
privacy preserving approach, dχ-privacy,
a relaxed version of Local Differential
Privacy method fails to prevent them.
We show that our approach preserves the
performance of models compared to that
the baseline has degradation up to 10% of
scores for the minimum security.

1 Introduction

Recently, various industries provide enhanced
user experiences through natural language
processing (NLP) applications. AI assistants
such as Amazon’s Alexa and Google Assistant
are representative examples that help users to
achieve their purposes with a wide range of
intentions. To build such complex applications,
it is common to utilize machine-learned
text representations, i.e., text embeddings to
infer similarities between texts (Cer et al.,

*Equal contribution

No. Query Text

1 I’m 13 . Can I buy supplies at a pet store without a parent/adult
present?

2 I earn $75K , have $30K in savings, no debt, rent from my
parents who are losing home. Should I buy home now or save?

3 How do I fold side-income into our budget so my husband
doesn’t know?

Table 1: Examples of query text containing sensitive
information from FIQA-2018 dataset. Sensitive texts
are marked with red color.

2018). Text embeddings facilitate the efficient
implementations of various NLP functions like
document search (Karpukhin et al., 2020),
intent decision (Humeau et al., 2020), and
dialogue response selection (Gu et al., 2020)
by leveraging precomputed embeddings for
real-time applications. However, such usage
of text embeddings poses emerging privacy
risks so-called inversion attacks that recover
the original texts from embeddings (Song and
Raghunathan, 2020).

User texts such as Know-Your-Customer1

inquiries in the finance domain frequently
contain privacy-sensitive data. The sensitive
data include not only personal information
which can identify users, but also their assets
and clues or intentions about their future
behaviors (Wheatley et al., 2016; Schwartz and
Solove, 2011). Table 1 shows example texts
with information that causes infringements on
user’s privacy if they are leaked to unauthorized
users. We define malicious users without
authorization for user’s privacy information
into two categories. First, external malicious
users perform attacks from outside of services
by accessing data or servers. Second, in certain
domains that require strict privacy preservation
such as finance, the data access from internal
malicious users even including service providers
should be prevented.

In this paper, we propose Homomorphic

1https://en.wikipedia.org/wiki/Know_your_customer
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Figure 1: An example of text embedding based finance service with privacy preservation. Our Homomorphic
Encryption method protects user data from (a) external and (b) internal malicious user attacks.

Encryption (HE) based text similarity inference
secure from inversion attacks by both external
and internal malicious users. It is possible
to satisfy such rigorous privacy-preserving
mechanism because HE approach enables
all computations to be performed without
decryption of the data (Cheon et al., 2017).
Other cryptographic technologies do not meet
the requirements because they need server-side
decryption for computation (Acar et al., 2018).
Another candidate method to resolve the above
problem like dχ-privacy, a variant of Local
Differential Privacy (LDP) should consider a
privacy-utility trade-off (Qu et al., 2021) in our
tasks.

Figure 1 shows an example of text embedding
based financial services using our HE method to
protect user’s query embedding from inversion
attacks. First, a large number of server-
side text embeddings such as documents for
search were precomputed and uploaded to
a centralized server in advance. Here, we
assume that server-side text embeddings are
not encrypted since service providers can
access the database. Service users generate
a public key and a secret key for homomorphic
encryption. Then they convert their query
texts into embeddings and encrypt them using
HE with their public key. When the users
send the encrypted query embedding to the
server, no external malicious user can access the
original data because of encryption. As a result,
we can protect an inversion attack at (a). Once
the encrypted query embeddings reach the
server, services can perform inference without

decrypting the data due to our HE-based
similarity function. During the inference, the
service provider cannot extract any information
from encrypted data because the HE secret
key is owned by the user only. Therefore, the
inversion attack point (b) is secure. Finally, the
server sends the still encrypted result securely,
and the user decrypts the result with the secret
key.

We perform extensive tests using well-known
benchmarks on two text similarity tasks,
semantic textual similarity and text retrieval.
The results on inversion attacks indicate that
text embeddings can be easily recovered to
original texts. Furthermore, we observe our
dχ-privacy baselines are not suitable to prevent
such attacks completely while maintaining the
performance of models. Specifically, it loses up
to 10% of scores at minor noise settings and
still shows information leakage. In contrast,
our method guarantees the protection from
inversion attacks and do not hurt performances.
To summarize, our contributions are:

• We demonstrate that well-known bechmarks
and pretrained text embedding models are
vulnerable to inversion attacks.

• We implement HE based text similarity
functions that can precisely approximate
original performance while preventing any
potential information leakage.

• Through extensive experiments, we prove
that our method achieves complete privacy-
preserving similarity tasks without hurting
the performance.
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2 Related Work
2.1 Text similarity with embeddings
Measuring text similarity is a fundamental
functionality for many NLP applications. To
overcome the limitation of lexical matching
(Robertson and Zaragoza, 2009) such as TF-
IDF and BM25, it is common to convert natural
language text into text embeddings (Reimers
and Gurevych, 2019) capturing the semantic
meaning of texts as a form of vectors because
it can represent rich contextual information.
Using text embeddings, the similarity between
texts can be interpreted as distances between
data points in a vector space. These properties
facilitate efficient computations of large-scale
text similarity inference because embeddings
can be precomputed and used in real-time
applications without inference considering
many parameters (Karpukhin et al., 2020). In
practice, large amounts of texts such as search
documents are precomputed whereas real-time
data from users such as short search-queries
require the embedding process on the fly. The
relevancy between query and documents can
be calculated with similarity functions such as
cosine similarity or dot product. Formally (1),
given text embeddings for query and document,
Eq and Ed, the similarity between query q and
each document d is computed with a similarity
function:

sim = funct(Eq(q), Ed(d))
(1)

2.2 Privacy-preserving in NLP
Although homomorphic computation basically
takes numerical data as its input, much
recent research shows attempts to apply
HE to text data (Lee et al., 2022; Chen
et al., 2022). However, these works mainly
consider encrypted classification tasks on text
embeddings. In this study, we focus on the text
embedding based text similarity applications.
Compared to classification task settings, the
service scenario using text similarity is more
suitable to take the advantage of using HE.
This is because huge text embeddings are
stored in a centralized server and users need
to send query texts to the server to get
inference results. In the process of it, they
want their queries, which may contain sensitive

information, not to be exposed to the server
and still receive a response as expected.

The authors in (Feyisetan et al., 2020)
proposed dχ-privacy for privacy-preserving
approach on textual data. However, their
method requires to select a privacy parameter ϵ
very carefully. Our baseline experiment results
using dχ-privacy showed low performance. The
work in (Xiong et al., 2022) proposed how
to evaluate a privacy risk on text data using
semantic correlation. Our HE-based method
using CKKS provides a practically complete
security in terms of this privacy risk assessment
since it ensures a 128-bit level of security and no
information leakage occurs without decryption
using a secret key. Other prior HE-based
works such as (Yu et al., 2017) and (Nautsch
et al., 2018) do not compute cosine similarity
directly because the HE schemes they use do
not support bootstrapping.

3 Method

In this section, we propose our Homomorphic
Encryption (HE) based method to protect
text data privacy. To achieve this, our goal
is to approximate text similarity functions
for given text embeddings in an encrypted
state using the CKKS scheme. Formally,
similar to the definition in (1), we implement
encrypted similarity function funct∗ that
computes the encrypted similarity result sim∗
from encrypted text embeddings in order to
achieve sim∗ ≈ sim(1) as much as possible.2

sim∗ = funct∗(Enc(Eq(q)), Ed(d))

3.1 Homomorphic Encryption : CKKS
Scheme

Homomorphic Encryption is a cryptographic
primitive that can support computations on
encrypted data without decryption. After
performing computations in encrypted state,
the decrypted output is the same as if we
performed the computations in plaintext.

We adopt the CKKS scheme (Cheon et al.,
2017, 2018a, 2019) that supports approximate
arithmetic operations over encrypted real-
valued vectors. While other HE schemes

2Asterisks(*) indicate a ciphertext or a computation
in ciphertext.
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such as BGV (Brakerski et al., 2011) and
BFV (Fan and Vercauteren, 2012) can be
applied for computations over integers, the
fourth generation HE scheme, CKKS supports
encrypted computations over real and complex
numbers. This advantage provides scalability
of encrypted computation to many applications
in the real world. More details of the CKKS
scheme can be found in (Cheon et al., 2017).

CKKS is a leveled HE scheme (Lee et al.,
2022). This implies that a given ciphertext
has a bounded depth to perform operations;
the number of operations we can perform
repeatedly is limited due to noise increase in
computation. If we multiply two ciphertexts
of level l, the output is a ciphertext of level
l − 1, which means the remained number of
operations is reduced by 1. For this reason, we
need a unique operation called bootstrapping to
resolve this level reduction. The bootstrapping
operation refreshes a ciphertext increasing its
level higher so the number of possible operation
times increases. The following HE operations
are available over ciphertexts of given real-
valued vectors pt1 and pt2 in plaintext.

• Add(ct1, ct2): output a ciphertext of pt1+pt2,
where + is the slot-wise addition.

• Mult(ct1, ct2): output a ciphertext of
pt1 ⊙ pt2, where ⊙ is the slot-wise
multiplication.

• Bootstrap(ct1): output a ciphertext of pt1
at refreshed level.

In addition, it is worth to note that
homomorphic operations can be performed
on a plaintext and a ciphertext together
as the operands of operations (Carpov and
Sirdey, 2015). We can take the advantage of
a plaintext-ciphertext operation because the
noise increase is less than that of between both
ciphertext operation. This flexibility enables
us to consider various user scenarios depending
on what to be protected.

For our tasks, we adopt the cosine similarity
as our relevance score. Recall the cosine
similarity of two vectors is defined as follows:

cos θ = u · v
∥u∥∥v∥

= u1v1 + · · ·+ unvn√(
u2

1 + · · ·+ u2
n

)× (
v2

1 + · · ·+ v2
n

)

where u and v are n-dimensional vectors and
θ is the angle between them, which indicates
how close they are. Since HE supports addition
and multiplication only, it is essential to
approximate an arbitrary operation with an
appropriate polynomial. In our task, the
approximation we need is the square root
inverse function. To implement this, we
apply Newton’s method (Panda, 2021) of the
following form to approximate the square root
inverse in an encrypted state.

yn+1 = 1
2yn(3− xy2

n)

The input domain of the function is 1 ≤ x ≤ 222

and precision is 3 × 10−7. For each iteration,
the polynomial equation is updated recursively.
Note that the function converges with an initial
value y0 satisfying |1−xy2

0| < 1. Here is a brief
error analysis of the approximation:

1− xy2
n+1 = 1

4xy2
n(3− xy2

n)2

= (1− xy2
n)2(1− xy2

n

4 )
...

= (1− xy2
0)2n+1

n∏

k=0
(1− xy2

k

4 )2n−k

where n denotes the number of iterations.
Inference In a real-world scenario for

HE based similarity inference, the workflow
requires the procedure for en/decryption of
data. Procedure 1 describes how a client
and a server can communicate in the process
of a document search service while achieving
privacy-preserving. One might concern that
the most relevant document index with
decrypted at the end might imply information
about the query. To resolve this concern, a
client can generate random indices and send
the target index with them to the server.

Security Lastly, we emphasize that our
HE parameters ensure 128-bit security level,
which implies 2128 operations are required to
recover the plaintext from a ciphertext with
the current best algorithm (Cheon et al., 2022).
Thus, a homomorphically encrypted ciphertext
is securely protected and cannot be revealed
without access to the secret key for decryption.

28



Procedure 1 Find most relevant document
Initialize

D //service documents for search
Ed, Eq //text embedding models
funct∗ //HE based similarity function
Demb ← Ed(D)

Client
1: Generate a public key pk and a secret key sk
2: Qtext ← User input query text
3: Qemb ← Eq(Qtext)
4: Qemb∗ ← Encpk(Qemb)
5: Qemb∗, pk → Server

Server
6: return sim∗ ← funct∗(Qemb∗, Demb) with pk

Client
7: sim ← Decsk(sim∗) with sk
8: index ← argmax(sim)
9: index → Server

Server
10: return document ← D[index]

4 Experiments
4.1 Text Similarity Tasks
To evaluate our approach, we consider two text
similarity task settings: STS (Semantic textual
similarity) and Text retrieval. We provide
the brief descriptions on the tasks.

• STS (Semantic textual similarity): The
task assesses the ability to inference the
semantic similarity of given text pairs.
Specifically, we measure the correlation
between ground truth labels judged by
human, and similarity scores predicted
by models. Following previous studies
(Reimers and Gurevych, 2019), we consider
a set of seven well-known semantic textual
similarity datasets, STS 2012–2016 (Agirre
et al., 2012, 2013, 2014, 2015, 2016), STS
Benchmark (Cer et al., 2017) and SICK-
Relatedness (Marelli et al., 2014). Each
dataset has a set of text pairs and the
corresponding ground truth labels indicating
semantic relevances. We compute the
cosine similarity between text embeddings
and measure the correlation between the
similarities and the ground truth labels.
Following Gao et al. (2021), we utilize
Spearman’s correlation evaluation script
from the SentEval toolkit3 (Conneau and
Kiela, 2018).
3https://github.com/facebookresearch/SentEval

• Text Retrieval: The task computes
list-wise relevance scores i.e. dot product
between a query and documents to be
searched. The documents are sorted
according to the scores and the task assesses
text retrieval quality based on the rank of
correct documents. Following the recent
works (Gao and Callan, 2021; Santhanam
et al., 2022), we evaluate text retrieval
performances with the BEIR benchmark
(Thakur et al., 2021), which aims to
evaluate zero-shot retrieval performance of
text embedding models. We consider five
datasets: FiQA-2018, NFCorpus, ArguAna,
SCIDOCS, and SciFact. Each dataset
contains domain-specific text data. For
instance, FiQA-2018 consists of finance
search queries which are representative
examples of privacy-sensitive texts.

We use publicly open text embedding models
without additional fine-tuning to demonstrate
that our approach can be applied generally
to any existing text embedding models. For
STS and text retrieval, we use SimCSE4 and
DistilBERT 5 checkpoints from huggingface
transformers (Wolf et al., 2020) as our
backbone models, respectively. More details
about evaluation settings can be found in
Appendix A.

4.2 Privacy-Preserving Baseline
1. Plaintext: The results from text

embeddings without privacy-preserving
schemes are obvious counterparts to be
compared with privacy-preserved ones. In
the rest of this paper, we denote them
as plaintext. The common objective of
our method and other privacy-preserving
baselines is to precisely approximate the
performances of plaintext while preventing
the exposure of original information.

2. dχ-privacy: Following Qu et al. (2021) and
Lee et al. (2022), we consider dχ-privacy,
which is a relaxed variant of noise-based
local differential privacy (LDP) methods
as our baseline. The method prevents
information leakage of text embeddings
4https://huggingface.co/princeton-nlp/sup-simcse-

bert-base-uncased
5https://huggingface.co/sentence-

transformers/msmarco-distilbert-base-v3
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SentEval BEIR benchmark
STS12 STS13 STS14 STS15 STS16 STS-B SICK-R FiQA-2018 NFCorpus ArguAna SCIDOCS SciFact

Plaintext 0.1617 0.1381 0.1493 0.1496 0.1033 0.2489 0.1325 0.6281 0.4731 0.0797 0.1556 0.6098

η = 175 0.0492 0.0546 0.0466 0.0441 0.0321 0.0699 0.0232 0.5718 0.3237 0.0694 0.1132 0.4806
η = 150 0.0407 0.0505 0.0425 0.0392 0.0318 0.0592 0.0262 0.5715 0.3175 0.0638 0.1154 0.5101
η = 125 0.0333 0.0406 0.0344 0.0296 0.0254 0.0465 0.0178 0.5603 0.3225 0.0560 0.0984 0.4756
η = 100 0.0248 0.0280 0.0235 0.0211 0.0152 0.0350 0.0114 0.5060 0.2245 0.0494 0.0823 0.4175
η = 75 0.0139 0.0141 0.0115 0.0101 0.0075 0.0190 0.0040 0.4347 0.1827 0.0375 0.0558 0.2844
η = 50 0.0031 0.0027 0.0019 0.0016 0.0017 0.0049 0.0007 0.3204 0.0910 0.0249 0.0283 0.1439

Table 2: Performance of Text Embedding Inversion. Black-box inversion on text embeddings with text data
from SentEval and BEIR benchmark. We report the F1 scores of multi-label classifiers predicting words in original
text from given text embeddings.

SentEval BEIR benchmark
Name STS12 STS13 STS14 STS15 STS16 STSB SICK-R FiQA-2018 NFCorpus ArguAna SCIDOCS SciFact
#Texts 3,108 1,500 3,750 3,000 1,186 1,379 4,927 648 323 1,406 1,000 300
#Avg words 6.33 6.48 6.09 5.88 5.96 5.76 4.94 6.48 2.59 108.38 7.80 9.12

Table 3: Statistics of evaluation text data. #Texts indicates the number of sentence pairs and queries. #Avg
words show the number of average words per sentence and query.

through the noise injection privatization.
For a given embedding x and sampled noise
N , the privatized embedding is P (x) = x +
N . We sample N ∈ Rn by N = rp where
r is sampled from the Gamma distribution
Γ(n, 1

η ) and p is sampled from the uniform
distribution Bn. Same as Lee et al. (2022),
we measure performances at six noise levels
(η = 175, 150, 125, 100, 75, 50). Lower η
indicates higher noise to embeddings and
better privacy-preserving.

4.3 Text Embedding Inversion
We investigate inversion risk existing in text
similarity tasks. Song and Raghunathan (2020)
suggests two methods for embedding inversion
attack, namely, white-box and black-box
inversion. We choose black-box inversion
since it assumes that an attacker only can
access text embeddings but no access to model
itself. This property is suitable for our
privacy-preserving concerns on the applications
which utilize precomputed embeddings for text
similarity inference. Black-box inversion, in a
nutshell, trains a multi-label classifier which
takes text embeddings as inputs and predicts
words in original texts.

max
ϕ

∑

s∈S

∑

w∈W

log pϕ(w|E(s))

Formally, for any pretrained text embedding
model E, we train an inversion model ϕ by
maximizing the log-likelihood where S and W
are a set of training sentences and a set of
words in a sentence, respectively.

Implementation As an inversion model,
we use a simple 1-layer MLP which shows
enough performance to extract meaningful
information from given text embeddings in our
test. To train the inversion model, we sample
sentences from BookCorpus (Zhu et al., 2015)
and take the train-split texts from benchmark
datasets. To choose the best checkpoints and
the thresholds for classifiers, we also make
the validation data by using BookCorpus and
the development split of benchmark datasets.
For more detail settings on text embedding
inversion test, see Appendix B.

Result Table 2 shows the performances (F1
measurement) of inversion models. We measure
F1 scores for the extracted words filtered by
the best threshold selected by validation data.
Note that our HE approach is not included in
the test because it provides complete security
(see Section 3.1). First, we can find the
inversion models successfully extract original
texts from plaintext embeddings. However,
compared to typical classification tasks, the
models show poor performances (less than
0.5 point) on overall F1 scores (except for
FIQA-2018 and SciFact). This is because
the model should perform extreme multi-label
classification (Chalkidis et al., 2019) with a
large number of classes i.e. the vocab size,
which is roughly 20,000 words. We can see
that inversion models show worst performance
on the ArguAna retrieval dataset, it is because
ArguAna consists of search queries much longer
than other datasets (presented in Table 3).
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Original text from FIQA-2018:
15 year mortgage vs 30 year paid off in 15
Plaintext vs, year, mortgag, 30, paid, 15
η = 175 vs, paid, mortgag, year, loan, 30
η = 150 vs, mortgag, paid, year, pay, 15
η = 125 vs, paid, month, bore, 30, pay
η = 100 vs, mortgag, 30, paid, pay
η = 75 vs, 30, paid, spare, mortgag, tore
η = 50 paid, vs, common, pay, hunch

Original text from STS-B:
a man is singing and playing a guitar
Plaintext guitar, sing, man, play, fluid
η = 175 guitar, play, man, banana, trampolin, sing
η = 150 guitar, play, man, banana, trampolin, afghanistan
η = 125 guitar, play, banana, man, afghanistan, nadia
η = 100 guitar, banana, afghanistan, play, nadia, afghan
η = 75 guitar
η = 50 -

Table 4: Result of Text Embedding Inversion with
texts from FIQA-2018 and STS-B. The words with
red color are correctly predicted ones.

Meanwhile, inversion models show different
overall performances on STS and text retrieval
benchmarks. This might be due to two factors,
which are: 1) SentEval and BEIR benchmark
have different domains of texts i.e. sentences
on common domain and search queries for
diverse domains such as finance science; 2)
most importantly, they use their own text
embedding models, SimCSE and DistilBERT.
Even though the overall performance on STS
does not reach that of text retrieval, inversion
models still extract unneglectable amount of
original information. At lowest noise value
(η = 175), the model loses more than half
of its performance in the plaintext setting.
After that, the results clearly show that the
more noise we add the less original information
extracted. When a noise reaches the highest
value (η = 50), inversion model shows F1 scores
less than 0.01 point on all STS datasets. On
the other hand, for text retrieval, the model
still has moderate performances (greater than
0.3 point at most).

Qualitative Analysis We analyze two
examples of text embedding inversion in order
to provide an qualitative analysis. We bring
two examples of texts from FIQA-2018 and
STS-B shown in Table 4. We enumerate
extracted words up to Top-6 words ordered
by their likelihood scores. We set the number
of top words based on the analysis from
Table 3, which shows the number of average
tokens on most datasets is about 6. We
first see the example from FIQA-2018. From

the plaintext embedding, the inversion model
successfully extracts a set of words (vs, year,
mortgag, 30, paid, 15 ) that represent the
semantic information of original text and have
no false positive words. After we add lowest
noise (η = 175) to the embedding, the model
starts to confuse semantically related words
(mortgag → loan, paid → pay). At highest
noise (η = 50), the model starts to extract
completely unrelated words such as common,
hunch. We can observe similar patterns on
the example of STS-B. The inversion model
extracts all important words (guitar, sing,
man, play) and only one false positive word
(fluid) from the plaintext embedding. After
we maximize the noise, the model failed to
extract any words (filtered by a threshold). By
using dχ-privacy, it is possible to alleviate the
embedding inversion but not enough to prevent
it completely. These results demonstrate how
vulnerable text embeddings are in terms of
potential information leakages. For more
examples on other datasets, see Appendix C.

4.4 Text Similarity Evaluation
Implementation We implemented HE
methods with the full residual number system
(RNS) of the CKKS scheme (Cheon et al.,
2018b) that supports bootstrapping on GPU.
We utilized approximation of the square root
inverse with a vector-vector multiplication in
STS and a vector-matrix multiplication to
compute dot products in Text Retrieval. Note
that we only encrypt query texts in retrieval
settings since we suppose a situation where
documents are open to the public and need
not to be protected. Similar to computing
cosine similarity, other similarity functions like
dot product can be easily implemented with
additions and multiplications in an encrypted
state. For detailed descriptions of our HE
parameters, refer to Appendix D.

Semantic Textual Similarity Table 5
shows the performance results on STS datasets.
To accurately validate the approximation
performance of our HE method, we report
the Spearman’s correlation scores displaying
floating point numbers up to seven decimal
point. At the first step of noise (η = 175),
the noise-based perturbation, dχ privacy loses
about 10% of plaintext performance in average.
It shows the largest drop at STS-12 (75.2961809

31



STS-12 STS-13 STS-14 STS-15 STS-16 STS-B SICK-R Avg

Plaintext 75.2961809 84.6670451 80.1894789 85.3988064 80.8192094 84.1348744 80.3869902 81.5561381
η = 175 51.7546246 74.0075826 67.1210473 81.6210128 69.9514644 78.9265977 78.1727766 71.6507294
η = 150 48.2063251 71.9283803 64.6684534 80.4148958 67.3609882 77.2761905 77.0743311 69.5613663
η = 125 44.3021020 69.2406938 61.6506406 78.6018538 63.8953096 74.9027321 75.2612661 66.8363711
η = 100 39.9374092 65.3637801 57.6159417 75.5333165 58.9898118 71.1861685 72.0707709 62.9567427
η = 75 34.4587947 58.1591253 50.9218122 69.1092061 51.0846282 64.1191090 65.5976507 56.2071895
η = 50 25.1756964 41.6619297 36.5166211 52.4056402 35.6048580 47.1511518 49.2968972 41.1161135

HE (Ours) 75.2984575 84.6670451 80.1894864 85.3988015 80.8192093 84.1348781 80.3870014 81.5564113
diff. w plaintext 0.0022766 - 0.0000075 -0.0000049 -0.0000001 0.0000036 0.0000112 0.0003277

Table 5: Performance of Semantic Textual Similarity task. We report Spearman’s correlation scores
using the SentEval toolkit. At the bottom of the table, we show the gap between Plaintext results and HE
approximations. Values in bold denote better scores.

FiQA-2018 NFCorpus ArguAna SCIDOCS SciFact
Plaintext 0.2569705 0.2564896 0.4261360 0.1332835 0.5378220
η = 175 0.2384545 0.2568275 0.4177632 0.1263631 0.5305757
η = 150 0.2327629 0.2533514 0.4136059 0.1252494 0.4925842
η = 125 0.2262708 0.2521192 0.4073824 0.1204473 0.5075745
η = 100 0.2142368 0.2478810 0.3909309 0.1112396 0.4824138
η = 75 0.1850581 0.2281045 0.3484871 0.0938708 0.4300155
η = 50 0.1071001 0.1670855 0.2334603 0.0499934 0.2653896

HE (Ours) 0.2569705 0.2564895 0.4259367 0.1332835 0.5378219
diff. w plaintext - -0.0000001 -0.0001993 - -0.0000001

Table 6: Performance of Text Retrieval task. We
report nDCG@10 scores.

→ 51.7546246). After the representation of
text embeddings are highly collapsed with
large noise (η = 50), the average correlation
scores down to the half of the original score
(81.5561381→ 41.1161135). On the other hand,
we can see that our HE method preserves the
performance of plaintext almost completely.
The method lose scores less than 10−5 point
from plaintext (at most 0.0000049 point on
STS-15). We can also observe the increase of
scores at STS-12, STS-14, STS-B and SICK-
R datasets. This happens to occur because
the noises during encryption may influence
in a positive way to compute the scores. As
a result, in terms of average score, plaintext
and our approach have almost the same scores
(less than 10−3 point difference between them).
In particular, the average absolute deviation
between the plaintext cosine similarity scores
and the ciphertext cosine similarity scores
is from 3.89 × 10−8 in STS15 (lowest) to
5.08× 10−8 in STS12 (highest).

Text Retrieval Table 5 shows the
experimental results on text retrieval datasets.
We report nDCG(Normalized Discounted
Cumulative Gain) scores. Different from
the results on STS datasets, the dχ-privacy
method shows relatively robust performances
on text retrieval. We can observe little
performance degradation (less than 5%) on

most datasets (except for FIQA-2018). Even if
we increase noise further, it still maintain small
degradation (less than 10%). We think theses
differences comes from their evaluation metrics
(spearman’s correlation and nDCG). Since the
correlation measures the difference between
ground truth similarities and predicted ones,
the noise directly affects the final correlation
scores although the noise is small. In contrast,
nDCG is measured by the rank of documents
which remain the same if the noise only affects
to the relevance scores but not to the rank of
documents. However, at the last noise step (η
= 50), the scores drop under 50% of original
scores similar to the results on STS datasets.
On the other hand, same as the STS result, our
HE method maintains plaintext performance
with little degradation (at most 0.0001993 point
on ArguAna). More precisely, the average
absolute deviation between the dot-products
in plaintext and those in ciphertext lies from
3.67× 10−8 in SciFact (lowest) to 3.94× 10−8

in NFCorpus (highest).

5 Conclusions

In this paper, we proposed homomorphic
encryption based text similarity inference with
text embeddings. With our method, users
can utilize text embedding based services
without revealing the original text, which can
be recovered through inversion attacks as we
demonstrated in the experiment 4.3. Extensive
experiments 4.4 on two text similarity tasks
proved that our approach does not harm the
performance of models. In contrast, the dχ-
privacy baselines fail to achieve protection
from inversion attacks without performance
degradation. We hope that this work lays
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the groundwork for the secure usage of text
embeddings in privacy-sensitive industries like
finance and more future works on the practical
usage of our HE approach by resolving the
current limitations.

Limitations

Our HE-based methods report that a vector-
vector multiplication in STS takes roughly
30 to 40 ms per text on average. For text
retrieval, a vector-matrix multiplication per
query takes approximately 0.6 to 0.7 seconds
against 1,000 documents in our benchmark
datasets on average. The computation time
increases linearly depending on the number of
documents. Since operations in an encrypted
state are computationally expensive, efficiency
need to improve in computing time to provide
document search services over large amounts
of corpora for a practical use.

For efficient search with text embedding
similarities, modern applications equip with
approximate search frameworks like faiss6.
Such method becomes more crucial when
handling open-domain search corpus like
Wikipedia (larger than 5 million of documents).
Since the HE implementation in this paper
focuses on relatively simple similarity functions
like cosine similarity, it is non-trivial to be
directly incorporated with existing frameworks
and algorithms that utilize complex data
structures and operations like hashing and
graph-based search. Therefore, one of our
future works will be the research on the
implementation of the HE based efficient search
methods.
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books. In The IEEE International Conference
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A Experimental Settings for Text
Similarity Tasks

Hyperparameters for text embedding models
are shown in Table 7. We only report the
parameters necessary for inference because
we do not fine-tune the models at all. The
models used for two text similarity tasks
have differences on 1) their pooling strategies
which decides the way to aggregate transformer
hidden states to single text embedding, 2) the
similarity functions to calculate the relevancy
between text embeddings.

Hyperparams SimCSE DistilBERT
Pooling strategy [CLS] mean
Max sequence length 512 512
Embedding size 768 768
Similarity cosine dot product

Table 7: Hyperparams for text embedding model test.

B Experimental Settings for Text
Embedding Inversion

Hyperparameters for inversion model are
shown in Table 8. We sample 100k sentences
from BookCorpus as train data. We choose the
best threshold parameter based on the results
with thresholds from 0.6 to 1.0 with an interval
0.05. As a result, 0.90 and 0.95 thresholds are
selected for SentEval and BEIR benchmark,
respectively. To build the vocabulary for
inversion model predictions, we tokenize given
texts with spacy7 and postprocess them by
removing stopwords and normalizing words
with lemmatization8.

Hyperparams Inversion Model
Learning rate 0.001
Max epoch 100
Batch size 64
Hidden size 768
Threshold range [0.6, 1.0]

Table 8: Hyperparams for inversion model training and
test.

7https://spacy.io/
8https://www.nltk.org/index.html

C Text Embedding Inversion
Results

Table 9 shows additional text embedding
inversion results from NFCorpus, SCIDOCS,
SciFact, and SICK-R.

Original text from NFCorpus:
Do Cholesterol Statin Drugs Cause Breast Cancer?
Plaintext cholesterol, cancer, caus, statin, drug, breast
η = 175 cholesterol, caus, statin, cancer, breast, exact
η = 150 cholesterol, cancer, statin, breast, drug, caus
η = 125 cholesterol, cancer, statin, breast, caus
η = 100 cholesterol, breast, caus, cancer, statin
η = 75 cholesterol, cancer, statin, breast, drug, induc
η = 50 cholesterol, cancer, statin, breast, soar
Original text from SCIDOCS:
Digital image forensics: a booklet for beginners
Plaintext beginn, digit, imag, begin, twelv
η = 175 digit, beginn, photograph, slowli, fascin, pictur
η = 150 digit, beginn, photograph, fool, examin, pictur
η = 125 beginn, digit, photograph, photo, imag, dive
η = 100 photograph, pictur, imag, digit, beginn, studi
η = 75 photograph, digit, absorb, prod, fascin
η = 50 drawer, manual, photo, examin, lectur, memor
Original text from SciFact:
0-dimensional biomaterials show inductive properties.
Plaintext biomateri, dimension, induct, properti
η = 175 dimension, biomateri, induct, properti, note
η = 150 induct, dimension, biomateri, feminin, tight, close
η = 125 biomateri, dimension, properti
η = 100 biomateri, dimension, induct, element, feminin, announc
η = 75 induct, scrub, tentat, dealt, project, show
η = 50 dimension, agon, daze, biomateri, induct, darren
Original text from SICK-R:
A black dog on a leash is walking in the water
Plaintext dog, black, collar
η = 175 black, bella
η = 150 black, bella
η = 125 black, bella
η = 100 black, bella
η = 75 mall, daypack
η = 50 -

Table 9: Result of Text Embedding Inversion

D Our HE parameter selection
For STS, we selected CKKS parameter whose
dimension N = 216 and its modulus q is
21555. For text retrieval, since dot products
only require additions and multiplications,
we select a ciphertext parameter preset for
Somewhat Homomorphic Encryption (Gentry,
2009) for efficiency in computation. We choose
a parameter set where dimension N is 213 so
each ciphertext block consists of 213−1 = 4, 096
slots and its modulus q ≈ 2217 guarantees a 128-
bit security level under SparseLWE-estimator.
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Abstract

Stock sentiment has strong correlations
with the stock market but traditional senti-
ment analysis task classifies sentiment ac-
cording to having feelings and emotions of
good or bad. This definition of sentiment
is not an accurate indicator of public opin-
ion about specific stocks. To bridge this
gap, we introduce a new task of stock senti-
ment analysis and present a new dataset for
this task named TweetFinSent. In Tweet-
FinSent, tweets are annotated based on
if one gained or expected to gain posi-
tive or negative return from a stock. Ex-
periments on TweetFinSent with several
sentiment analysis models from lexicon-
based to transformer-based have been con-
ducted. Experimental results show that
TweetFinSent dataset constitutes a chal-
lenging problem and there is ample room for
improvement on the stock sentiment analy-
sis task. TweetFinSent is available at https:
//github.com/jpmcair/tweetfinsent.

1 Introduction
Sentiment analysis, as a classical research prob-
lem in machine learning and natural language
processing, aims to analyze peoples opinions,
sentiments, and emotions towards entities such
as products, services, organizations, individu-
als, and their attributes (Liu, 2012). A large
amount of attention in industry and research
community has been given to analysing sen-
timent of Twitter feeds. This has been done
to analyse the effectiveness and predicting the
result of election campaigns (Wang et al., 2012;
Ramteke et al., 2016), analyse Twitter mood
during the Covid-19 outbreak (Manguri et al.,
2020; Dubey, 2020) and to analyse and predict
the stock market. It has been repeatedly shown
in literature that the Twitter sentiment has
strong correlations with the stock market, with
several works on predicting the stock market

movement based on Twitter sentiment (Bollen
and Mao, 2011; Bollen et al., 2011; Mittal and
Goel, 2012). For instance, recent discussions of
meme stocks on social media such as Twitter
and Reddit have attracted significant atten-
tion and influenced the sentiment of investors
especially young and inexperienced investors1.
Therefore, it is of great value to analyse stock
sentiment in both practice and research.

Despite the wide interest and importance,
most existing research on sentiment analysis
focused on distinguishing if the text contains or
a user has feelings or emotions of good or bad.
However, in the financial domain, we would like
to analyse more specific and concrete sentiment,
i.e., we aim to re-calibrate the definition of sen-
timent to include this desired property such as
gaining or expecting to gain positive or nega-
tive return from a stock. Although traditional
sentiment analysis of Twitter feeds correlates
with the stock market dynamics to some extent,
it is not an accurate indicator of public opin-
ion about financial returns of specific stocks.
In worst case, traditional sentiment analysis
methods may classify tweets into controversy
sentiment due to various factors such as finance-
specific terms. Some representative examples
are shown in Table 1. To bridge the gap, we in-
troduce the concept of stock sentiment, where
a positive sentiment indicates the opinion of a
stock value increasing, a negative sentiment in-
dicates the opinion of a stock value decreasing,
and a neutral sentiment indicating that the
given sentence does not make predictions for
either. Stock sentiment is inherently related to
the mention of a specific stock in the sentence.
Based on the new definition of stock sentiment,
we introduce the task of stock sentiment analy-
sis, underlining the need for moving away from
the traditional sentiment analysis definition.

1https://en.wikipedia.org/wiki/Meme_stock
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Table 1: Some examples showing the differences between traditional sentiment and stock sentiment. For
the traditional sentiment analysis, RoBERTa-base model trained on 124M tweets and fine-tuned for
sentiment analysis with the TweetEval benchmark (Loureiro et al., 2022) is used.

Tweet Target Ticker Traditional Sentiment Stock Sentiment
Bubbles burst an any given moment.
Maybe $TSLA bubble will burst with
the Bitcoin buy.

$TSLA Neutral Negative

$BABA is on yolo status and
I almost sold $BIDU lol. $BABA Neutral Positive

$SOFI Not touching it. I love the company
though. We all know the rules, and know
what happens during the lockup expiry

$SOFI Positive Negative

Buy the f*cking dip! Hold the line!
$AMC $GME $NOK $AMC Negative Positive

We then construct an expert-annotated dataset
for stock sentiment analysis called TweetFin-
Sent which will be made publicly available to
the research community. We benchmark this
dataset with various state-of-the-art baselines.
Experimental results show that TweetFinSent
dataset constitutes a challenging problem and
there is ample room for improvement on the
stock sentiment analysis task.

In summary, our main contributions are
three-fold:

• We construct and release TweetFinSent, a
new Twitter stock sentiment dataset. To
the best of our knowledge, this is the first
resource for stock sentiment analysis.

• We demonstrate the utility of the Tweet-
FinSent dataset by evaluating different
types of state-of-the-art sentiment analy-
sis models on our dataset.

• We investigate the performance of different
baselines and outline the challenge of the
stock sentiment analysis task and future
directions.

2 Related Work

The tremendous growth of unstructured text
data has spurred research in NLP, especially in
the area of sentiment analysis, which involves
classifying and analyzing of people’s opinions,
emotions, and sentiments from textual data
(Liu, 2012). In NLP, sentiment analysis plays
a significant role in analyzing the emotions or
feelings behind written texts which serve differ-
ent purposes depending on the domain of its
applications. Since sentiment analysis is an in-
creasingly valuable tool for many organisations
to enhances their decision-making, it has been
extended to variety of use cases. However, we’d
like to argue the use case of this study is unique

in the sense that stock sentiment on Twitter
is considerably different from traditional sen-
timent analysis. In the following, we review
most relevant prior work and then highlight
the value of our study and dataset.

Twitter sentiment analysis: Twitter sen-
timent analysis is an important area and has
attracted much attention. It is considered a
more challenging problem than general senti-
ment analysis on conventional texts because
of the frequent use of slang, irregular words,
informal words, and a vast number of tweets
on various topics. Twitter sentiment analy-
sis has applications in business management,
public actions understanding, political anal-
ysis, and other domains. Previous works in
Twitter sentiment analysis include sentiment
analysis to assist stock prediction (Qasem et al.,
2015; Pagolu et al., 2016), discovering brand
perception (Arora et al., 2015; Gursoy et al.,
2017), and analyzing and predicting election re-
sults (Xia et al., 2021; Budiharto and Meiliana,
2018). Researchers proposed different meth-
ods to solve this problem including lexicon-
based (Elbagir and Yang, 2019), machine learn-
ing (Qasem et al., 2015), and hybrid methods
(Kolchyna et al., 2015). Recent works (Bozanta
et al., 2021; Mathew and Bindu, 2020) have ap-
plied transformers for sentiment analysis tasks.

Stock sentiment analysis: stock senti-
ment analysis significantly differs from general
sentiment. It differs in terms of domain and
purpose. The purpose behind stock sentiment
analysis is usually to predict the stock mar-
kets reaction to the sentiments hidden in the
text. Previous works have attempted to fore-
cast stock prices using price history. Recent
works have begun using textual data for predict-
ing the stock markets reaction. For example,
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stock market values were predicted using news
articles (Kalyani et al., 2016), news headlines
(Nemes and Kiss, 2021), and sentiments on
social media (Qasem et al., 2015; Mittal and
Goel, 2012). Apple Inc. companys news data
were collected by (Kalyani et al., 2016) and
performed sentiment analysis using supervised
machine learning to understand the relation-
ship between news and stock trend. Sentiment
analysis of economic news headlines was used
by (Nemes and Kiss, 2021) to predict the stock
value changes for giant tech companies. (Xing
et al., 2020) investigated the error patterns of
some widely acknowledged sentiment analysis
methods in the finance domain. There have
been several sources of data for stock senti-
ment analysis. Popular sources of data include
Financial PhraseBank (Araci, 2019), Yahoo Fi-
nance (Koukaras et al., 2022), Finviz (Nemes
and Kiss, 2021), StockTwits Data (Araci, 2019),
and SemEval (Cortis et al., 2017).

Twitter sentiment for stock analysis:
Since Twitter provides a real-time information
channel that can generate information about
the market even before the leading newswires,
it has been investigated for stock analysis. For
example, (Souza et al., 2015) showed that so-
cial media can be a valuable source in the
analysis of the financial dynamics in the re-
tail sector. Also, the collective mood states
(happy, calm) derived from large-scale Twit-
ter feeds were correlated to the value of the
Dow Jones industrial average over time (Bollen
and Mao, 2011). Likewise, the rise and fall in
stock prices and public sentiments in tweets
were shown in (Pagolu et al., 2016; Smailović
et al., 2013) to be strongly related. One of the
challenges in Twitter sentiment analysis is lack
of labeled data. Most recent works (Pagolu
et al., 2016; Aattouchi et al., 2022; Nousi and
Tjortjis, 2021) extracted tweets from the Twit-
ter platform. Although some of these datasets
are usually prepared by automatic sentiment
detection of messages or manually determining
the sentiments (Skuza and Romanowski, 2015),
they are still in realm of traditional definition
(“good” and “bad”) of sentiments for stock
movements. However, this study is more about
retail investors’ expected gain or loss from their
investments as “stock sentiment” (please refer
to Section 3.1 for the formal definition).

Figure 1: Sentiment vs Stock Sentiment

To the best of our knowledge, no labeled
Twitter stock sentiment analysis dataset exists
so far. In this paper, we construct and release
an expert-annotated Twitter stock sentiment
analysis dataset for the downstream stock anal-
ysis. This dataset is an essential step toward
addressing the missing link of such a dataset
in financial industry. The goal of releasing this
dataset is to spur the development of more
advanced algorithms and for the effective com-
parisons of these algorithms.

3 The TweetFinSent Dataset
3.1 Task Definition
This study concentrates on a hypothetical use
case that financial analysts need conduct eq-
uity analyses for a list of stocks and would like
to take into account impact of online meme
stock communities, in which these stocks may
gain popularity on social media platforms like
Twitter. Retail investors may rally on these
platforms and have collective investment ac-
tions on them. Therefore, it can be important
for financial analysts to understand the online
stock sentiments which are defined as follows.

• Positive: Gained or expected to gain pos-
itive return from a stock

• Negative: Received or expected to re-
ceive negative return from a stock

• Neutral: Other situations
As one can observe, the stock sentiment in this
study correlates but also differentiates from
the ordinary sentiment which has been well
studied in various scenarios such as product re-
views and public opinions etc. These commonly
discussed sentiments are more about feelings
and emotions of good and bad (Liu, 2012).
Nonetheless, the stock sentiment is more about
price moving up and down . Stock sentiment
and ordinary sentiment can certainly be the
same thing. But they sometimes also can be
completely unrelated. Figure 1 shows such
an example where the indicators for different
sentiments are highlighted. In this tweet, the
ordinary sentiment to the market is negative,
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(a) Number of tweets per month.

(b) Number of tweets per day.

Figure 2: Number of tweets in TweetFinSent during
the time. The number of tweets spike correlates
with the GameStop short squeeze in January 2021.
The subreddit r/WallStreetBets posts, comments,
and Twitter tweets by retail investors related to
four meme stocks (GameStop, Nokia, AMC, and
Blackberry) initiated the GameStop short squeeze
in January, 2021 (tefan Lyócsa et al., 2022; Didier
et al., 2022; Chohan, 2021).

but it also expects a specific stock $AMC to
rise, which indicates positive stock sentiment.
More examples can be found in Table 1.

In the context of social media, an online post
such as a tweet P may contain the discussions
of multiple stock tickers G = {g1, g2, ..., gn}, we
are interested in calculating the stock sentiment
S(g|G,P ) towards a target ticker g within a
post P . For example, given the following tweet:

@PhoShoBro I sold $1000 worth today of
my $CLOV and threw it in my $FUBO
position and some in $LGHL

if the target ticker is $CLOV, the stock senti-
ment is negative because this user sold $CLOV.
However, if the target ticker is $FUBO or
$LGHL, the sentiment is positive because she
bought $FUBO and $LGHL which indicates
that she expected positive return from them.
Note that in our TweetFinSent dataset, given
a tweet, the target ticker is also provided.

3.2 Data Preparation
We collected 300 stock tickers of interests cov-
ering technology, consumer goods and energy
etc. various sectors. We then used Twitter’s
standard search API2 to retrieve recent 7 days’
tweets containing one or multiple stock tickers

2https://developer.twitter.com/en/docs/
twitter-api/v1/tweets/search

of interests. Due to the rate limit of Twitter
API, at most 17, 280 tweets can be collected
everyday. The data collection process was on-
going for 12 months from Sep., 2020 to Aug.,
2021. Since this study only focuses on the
English content, non-English tweets were fil-
tered by the language tag in tweet metadata
from API and also using some heuristics devel-
oped by authors. After that, a random sample
of 2, 113 tweets were selected for stock senti-
ment annotation to construct the TweetFinSent
dataset. The volume of tweets per month and
per day in TweetFinSent are shown in Figure
2. It is observed that there are two peaks in
Figure 2a and 2b. This is consistent with the
fact that retail investors initially gathered on
r/wallstreetbets3 and then on Twitter to start
a short squeeze on GameStop, pushing their
stock prices up significantly from January 22,
20214.

3.3 Annotation Procedure
The annotation procedure consists of three
steps: (1) annotation guideline discussion to es-
tablish criteria of assigning sentiment labels; (2)
pilot annotation exercise to resolve annotators’
discrepancy (if there is any) of understanding
annotation guideline; (3) and final annotation
on the entire dataset.

Annotation guideline. Since stock senti-
ment is notably distinct from ordinary senti-
ment, a professional financial analyst who is an
expert of equity research helped to establish the
annotation guidelines on detailed rules of POS-
ITIVE, NEGATIVE, NEUTRAL based on the
definition of stock sentiment described earlier.
5 other domain experts were recruited to anno-
tate the entire dataset. To guarantee they are
on the same page, the annotators discussed the
labeling rules in the guideline with the finan-
cial analyst. Through this process, we found
some of labeling rules are not straightforward
because of the complexity of the languages to
express expectations of financial returns on so-
cial media. Some labeling rules and non-trivial
examples are shown in Appendix.

Pilot annotation. Due to the challenges to
be consistent with the labeling rules as shown
above, we decided to incorporate an extra step

3https://www.reddit.com/r/wallstreetbets/
4https://en.wikipedia.org/wiki/R/

wallstreetbets
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Table 2: TweetFinSent inter-annotator agreement
before and after conflict resolution.

before after
Positive 80.4% 90.0%
Neutral 77.8% 90.2%
Negative 67.8% 77.5%
Overall 77.5% 88.5%

for pilot annotation, which is unusual in other
annotation tasks (Conforti et al., 2020; Or-
bach et al., 2020). Our financial analyst expert
who created the guideline annotated 50 ran-
dom samples by himself as the gold label set.
They were assigned to every annotator as a
pilot annotation exercise. The annotation dis-
agreement (about 20%) with gold labels were
discussed among annotators to align with the
guideline and avoid potential ambiguity in the
final annotation process.

Final annotation. During the final anno-
tation process, 5 domain experts went through
the pilot annotation and became the final anno-
tators. 4 of them were assigned to annotate the
whole dataset, in which each tweet was inde-
pendently labeled by at least 2 annotators. The
5th annotator was used to resolve the conflicts
in other 4 as a mean of controlling the data
quality. If labels of 3 annotators are different,
then that data point will be discarded.

3.4 Data Quality Assessment
In order to assess inter-annotator agreement,
we calculate the pairwise Cohen’s Kappa (κ).
The average κ obtained was 0.67, which is sub-
stantial (Cohen, 1960) and interpreted as the
moderate level of agreement (McHugh, 2012).
To guarantee the data quality, we introduce an
additional step to resolve the conflicts in anno-
tations. Instead of adding new annotators with
potential noise, we utilize an existing annotator.
In practice, our conflict resolution step requires
two annotators who have conflicted labels to
discuss the annotations with a third annotator
in order to achieve the agreement. We calcu-
late the inter-annotator agreement ratio over-
all and at the class level before and after the
conflict resolution. The results are presented
in Table 2. In this comparison, it can be ob-
served that with this conflict resolution step, we
can achieve higher inter-annotator agreement
as well as higher data quality. In fact, our
overall agreement (88.5%) is higher than some
previous sentiment analysis datasets; e.g., the

Figure 3: Sentiment distributions of top 10 stocks
in TweetFinSent dataset.

inter-annotator agreement in Obama-McCain
Debate dataset is 83.7% (Speriosu et al., 2011).

Moreover, in the cases where annotators dis-
agree, we investigate the extent of the dis-
agreement by measuring the distance between
classes. If a Positive sentiment has value 1,
Negative as -1 and Neutral as 0. Then we
subtract the difference between the annotators
and find that in 86.7% of the disagreements, it
was with a difference of 1. In other words, it
is more likely to differ on a Positive versus a
Neutral sentiment than a Negative one, which
happened to be the exact case for 67.9% of
the disagreements. Another observation is that
even after conflict resolution, the agreement
in negative samples is still lower than that in
positive and neutral samples. By investigat-
ing some cases, the possible reasons are: (1)
the number of negative samples is smaller, so
a small number of conflict can increase the
disagreement, and (2) it is more difficult to
determine if a tweet is negative due to various
factors such as sarcasm, complicated emotions,
and lack of context. For instance, given the
tweet

Too many people drank the Kool aid.
Telling you ....take your profits. Stack
your cash. $tsla $zm $aapl

the annotation conflict happens between Posi-
tive and Negative. This tweet contains compli-
cated sentiments: being positive because the
user gained positive return (with profits) while
being negative because the user expected to
gain negative return in the future (taking cash
instead of buying stocks).

3.5 Data & Label Analysis
TweetFinSent dataset contains 2,113 tweets
where the numbers of positive, neutral, and
negative samples are 816, 1,030, and 267, re-
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(a) Most frequent positive terms. (b) Most frequent negative terms. (c) Most frequent neutral terms.

Figure 4: Most frequent terms in TweetFinSent with different sentiment classes.

spectively. The distribution of different senti-
ment classes is quite imbalanced, i.e., there are
much less negative samples. This imbalance
may influence the performance of sentiment
analysis methods and we will show more de-
tails in the experiments. We also show the
sentiment distribution of 10 most discussed
stocks in the dataset in Figure 3. One can
observe that they are the meme stocks gaining
most popularity among retail investors on so-
cial media during the period of data collection.

The most frequent terms in positive, neg-
ative, and neutral tweets in TweetFinSent
dataset are shown in Figure 4. In positive sam-
ples, Twitter users talked more about 1) actions
including to buy and hold stocks, 2) finance-
specific expressions such as to the moon, buy
the dip and short squeeze which was a hot
topic during the period of data collection. All
these discussions indicate positive (expected)
return. In negative samples, more discussions
are related to sell or short certain stocks
and some stocks were significantly overval-
ued. They show the negative (expected) re-
turn. In neutral tweets, more tweets shared
news or statistics about stock market, e.g., pre-
market stocks trend and both call and put
have been discussed.

4 Experimental Studies

4.1 Experimental Setup

We first preprocess the dataset by removing
URLs and username (mentioning using @ no-
tation)5. Hashtags are not processed because
we observe that in financial domain some hash-
tags are indicators for special sentiment, e.g.,

5Note that there are more complicated preprocessing
steps that could improve the performance especially in
methods relying on feature engineering. We highlight
our contributions on dataset construction and leave
these preprocessing steps for future work.

#YOLO and #WSB6. Furthermore, it is com-
mon for a hashtag to refer to a particular stock
ticker which represents the target for the senti-
ment analyzer. The data is split into training
and test set with 1,113 and 1,000 tweets re-
spectively. To make a fair comparison, we will
keep the train-test split for all baselines.

4.2 Baselines
Since the task of stock sentiment analysis is dif-
ferent from traditional sentiment analysis and
existing methods are not directly suitable for
this task, we adopt several architectures that
are commonly used in text classification and
Twitter analysis for this problem. In details,
three types of methods have been tested:

Lexicon-based methods In this experi-
ment we adopt Vader7 (Hutto and Gilbert,
2014) for our lexicon-based baseline because as
the valence-based lexicon, Vader provides not
just the binary polarity, but also the strength
of the sentiment expressed in the given text.
Vader is a rule-based sentiment analyzer that
utilizes lexicons specifically trained on social
media data. We were able to extract the lexi-
cons list that contains a sentiment both English
words and emoticons. Domain experts in Fi-
nance provided us a list of key words along with
a sentiment class of ‘Positive’ or ‘Negative’. We
therefore modified the lexicon list we extracted
based on the words provided, and gave a higher
weighting to these relevant financial keywords.
For example the sentiment scores in the lexi-
con file ranged from +3.4 to -3.9, and words
like ‘long’ and ‘short’, were not present in the
list as these words were classed as ‘Neutral’.
However in the financial context they would
be ‘Positive’ and ‘Negative’ respectively. We
enforce this by assigning a +5.0 score for pos-

6https://en.wikipedia.org/wiki/R/
wallstreetbets

7https://github.com/cjhutto/vaderSentiment
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itive keywords and -5.0 for negative ones. To
be consistent with supervised methods, we use
the lexicon-based methods only on the test set.

Pre-trained embedding. To conduct
a comprehensive evaluation, both context-
independent and context-dependent pre-
trained word embeddings are compared. For
each type of word embedding approach, we se-
lect different pre-trained embeddings that have
been trained on general corpus and Twitter
data. Specifically,

• For context-independent approaches,
GloVe (Pennington et al., 2014) (includ-
ing the original model GloVe pre-trained
on general corpus like Wikipedia and
the domain-specific model GloVe-Twitter
pre-trained on Twitter) is selected.

• For context-dependent models, we use Dis-
tilBERT (Sanh et al., 2019), FinBERT
(Araci, 2019), and RoBERTa (Liu et al.,
2019) (including the original RoBERTa
model pre-trained on general corpus and
specific RoBERTa-Twitter model pre-
trained on Twitter and fine-tuned for senti-
ment analysis task (Loureiro et al., 2022)).

After getting the embeddings, SVM and Gra-
dient Boosted Decision Trees are employed to
classify the sentiment using pre-trained embed-
dings as features.

Fine-tuned embedding models. Intu-
itively, due to the different patterns in our stock
sentiment analysis task, general sentiment lexi-
cons and pre-trained models may not perform
well. Therefore, we fine-tune these pre-trained
embedding models to verify the performance.
Considering the advances of pre-trained lan-
guage models, we only fine-tune these trans-
former models, i.e., DistilBERT, FinBERT,
and RoBERTa. To make a fair comparison,
we use the same train-test split, i.e., we use the
training set to fine-tune the model and report
the results on the test data.

4.3 Evaluation Metrics
The stock sentiment analysis is a typical multi-
class classification task, so commonly used
classification evaluation metrics can be easily
adapted. Thus, following previous studies, in
the experiments we utilize Accuracy and F1
as the evaluation metrics. In particular, for
F1 scores, we report both macro average and
weighted average versions.

It’s worth noting that our constructed
dataset contains more positive and neutral
tweets than negative ones. To better under-
stand the performance of different methods, we
also calculate the F1 score for each class.

4.4 Benchmark Results
Benchmark results on these baselines are shown
in Table 3. It can be observed that fine-tuned
RoBERTa-Twitter achieved the best perfor-
mance w.r.t all metrics. It makes sense because
this model has been pre-trained on Twitter and
fine-tuned for sentiment analysis task. By con-
tinuing to fine-tune on task-specific data, i.e.,
stock sentiment tweets in our experiments, the
performance can be further improved.

Another observation is that in machine learn-
ing models, more advanced models generally
achieve better performance which is consis-
tent with other tasks. For example, context-
dependent models are superior to context-
independent models. One interesting and
counter-intuitive result is that FinBERT per-
formed worse than DistilBERT. This observa-
tion is consistent with previous study (Peng
et al., 2021). A possible reason is that al-
though FinBERT is trained for the financial
domain, content from Twitter has different pat-
terns from regular documents such as finan-
cial news texts and company press releases
that FinBERT has been pre-trained on (Malo
et al., 2014). However, fine-tuning cannot al-
ways guarantee better performance. After fine-
tuning, although overall performance of Distil-
BERT and FinBERT has been improved, both
F-1 scores for Negative tweets decreased.

It is also worth mentioning is that perfor-
mance degradation can be observed for all mod-
els on negative tweets compared to positive and
neutral ones. The major reason is that in the
dataset, the size of negative samples is much
smaller than that of positive and neutral ones.
Such imbalance may make the models learn
less representative information from the nega-
tive samples. Another reason is that there are
different ways to express negative sentiment in
financial domains including 1) using finance-
specific terms, e.g., put and short, 2) using
negation, and 3) using sarcasm or irony.

It is surprising that lexicon-based methods
performed quite well compared to advanced
deep learning models. In particular, finance
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Table 3: Benchmark results of stock sentiment analysis using different baselines.

Overall performance Per-class F-1
Methods accuracy macro avg F1 weighted avg F1 Positive Neutral Negative

Vader lexicon 0.4760 0.3592 0.3972 0.1840 0.6154 0.2781
Vader+Finance lexicon 0.5810 0.5269 0.5727 0.5342 0.6503 0.3962

GloVe+SVM 0.5340 0.4312 0.5157 0.4821 0.6275 0.1839
GloVe+GDBT 0.5420 0.4551 0.5335 0.4993 0.6397 0.2262

GloVe-Twitter+SVM 0.5140 0.3828 0.4872 0.5681 0.5215 0.0588
GloVe-Twitter+GDBT 0.5600 0.4823 0.5488 0.5248 0.6348 0.2872

DistilBERT+SVM 0.6020 0.5607 0.6017 0.5857 0.6557 0.4408
DistilBERT+GBDT 0.5920 0.5340 0.5871 0.5548 0.6667 0.3805

FinBERT+SVM 0.5750 0.5098 0.5694 0.5479 0.6465 0.3348
FinBERT+GBDT 0.5820 0.5262 0.5782 0.5537 0.6500 0.3750

RoBERTa-Twitter+SVM 0.5980 0.5594 0.5991 0.5982 0.6391 0.4409
RoBERTa-Twitter+GBDT 0.6320 0.5868 0.6306 0.6349 0.6701 0.4554

Fine-tuned DistilBERT 0.6180 0.5271 0.6095 0.6345 0.6838 0.2629
Fine-tuned FinBERT 0.6190 0.4923 0.5967 0.6390 0.6830 0.1548

Fine-tuned RoBERTa-Twitter 0.7230 0.6785 0.7196 0.7436 0.7482 0.5439

Figure 5: Confusion matrix of model output.

lexicons even outperformed GloVe including
original one and GloVe pre-trained on Twit-
ter data. Besides, Vader+finance lexicon per-
formed better than general Vader lexicon. This
comparison not only indicates the special char-
acteristics of our constructed dataset and chal-
lenges of the stock sentiment analysis problem
but also demonstrates the importance of prior
knowledge in domain-specific tasks.

4.5 Discussions
To better understand the task of stock senti-
ment and TweetFinSent dataset, we select Fine-
tuned RoBERTa-Twitter, the baseline achiev-
ing best performance, to further analyse. The
confusion matrix of the prediction is shown
in Figure 5. We can see that it performed
poor on negative samples and achieved sim-
ilar results on positive and neutral samples.
Although Fine-tuned RoBERTa-Twitter out-
performed other baselines with 0.72 accuracy,
compared to existing Twitter sentiment analy-
sis studies, the performance is acceptable but

far from good. For example, different datasets
and methods have been evaluated in (Saif et al.,
2013) where the accuracy can reach to 0.8 even
to 0.9 in some datasets. Therefore, on the one
hand, this shows that TweetFinSent constitutes
a challenging problem. On the other hand,
there is ample room for improvement on the
stock sentiment analysis task. Some research
directions may be of interest for future work.
From the data perspective, how to handle the
data imbalance and improve the performance
on negative data may improve the effectiveness
of proposed models. From the methodologi-
cal perspective, since finance lexicon showed
its effectiveness, integrating prior knowledge
of finance and stock into advanced machine
learning models may boost the performance.
Release of the TweetFinSent dataset enables
researchers to further explore these directions.

5 Conclusions

We presented TweetFinSent, a new dataset
for stock sentiment analysis and it contains
2,113 expert-annotated tweets covering differ-
ent stocks. Different from existing sentiment
analysis dataset, TweetFinSent defines senti-
ment based on whether a user gained or ex-
pected to gain positive or negative return from
a stock rather than having feelings and emo-
tions of good or bad. Our experiments with sev-
eral sentiment analysis models indicated that
there is a huge gap between machine learning
models and human annotations. Thus, the
TweetFinSent dataset constitutes a challenging
problem and there is ample room for improve-
ment on the stock sentiment analysis task.

44



References
Issam Aattouchi, Ait Mounir, Saida el Mendili, and

Fatna Elmendili. 2022. Financial sentiment anal-
ysis of tweets based on deep learning approach.
Indonesian Journal of Electrical Engineering and
Computer Science, 25:1759–1770.

Dogu Araci. 2019. Finbert: Financial sentiment
analysis with pre-trained language models. arXiv
preprint arXiv:1908.10063.

Deepali Arora, Kin Fun Li, and Stephen W Neville.
2015. Consumers’ sentiment analysis of popular
phone brands and operating system preference
using twitter data: A feasibility study. In 2015
IEEE 29th International Conference on Advanced
Information Networking and Applications, pages
680–686. IEEE.

J. Bollen and H. Mao. 2011. Twitter mood as a
stock market predictor. Computer, 44(10):91–94.

Johan Bollen, Huina Mao, and Xiaojun Zeng. 2011.
Twitter mood predicts the stock market. Journal
of computational science, 2(1):1–8.

Aysun Bozanta, Sabrina Angco, Mucahit Cevik,
and Ayse Basar. 2021. Sentiment analysis of
stocktwits using transformer models. In 2021
20th IEEE International Conference on Ma-
chine Learning and Applications (ICMLA), pages
1253–1258. IEEE.

Widodo Budiharto and Meiliana Meiliana. 2018.
Prediction and analysis of indonesia presidential
election from twitter using sentiment analysis.
Journal of Big data, 5(1):1–10.

Usman W Chohan. 2021. Counter-hegemonic fi-
nance: The gamestop short squeeze. Available
at SSRN 3775127.

Jacob Cohen. 1960. A coefficient of agreement for
nominal scales. Educational and psychological
measurement, 20(1):37–46.

Costanza Conforti, Jakob Berndt, Moham-
mad Taher Pilehvar, Chryssi Giannitsarou,
Flavio Toxvaerd, and Nigel Collier. 2020. Will-
they-won’t-they: A very large dataset for
stance detection on twitter. arXiv preprint
arXiv:2005.00388.

Keith Cortis, André Freitas, Tobias Daudert,
Manuela Huerlimann, Manel Zarrouk, Siegfried
Handschuh, and Brian Davis. 2017. Semeval-
2017 task 5: Fine-grained sentiment analysis on
financial microblogs and news. Association for
Computational Linguistics (ACL).

Sornette Didier, Sandro Lera, Jianhong Lin, and
Ke Wu. 2022. Non-normal interactions cre-
ate socio-economic bubbles. arXiv preprint
arXiv:2205.08661.

Akash Dutt Dubey. 2020. Twitter sentiment analy-
sis during covid-19 outbreak. Available at SSRN
3572023.

Shihab Elbagir and Jing Yang. 2019. Twitter senti-
ment analysis using natural language toolkit and
vader sentiment. In Proceedings of the interna-
tional multiconference of engineers and computer
scientists, volume 122, page 16.

Umman Tugba Gursoy, Diren Bulut, and Cemil
Yigit. 2017. Social media mining and sentiment
analysis for brand management. Global Journal
of Emerging Trends in e-Business, Marketing
and Consumer Psychology, 3(1):497–551.

Clayton Hutto and Eric Gilbert. 2014. Vader:
A parsimonious rule-based model for sentiment
analysis of social media text. In Proceedings of
the international AAAI conference on web and
social media, volume 8, pages 216–225.

Joshi Kalyani, Prof Bharathi, Prof Jyothi, et al.
2016. Stock trend prediction using news senti-
ment analysis. arXiv preprint arXiv:1607.01958.

Olga Kolchyna, Tharsis TP Souza, Philip Treleaven,
and Tomaso Aste. 2015. Twitter sentiment
analysis: Lexicon method, machine learning
method and their combination. arXiv preprint
arXiv:1507.00955.

Paraskevas Koukaras, Christina Nousi, and Chris-
tos Tjortjis. 2022. Stock market prediction using
microblogging sentiment analysis and machine
learning. In Telecom, volume 3, pages 358–378.
MDPI.

Bing Liu. 2012. Sentiment analysis and opinion
mining. Synthesis lectures on human language
technologies, 5(1):1–167.

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei
Du, Mandar Joshi, Danqi Chen, Omer Levy,
Mike Lewis, Luke Zettlemoyer, and Veselin
Stoyanov. 2019. Roberta: A robustly opti-
mized bert pretraining approach. arXiv preprint
arXiv:1907.11692.

Daniel Loureiro, Francesco Barbieri, Leonardo
Neves, Luis Espinosa Anke, and Jose Camacho-
Collados. 2022. Timelms: Diachronic language
models from twitter. In Proceedings of the 60th
Annual Meeting of the Association for Com-
putational Linguistics: System Demonstrations,
pages 251–260.

Pekka Malo, Ankur Sinha, Pekka Korhonen, Jyrki
Wallenius, and Pyry Takala. 2014. Good debt or
bad debt: Detecting semantic orientations in eco-
nomic texts. Journal of the Association for Infor-
mation Science and Technology, 65(4):782–796.

Kamaran H Manguri, Rebaz N Ramadhan, and
Pshko R Mohammed Amin. 2020. Twitter senti-
ment analysis on worldwide covid-19 outbreaks.

45

https://doi.org/10.1109/MC.2011.323
https://doi.org/10.1109/MC.2011.323


Kurdistan Journal of Applied Research, pages
54–65.

Leeja Mathew and VR Bindu. 2020. A review of
natural language processing techniques for sen-
timent analysis using pre-trained models. In
2020 Fourth International Conference on Com-
puting Methodologies and Communication (IC-
CMC), pages 340–345. IEEE.

Mary L McHugh. 2012. Interrater reliabil-
ity: the kappa statistic. Biochemia medica,
22(3):276–282.

Anshul Mittal and Arpit Goel. 2012. Stock
prediction using twitter sentiment analy-
sis. Standford University, CS229 (2011
http://cs229. stanford. edu/proj2011/GoelMittal-
StockMarketPredictionUsingTwitterSentimentAnalysis.
pdf), 15:2352.

László Nemes and Attila Kiss. 2021. Prediction of
stock values changes using sentiment analysis of
stock news headlines. Journal of Information
and Telecommunication, 5(3):375–394.

Christina Nousi and Christos Tjortjis. 2021. A
methodology for stock movement prediction us-
ing sentiment analysis on twitter and stocktwits
data. In 2021 6th South-East Europe Design
Automation, Computer Engineering, Computer
Networks and Social Media Conference (SEEDA-
CECNSM), pages 1–7.

Matan Orbach, Orith Toledo-Ronen, Artem Spec-
tor, Ranit Aharonov, Yoav Katz, and Noam
Slonim. 2020. Yaso: A targeted sentiment analy-
sis evaluation dataset for open-domain reviews.
arXiv preprint arXiv:2012.14541.

Venkata Sasank Pagolu, Kamal Nayan Reddy,
Ganapati Panda, and Babita Majhi. 2016. Senti-
ment analysis of twitter data for predicting stock
market movements. In 2016 International Con-
ference on Signal Processing, Communication,
Power and Embedded System (SCOPES), pages
1345–1350.

Bo Peng, Emmanuele Chersoni, Yu-Yin Hsu, and
Chu-Ren Huang. 2021. Is domain adaptation
worth your investment? comparing bert and fin-
bert on financial tasks. In Proceedings of the
Third Workshop on Economics and Natural Lan-
guage Processing, pages 37–44.

Jeffrey Pennington, Richard Socher, and Christo-
pher D Manning. 2014. Glove: Global vectors
for word representation. In Proceedings of the
2014 conference on empirical methods in natural
language processing (EMNLP), pages 1532–1543.

Mohammed Qasem, Ruppa Thulasiram, and Pari-
mala Thulasiram. 2015. Twitter sentiment clas-
sification using machine learning techniques for
stock markets. In 2015 International Conference
on Advances in Computing, Communications and
Informatics (ICACCI), pages 834–840. IEEE.

Jyoti Ramteke, Samarth Shah, Darshan Godhia,
and Aadil Shaikh. 2016. Election result predic-
tion using twitter sentiment analysis. In 2016
international conference on inventive computa-
tion technologies (ICICT), volume 1, pages 1–5.
IEEE.

Hassan Saif, Miriam Fernandez, Yulan He, and
Harith Alani. 2013. Evaluation datasets for twit-
ter sentiment analysis. Emotion and Sentiment
in Social and Expressive Media, page 9.

Victor Sanh, Lysandre Debut, Julien Chaumond,
and Thomas Wolf. 2019. Distilbert, a distilled
version of bert: smaller, faster, cheaper and
lighter. arXiv preprint arXiv:1910.01108.

Michał Skuza and Andrzej Romanowski. 2015. Sen-
timent analysis of twitter data within big data
distributed environment for stock prediction. In
2015 Federated Conference on Computer Sci-
ence and Information Systems (FedCSIS), pages
1349–1354. IEEE.

Jasmina Smailović, Miha Grčar, Nada Lavrač, and
Martin Žnidaršič. 2013. Predictive sentiment
analysis of tweets: A stock market application.
In International workshop on human-computer
interaction and knowledge discovery in complex,
unstructured, big data, pages 77–88. Springer.

Thársis Souza, Olga Kolchyna, Philip Treleaven,
and Tomaso Aste. 2015. Twitter sentiment anal-
ysis applied to finance: A case study in the retail
industry.

Michael Speriosu, Nikita Sudan, Sid Upadhyay,
and Jason Baldridge. 2011. Twitter polarity
classification with label propagation over lexi-
cal links and the follower graph. In Proceedings
of the First workshop on Unsupervised Learning
in NLP, pages 53–63.

Hao Wang, Doğan Can, Abe Kazemzadeh, François
Bar, and Shrikanth Narayanan. 2012. A system
for real-time twitter sentiment analysis of 2012
us presidential election cycle. In Proceedings
of the ACL 2012 system demonstrations, pages
115–120.

Ethan Xia, Han Yue, and Hongfu Liu. 2021. Tweet
sentiment analysis of the 2020 us presidential
election. In Companion Proceedings of the Web
Conference 2021, pages 367–371.

Frank Xing, Lorenzo Malandri, Yue Zhang, and
Erik Cambria. 2020. Financial sentiment analy-
sis: an investigation into common mistakes and
silver bullets. In Proceedings of the 28th inter-
national conference on computational linguistics,
pages 978–987.

tefan Lyócsa, Eduard Baumöhl, and Tomá Výrost.
2022. Yolo trading: Riding with the herd during
the gamestop episode. Finance Research Letters,
46:102359.

46

https://doi.org/10.1109/SEEDA-CECNSM53056.2021.9566242
https://doi.org/10.1109/SEEDA-CECNSM53056.2021.9566242
https://doi.org/10.1109/SEEDA-CECNSM53056.2021.9566242
https://doi.org/10.1109/SEEDA-CECNSM53056.2021.9566242
https://doi.org/https://doi.org/10.1016/j.frl.2021.102359
https://doi.org/https://doi.org/10.1016/j.frl.2021.102359


A Appendix

A.1 Annotation Rules and Examples
1. [Rule]: Stock sentiment of a target ticker

should be assessed only based on its own
context. If there are multiple tickers in
the same tweet, contexts of other tickers
should have no impact to the target ticker.

[Example]: “$AMC rocketed today! $BB
$NOK $TSLA $GME.” The sentiment to
$AMC is clearly POSITIVE. If the tar-
get is $GME though, then the sentiment
should be NEUTRAL.

2. [Rule]: The assessment of sentiment
should follow the subjective expectation.
When both current and future returns are
discussed, the focus should be on the fu-
ture return.

[Example]: “$TSLA revenue failed ex-
pectation, indicating a red day. How-
ever I will still buy at the dip” should be
POSITIVE. Because although the fact of
$TSLA has negative return currently, the
user still expects positive return in future
and thus wants to keep buying.

3. [Rule]: Besides the normal buy or sell
trades, other trade types like call vs put
or long vs short can also reflect the expec-
tation of positive or negative return.

Example: “short $clov at this point” is
NEGATIVE. “$ABIO ought $5 call op-
tions June 2021... easy buy, trading at
book value.” is POSITIVE.

4. [Rule]: Besides the normal textual con-
tent, some slangs and hashtags indicating
buy or sell, up or down are salient signals
of stock sentiment and should contribute
to the final sentiment assessment of the
whole tweet.

[Example]: Apes, to the moon, diamond
hand (risk tolerant, hold positions for long
time), #squeeze, #toMoon are POSITIVE
signals. Meanwhile paper hand (sell too
early) is an example of NEGATIVE sig-
nals.

5. [Rule]: Some emojis in social media indi-
cating “up”/“down” trend or expectation
are salient signals of stock sentiment.

[Example]: are POSITIVE
signals and is a NEGATIVE signal.

6. [Rule]: The received or expected return
should be directional, i.e. either up or
down. Ambiguous direction should be con-
sidered as NEUTRAL.
[Example]: “$AMC cannot stop!” or
“Looks like $tsla having its typical Tues-
day.” are NEUTRAL since the content in
the tweet is not enough to tell the direc-
tion.

A.2 Implementation Details
We use spaCy8 to extract pre-trained GloVe em-
bedding and obtain GloVe-Twitter embedding
from the original paper9 (Pennington et al.,
2014). For classifiers, we use the implemen-
tations of linear SVM10 and Gradient Boost-
ing classifier11 in scikit-learn. We use PyTorch
and Hugging Face to obtain and fine-tune pre-
trained transformers including DistilBERT 12,
FinBERT 13 and RoBERTa14. The settings
of major hyper-parameters for transformers
are: batch size is 16, max training epochs is
5, and max sequence length is 256. We use
Adam as the optimizer with learning rate 2e-5
and the dropout rate is 0.1. The other hyper-
parameters are set by default. e.g., hidden size
is 768 and number of attention heads is 12.

8https://spacy.io/usage/
embeddings-transformers

9https://nlp.stanford.edu/projects/glove/
10https://scikit-learn.org/stable/modules/

generated/sklearn.svm.LinearSVC.html
11https://scikit-learn.org/stable/

modules/generated/sklearn.ensemble.
GradientBoostingClassifier.html

12https://huggingface.co/
distilbert-base-uncased-finetuned-sst-2-english

13https://huggingface.co/ProsusAI/finbert
14https://huggingface.co/cardiffnlp/

twitter-roberta-base-sentiment-latest
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Abstract

Accurate prediction of stock price volatility, the
rate at which the price of a stock increases or
decreases over a particular period, is an im-
portant problem in finance. Inaccurate pre-
diction of stock price volatility might lead to
investment risk and financial loss, while ac-
curate prediction might generate significant
returns for investors. Several studies inves-
tigated stock price volatility prediction as a
regression task using the transcripts of earn-
ings calls (quarterly conference calls held by
public companies) with Natural Language Pro-
cessing (NLP) techniques. Existing studies use
the entire transcript, which can degrade per-
formance due to noise caused by irrelevant in-
formation that may not have a significant im-
pact on stock price volatility. In order to over-
come these limitations, by considering stock
price volatility prediction as a classification
task, we explore several denoising approaches,
ranging from general-purpose approaches to
techniques specific to finance to remove the
noise, and leverage AutoML systems that en-
able auto-exploration of a wide variety of mod-
els. Our preliminary findings indicate that
domain-specific denoising approaches provide
better results than general-purpose approaches,
while AutoML systems show promising results.

1 Introduction

Predicting stock price volatility is of great interest
to researchers and seems to remain one of the inter-
esting open problems. Volatility is about informa-
tion disclosure, and how unexpected the informa-
tion is to the market; therefore, volatility persists in
the market until the future values of stock reflect the
information provided. According to (Fama, 1998),
markets are informationally efficient if prices at
each moment incorporate all available information
about future values. Such that if there is an infor-
mation disclosure, not yet incorporated in market

∗The work was done when the author was at IBM Re-
search.

prices, the future values will be volatile until the
price fully reflects the disclosed information. (Lang
and Lundholm, 1993; Baumann et al., 2004) Any
information disclosed to the market by competi-
tors, suppliers, customers, and regulators creates
volatility, in addition to the internal information the
company voluntarily discloses. Every quarter the
executive leadership of a public company holds an
earnings call meeting with investors and analysts to
inform them about the company’s status. As execu-
tives inform the investors about the company’s cur-
rent status and future outlook, earnings conference
calls may result in stock price volatility. In finance
and accounting research, the high volatility follow-
ing an earnings conference call is conceptualized as
Post-earnings Announcement Drift (PEAD) (Ball
and Brown, 1968; Bernard and Thomas, 1989),
which refers to the drift of a company’s stock price
for an extended period. Stock prices tend to drift
upward (or downward) when the announcements
are above (or below) expectations following an
earnings conference call. Depending on how un-
expected the information shared during earnings
conference calls is, stock prices and firm valuations
change, and markets become more ’information-
ally efficient’ by absorbing this information over
the long run (Fama, 1998; Fink, 2021).

In this work, we study the problem of leverag-
ing the textual transcripts of companies’ earnings
calls and building Natural Language Processing
(NLP) models to predict the volatility of their stock
prices for a period of time following the earnings
calls. While this problem has been studied in the
literature, prior works exhibit these limitations:

• First, they model the problem as a regression
task trying to predict the exact value of the
stock price volatility. While this can be valu-
able in some settings, financial analysts are
often interested in identifying the stocks with
abnormally low or high volatility rather than
identifying their exact value. This implies
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the need to consider the problem as a classi-
fication task rather than a regression task as
evaluated in prior work.

• Second, existing works typically leverage the
earnings call transcripts as-is. However, tran-
scripts contain a lot of irrelevant information
for the purpose of stock price volatility predic-
tion. This raises the question of whether this
affects the performance of NLP models and
whether there is an opportunity for improv-
ing such approaches by appropriately distill-
ing these documents before feeding them into
NLP models.

In this work, we address the aforementioned
challenges as follows:

• We model the problem as a text classification
task, where given the transcript of an earnings
call one is asked to predict the stock price
volatility as being low, medium, or high (Li
and Lin, 2003). Considering this as a clas-
sification task also enables us to experiment
with AutoML systems and democratization of
this task by giving access to a wider user base
that includes those without specialized knowl-
edge of AI. To the best of our knowledge, this
is the first work that models the stock price
volatility prediction problem from earnings
call transcripts as a classification problem and
leverages associated NLP techniques.

• Earnings call transcripts include information
that has almost no impact on the stock price
volatility, and we conceptualize such irrel-
evant information as noise in our analysis.
To improve the signal coming from the tran-
scripts, we propose and experiment with an
entire spectrum of denoising approaches, rang-
ing from domain-agnostic denoising tech-
niques to domain-specific approaches that uti-
lize domain knowledge to improve the denois-
ing process further. Our experimental eval-
uation shows that domain-specific denoising
approaches outperform domain-agnostic tech-
niques, which points to the importance of in-
corporating domain knowledge into the de-
noising process.

The rest of this paper is structured as follows:
We start by reviewing related work in Section 2. In
Section 3, we describe the problem definition and

data preparation. We propose a range of denois-
ing approaches in Section 4 and explain how we
discover appropriate NLP models by leveraging an
AutoML system in Section 5. Finally, we present
the experimental evaluation results and associated
insights in Section 6 and conclude the paper in
Section 7.

2 Related Work

Information is one of the most valuable and highly
sought assets in financial markets (Vlastakis and
Markellos, 2012; Grossman and Stiglitz, 1980;
French and Roll, 1986; Antweiler and Frank, 2004)
and is found to be impacting stock price volatil-
ity in several studies. Moreover, as posited by the
mixture of distributions hypothesis, the sequential
arrival of new information generates trading vol-
ume and price movements (Clark, 1973; Tauchen
and Pitts, 1983; Bessembinder and Seguin, 1992)
(i.e. information shocks). Briefly stated, the impact
of information disclosure on the volatility of stock
prices has been investigated from several angles in
the literature.

Four types of textual data have been mainly used
for stock volatility prediction: Annual Statements,
News, Social Media data, and Earnings calls tran-
scripts.

Annual statements (10-K reports): Annual state-
ments include historical data about a company’s
financial performance and a future outlook that
can be valuable in predicting the volatility of its
stock. For instance, Kogan et al. (2009) formulate a
“text regression problem", where information from
the 10-K reports is used to predict the volatility of
stock returns in the periods following the reports.
Loughran and McDonald’s (Loughran and McDon-
ald, 2011) financial lexicon generated from four-
teen years of historical annual statements (10-K
reports) is one of the major and initial attempts that
utilize language resources to predict stock price
volatility.

News data: News data often provide important
information about events related to a company. For
instance, Tetlock (2007) uses daily content from the
Wall Street Journal to predict volatility. In a similar
vein, Ding et al. (2014) adapt Open IE technology
for event-based stock price movement prediction
by extracting structured events from large-scale
public news.

Social media data: Social media data often cap-
ture public sentiment about a company that can

49



be an important indicator for the future price of
its stock. Bollen et al. (2011) use behavioral eco-
nomics to investigate how societal moods affect
collective decision-making for Dow Jones Indus-
trial Average (DJIA)’s values.

Earnings calls transcripts: Several works have
found that earnings calls (as captured through their
transcripts) can be predictive of investor sentiment
for stock price volatility prediction tasks (Frankel
et al., 1999; Bowen et al., 2002; Cohen and Lou,
2012; Matsumoto et al., 2011). Recent studies
also combined the textual transcripts with addi-
tional verbal and vocal cues from audio recordings
of earnings call events and leveraged multi-modal
learning to predict stock price volatility (Qin and
Yang, 2019; Li et al., 2020). Most of the existing re-
search models the stock price volatility prediction
as a regression task, with the exception of Keith
and Stent’s work (Keith and Stent, 2019), which -
similar to our work - models it as a classification
task. However, they use classification to predict
the analysts’ recommendations to buy/sell/hold a
stock. In contrast, we predict the market reaction
itself by predicting the actual stock price volatility
(classified as low, medium, and high volatility).

Our work makes multiple novel contributions:
First, we consider stock price volatility prediction
as a text classification task different from existing
work (Qin and Yang, 2019; Li et al., 2020). Second,
instead of using the earnings call transcripts as-is,
we employ denoising techniques designed to sepa-
rate the signal from the noise caused by irrelevant
information in the transcripts and improve the per-
formance of the resulting NLP models. We design
and test several denoising approaches and report
the results of their effectiveness. Third, AutoML
systems have been used in several text classifica-
tion tasks (Estevez-Velarde et al., 2019; Bisong,
2019; Blohm et al., 2020), however, there is little
effort in the literature to use AutoML systems for
the stock price volatility prediction task. Using
AutoML systems to predict stock price volatility
enables non-AI expert users (who may not be profi-
cient in AI/NLP techniques) to create NLP models
for the stock volatility prediction task quickly.

3 Problem Definition &
Data Preparation

In this paper, we aim to predict the magnitude of
volatility from earnings call transcripts and formu-
late this as a classification problem. In line with

that purpose, we combine earnings call transcripts
(text data) with their corresponding volatility labels
(financial data).

3.1 Text Data

After each conference event, recordings of earnings
conference calls are shared as audio and text files.
In this work we focus on the transcripts of calls
and leverage the earnings call transcripts dataset of
Qin and Yang (Qin and Yang, 2019). Their dataset
was built by collecting all S&P 500 companies’
quarterly earnings conference call transcripts in
2017 from Seeking Alpha with written consent. It
contains 576 conference calls, totaling 88,829 sen-
tences. In order to avoid interference among differ-
ent speakers, previous work (Qin and Yang, 2019)
only processes the sentences of the most spoken
executive (usually the CEO or CFO of the com-
pany). In the next stage, we use company names
and earnings call dates collected from the dataset
to retrieve the associated stock price information
and compute the stock price volatility labels.

3.2 Financial Data

We manually collect the ticker symbols (an abbre-
viation used to uniquely identify publicly traded
shares of a particular stock in a specific stock mar-
ket) of these companies from Yahoo Finance with
their corresponding company names obtained from
the earnings call dataset (Qin and Yang, 2019). We
use the ticker symbols of companies to extract their
financial data and calculate stock price volatility
labels by leveraging the Yahoo Finance API (Rek-
absaz et al., 2017). Although Qin & Yang (Qin
and Yang, 2019)’s dataset contains 576 conference
call transcripts, due to missing financial informa-
tion data on Yahoo Finance, we drop 27 transcripts,
resulting in 549 transcripts that we use for our sub-
sequent analysis.

We define stock price volatility prediction as a
3-class classification task; high-volatility, medium-
volatility, or low-volatility for the respective com-
pany stock; similar to (Li and Lin, 2003). If the
market reaction is almost neutral, we expect the
stock price volatility to be low, so we label it as
’low volatility’. If the market reaction is high be-
cause there was too much unexpected news in the
call, we expect the stock volatility to be high, so
we label it as ’high volatility’. If the market reac-
tion is mixed and in between neutral to high, we
expect the stock volatility also to be in between,
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and therefore we label it as ’medium volatility’.

υ[0,n] = ln



√

(

∑n
i=1(ri − r̄)2

n


 (1)

Consistent with prior work, we compute stock
volatility for a period of n days following the earn-
ings call event. We first calculate the absolute value
of volatility as shown in Equation 1. In this equa-
tion, ri is the stock return on day i and r̄ is the
average stock return in a window of n days. The
return is defined as ri = (Pi − Pi−1)/Pi−1, where
Pi is the adjusted closing price of a stock on day i.

Using this equation, we first calculate stock price
volatility for four time periods of n = 3, 7, 15, and
30 days. Once the stock price volatility is calcu-
lated for 3 days using Equation 1, we calculate the
thresholds for the high volatility, medium volatility,
and low volatility labels by considering the distri-
bution of volatility within our corpus for 3-days.
Once we identify the range of stock price volatility
for each category for 3-days, we apply the same
range for 7-days, 15-days, and 30-days and label
accordingly. Given that each stock volatility will
fade over time, we use 3-days volatility ranges to
identify the ranges for each class.

In particular, following an earnings call confer-
ence of Company A, if the stock price volatility of
Company A is at the lowest 33% of the stock price
volatility distribution, the transcript of that call is
labeled as low-volatility. If the stock price volatil-
ity of Company B is between the 33% to 66% of
the stock price volatility distribution, the transcript
of that call is labeled as medium-volatility. Finally,
if the stock price volatility of Company C is at
the highest 33% of the volatility distribution, the
transcript of that call is labeled as high-volatility
for 3-days. Through this process, we identify the
stock price volatility ranges that correspond to high,
medium, and low volatility for 3-days and we use
the same ranges to generate the volatility labels for
the 7-day, 15-day, and 30-day stock price volatility.
Figure 1 shows the resulting distribution of volatil-
ity labels for 3-days, 7-days, 15-days, and 30-days.

Figure 1: Distribution of volatility labels

4 Denoising Approaches

Earnings call transcripts are typically long docu-
ments containing a lot of information. While some
of this information is valuable for predicting stock
price volatility, another part of it can be irrelevant
for the stock price volatility prediction task and
can thus introduce unwanted noise. To address this
problem, we experiment with several approaches
of denoising the transcripts as a pre-processing
step. We propose a spectrum of approaches, rang-
ing from generic domain-agnostic approaches that
are used in different tasks to more domain and task-
specific approaches related to finance.

We start by using raw earnings call transcripts
without further processing (which we use as our
baseline). In the second approach, we use a general
domain-agnostic denoising approach by leveraging
the T5 summarization model (Raffel et al., 2019)
to create a summary of the earnings call transcript.
In the third approach, we experiment with a more
domain and task-specific approach by borrowing a
finance domain-specific dictionary (Loughran and
McDonald, 2011), which we use to identify the sen-
tences with important information. In the fourth ap-
proach, we create an intermediate domain-specific
NLP model to identify the sentences containing
important information that has the potential of af-
fecting the stock price volatility.

4.1 Full document processing

In our first approach, we experiment with the full
documents provided in (Qin and Yang, 2019) with-
out any further processing. In this setting, we use
the volatility labels calculated above and process
the raw documents. The full document process-
ing approach helps us identify how accurate stock
price volatility prediction is when we process the
earnings call transcripts without denoising or pre-
processing. By considering full document process-
ing as our baseline, we can also observe how other
denoising approaches improve the model predic-
tions.

4.2 General-purpose summarization of
documents through T5

Sentences in a conference call have an order and
relationships, leading to high dependency. Such
that, a company executive answers a question and
then motivates his/her answer with additional in-
formation in the following sentences. Drawing on
this dependency, distilling the overall information
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from the earnings call transcripts by summarizing
the transcripts could potentially be an appropriate
approach for removing the noise from an input doc-
ument. Text-to-Text Transfer Transformer (T5) is
an encoder-decoder model pre-trained on a multi-
task mixture of unsupervised and supervised tasks
(Raffel et al., 2019). T5 provides state-of-the-art
results for various tasks such as translation and
summarization. In this work, we implement sum-
marization with Text-to-Text Transfer Transformer
(T5) and consider this a domain-agnostic approach
since it does not require domain-specific finance
knowledge. We process each input paragraph sepa-
rately while limiting the number of tokens in each
iteration to less than 512. We then concatenate the
summarized versions of subsequent paragraphs to
create a summary of the entire earnings call tran-
script.

4.3 Application of the domain-specific
dictionary of Loughran - McDonald

Even though there may be relations and depen-
dency among sentences, some may not provide any
information relevant to the stock price volatility,
such as "good morning" or "thank you for your
question." Moreover, some sentences might pro-
vide relatively more important information, while
previous or following sentences may just be minor
clarifications of the previous message. In this de-
noising technique, we leverage a domain-specific
dictionary developed particularly for financial doc-
uments to identify sentences with relatively more
important information. The dictionary of Loughran
and McDonald (Loughran and McDonald, 2011)
is one of the most recognized dictionaries in the
financial literature and has been used for several
different tasks (Keith and Stent, 2019; Rekabsaz
et al., 2017). The LM dictionary provides the list of
words with positive, negative, uncertainty, litigious,
strong modal, weak modal, constraining, and com-
plexity that exist in annual company statements
(10-K documents). In this work, we use this dictio-
nary as a benchmark to identify the sentences that
contain relatively more important information that
may impact stock price volatility. We search for
words from the LM dictionary at the sentence level
in each earnings call transcript and drop the sen-
tences that do not contain any matching words with
the LM dictionary. Finally, we append the filtered
sentences and create a new distilled document for
each earnings call transcript.

Label Sentence

0: irrelevant Thank you and good morning

1: buy In Q4 we generated worldwide
revenue growth of 7%.

2: sell {our} prices declined 1% in Q4.

Table 1: Examples of labels for intermediate model

4.4 Creating an intermediate model to filter
irrelevant data

Given that domain-specific knowledge can often
help improve model performance, we also experi-
ment by filtering sentences containing irrelevant in-
formation by building an intermediate task-specific
filtering model. In this approach, we trained a
separate model specifically for filtering out infor-
mation that we believe may be irrelevant for the
stock price volatility prediction task. To this end,
we randomly selected 1,000 sentences from our
corpus and labeled them to be used for training,
validating, and testing purposes 1. During labeling,
sentences were labeled as ‘buy’, ‘sell’, or ‘irrele-
vant’. As illustrated in Table 1, similar to previous
research (Keith and Stent, 2019), sentences that
provide positive information about the company
were labeled as ‘buy’, sentences that provide nega-
tive information about the company were labeled
as ‘sell’, and finally sentences that are generic or
do not create an impact on the analysts’ decision
making were labeled as ‘irrelevant’. We trained a
BERT(base-cased) model by fine-tuning it on 70%
of the labeled data (700 sentences) and used the re-
maining 15 % for test (150 sentences), and 15% for
validation (150 sentences). We used the fine-tuned
model to get ‘buy’/‘sell’/‘irrelevant’ predictions for
the remaining sentences in the corpus (87,829 sen-
tences in 549 earnings call transcripts). In a similar
vein to the training data, sentences with similar
positive information are expected to be labeled as
‘buy’ (1), sentences with negative information are
expected to be labeled as ‘sell’ (2), and sentences
with generic information are expected to be labeled
as ‘irrelevant’ (0). In the final stage, we dropped
sentences with generic information (’irrelevant’),
and kept only sentences with ‘buy’ or ‘sell’ labels
in each earnings call transcript with their corre-

1The labeling process was performed by one of the authors
of this paper with relevant background.
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sponding volatility label 2.

5 Building Classification Models through
AutoAI for Text

Building models for NLP tasks, such as the stock
price volatility classification task considered in this
work, requires significant technical expertise, ef-
fort, and resources. To lower the barrier of entry
and accelerate the model development process, the
research and industrial community have developed
AutoML/AutoAI techniques to automate parts of
this process (Hutter et al., 2019; He et al., 2021;
Wang et al., 2020). Multiple AutoML techniques
suggested in the literature target different parts of
the model development process. These include
neural architecture search (He et al., 2021), hyper-
parameter optimization (Weidele et al., 2020), and
others.

While previous works on stock volatility pre-
diction using textual data leverage a small set of
hand-picked NLP models, we explore AutoML
techniques to select the best NLP model for the
stock price volatility prediction task in this work.
The goal behind this choice is twofold: First, we
want to investigate how domain experts (in our
case, financial analysts) can create NLP models
for their tasks. Second, we want to explore multi-
ple NLP model architectures and gain insights into
which model architectures work best for the stock
volatility prediction task.

We feed the denoised earnings calls transcripts
and their corresponding labels into AutoAI for Text
(Chaudhary et al., 2021). AutoAI for Text is a
comprehensive end-to-end AutoML system for text
classification tasks, which given a labeled text clas-
sification dataset explores a large search space of
models for the provided dataset. During this search,
AutoAI for Text explores multiple featurizers (such
as GloVe, TFIDF, etc.), estimators/transformers
(such as SVC, CNN, LSTM, etc.), and hyperpa-
rameters. The result of this optimization process
is a set of NLP models for the given dataset (re-
ferred to as pipelines), ranked based on a chosen
optimization metric (such as accuracy, precision,
recall, F1, etc.). As we explain when describing the
experimental evaluation in Section 6, AutoAI for

2Note that we modeled filtering as a ternary classification
task, distinguishing between ‘buy’, ‘sell’, and ‘irrelevant’ sen-
tences, to ensure that each class is homogeneous. However, in
an alternative formulation, one could also model filtering as bi-
nary classification (with sentences labeled simply as ‘relevant’
or ‘irrelevant’).

Text also allows for various configuration options,
including a specification of the set of models to
explore, time budget that can be used for optimiza-
tion purposes, the maximum number of candidate
models to be trained, and others 3.

6 Experimental Evaluation

Experimental setting. For each earnings call tran-
script, we compute its volatility label for four dif-
ferent time periods, corresponding to 3, 7, 15, and
30 days following the earnings call. Through this
process we obtain four different sets of labels for
our earnings call transcripts (one per time period).
In parallel, we run each transcript through the four
denoising approaches outlined in Section 4. This
leads to four sets of documents (one per denoising
approach). For each (time period, denoising ap-
proach) pair, we combine the denoised transcript
with the corresponding volatility label to generate a
labeled dataset corresponding to the given time pe-
riod and denoising approach. This labeled dataset
is then fed into AutoAI for Text, which is tasked
with discovering the best NLP model for the given
pair.

Each labeled dataset is split into a 90% combined
train and validation split and 10% test split. This
split is done sequentially based on the timestamp of
the earnings calls to ensure that we do not include
in the train split any information about the time
periods included in the test split (i.e., we want to
avoid giving the model at training time information
about the future). The combined train and test split
is then further split by AutoAI for Text into train
and validation utilizing another 90/10 split. In ad-
dition to the train/validation split ratio, we use the
following configuration for AutoAI for Text: We
assign an optimization time budget of 2 hours (i.e.,
instructing it to use up to 2 hours for optimization
purposes) and ask it to explore and train at most 81
candidate models. We also select accuracy as the
metric used both internally for optimization pur-
poses and externally to report model performance.
Finally, we instruct AutoAI for Text to explore a
variety of estimators/transformers, which include
SVC, CNN, LSTM, and BERT, and a variety of fea-
turizers, which include GLoVe and TFIDF 4. For

3The focus of this work is not a comprehensive review of
AutoAI for Text, but an investigation of how it can be used to
solve the stock price volatility prediction task.

4It should be noted that all experiments were ran utilizing
CPU (i.e., without GPU support), which may have affected
the choice of BERT (which as we will see did not appear in
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each (time period, denoising approach) pair, we
select the model that AutoAI for Text has identified
as having the highest accuracy on the validation
set (which we refer to as the best model). The best
model is then evaluated on the test set, computing
its accuracy, which is the metric that we present in
our evaluation results.

Baseline. Existing works on stock price volatil-
ity prediction from earnings call transcripts model
the problem as a regression problem, however, as
a baseline we use a simple approach that assigns
to all transcripts the same label. For each (time
period, denoising approach) pair, we report three
versions of this baseline, depending on which is
the common label assigned to all transcripts: L
(low), M (medium), or H (high). For instance, in
the L-baseline, all transcripts are predicted as being
low volatility. While this is an admittedly simple
baseline, it still allows us to understand whether
the discovered models have identified a signal in
the data or have simply learned to predict the most
common label.

Figure 2: Accuracy of best discovered model for differ-
ent denoising approaches and time periods

Results. The accuracy of the best model dis-
covered by AutoAI for Text for each (time period,
denoising approach) pair is shown in Figures 2 and
3. We next present and discuss the results by focus-
ing on a few main questions that we hope to answer
from this experimental evaluation.

Are the models able to identify a signal in the
data? The first question we hope to answer is
whether the discovered models have identified a
signal in the input transcripts that allows them to
predict the stock price volatility or whether they
have simply learned to predict the most common
label. This is a non-trivial question, as transcripts
are long documents that in addition to information
that may affect the stock price often contain a lot
of irrelevant information. To answer this question,

the results).

we compare in Figure 3 the accuracy of the best
model discovered for each time period (shown in
bold) with the accuracy of the best baseline (shown
in italics).

As we can see, for all time periods, the former
is always higher than the latter. Thus the best mod-
els seem to have successfully identified a signal
in the transcripts that allows them to perform bet-
ter than the baseline. For instance, the best model
for the 3-day time period has an accuracy of 0.52,
which is higher than the best baseline accuracy of
0.43 (which corresponds to predicting for every
input transcript the most common label, which in
this case is the high volatility). The gap between
the best model and the baseline closes as the time
period increases. While this is an interesting phe-
nomenon that needs to be investigated further, a po-
tential explanation is that transcripts may be more
useful in predicting volatility for time periods im-
mediately following the earnings calls, rather than
for longer time periods 5.

Which denoising approaches perform best? The
next question is identifying the best denoising ap-
proach for the studied problem. Which of the pro-
posed denoising approaches should one choose for
predicting stock price volatility and does the choice
of the approach make a difference? Comparing the
performance of the denoising approaches provides
some interesting insights:

First, utilizing the full document (without any
denoising) always yields the lowest performance.
This shows that denoising approaches are important
for distilling the long transcripts and making them
more amenable for being used as training data for
an NLP model.

Second, domain-agnostic denoising (such as the
one provided by the T5 summarization approach)
consistently underperforms domain-specific denois-
ing approaches (such as the use of the domain-
specific dictionary or the intermediate model). This
shows that further applying domain knowledge to
distill input documents can improve model perfor-
mance.

Finally, while the best denoising approaches
are the two domain-specific approaches, we ob-
serve that using the domain-specific dictionary of
Loughran - McDonald is better for shorter time
periods (i.e., time periods of 3 and 7 days), while
using the intermediate denoising model based on

5The stock price may fluctuate due to other causes beyond
what has been reported at the earnings call.
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Figure 3: Accuracy of best model discovered by AutoAI for Text (together with the architecture of the model) for
different denoising approaches and time periods. The baseline shows the accuracy that would be obtained if we
assigned to all transcripts the same label of L: low, M: medium, or H: high volatility.

manually provided labels performs better for longer
time periods (i.e., time periods of 15 and 30 days).
This is an interesting result that we plan to explore
and analyze further as part of our future work.

Which model architectures perform best? Fi-
nally, leveraging AutoAI for Text, we want to iden-
tify which model architectures perform best for the
stock volatility prediction task. To aid in answering
this question, Figure 3 includes the description
of the best model discovered by AutoAI for Text.
Each model is shown as F +E, where F is the fea-
turizer and E is the estimator/transformer. For in-
stance, GloVe+CNN is a model combining a GloVe
featurizer with a convolutional neural network. As
described above, in our experiments AutoAI for
Text explored the GloVe and TFIDF featurizers.
Similarly it searched among the following estima-
tors/transformers: SVC, CNN, LSTM, and BERT.

By comparing the models reported in Figure 3,
we can make the following observations: In all
cases the models that perform best are based either
on SVC and CNN combined with either GloVe or
TFIDF featurizers. We cannot observe any system-
atic difference between SVC and CNN, leading us
to believe that both work equally well for the stud-
ied problem. However, an important observation
is that LSTM and BERT never appear among the
best models.6 However, both this as well as the
performance of LSTM in this case our important
results that we think are worth investigating further.

6All the experiments were done on a CPU-only machine.
As such, we instructed AutoAI for Text to explore only CPU-
friendly types of models. These are types of models that can
be trained fast with CPU-only resources and include classical
ones like SVC as well as faster deep-learning based models
(CNN, LSTM). We left out BERT from the exploration space,
since BERT works better when given GPU resources.

7 Conclusion and Future Work

Compared to existing work in the area, our work
makes three main contributions: First, it models the
problem as a text classification task (in contrast to
the regression task considered before) and explores
how one can leverage text classification models.
Second, instead of just utilizing the long earnings
call transcripts as-is, it explores the use of denois-
ing approaches to distill the information found in
the input documents and improve the performance
of the learned models. We propose and explore an
entire spectrum of denoising approaches, ranging
from domain-agnostic techniques (such as general-
purpose summarization models) to domain-specific
techniques and compare their performance. Third,
we leverage AutoML approaches to explore a range
of NLP models and understand which model archi-
tectures perform best for the stock price volatility
prediction task.

Our preliminary findings lead to several impor-
tant insights. Denoising is shown to improve model
performance with domain-specific denoising lead-
ing to bigger gains than domain-agnostic denoising
approaches. Moreover, the use of AutoML leads to
interesting insights on which model architectures
perform best for the stock volatility task. We be-
lieve that these insights point to new interesting re-
search directions both in developing better domain-
specific denoising approaches, as well as further
investigating which model architectures work best
for long financial documents, which are some of
the directions we plan to further explore in our
future work.
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Abstract

Digital transformation reinvents companies,
their vision and strategy, organizational struc-
ture, processes, capabilities, culture, and en-
ables the development of new or enhanced prod-
ucts and services delivered to customers more
efficiently. By formalizing their digital strategy,
organizations attempt to plan for their digital
transformations and accelerate their company
growth. Understanding how successful a com-
pany is in its digital transformation starts with
accurately measuring its digital maturity levels.
However, existing approaches to measuring or-
ganizations’ digital strategy have inconsistent
results, and also do not provide resources (data)
for future research to improve. In order to mea-
sure the digital strategy maturity of companies
and provide a benchmark, we leverage the state-
of-the-art NLP models on unstructured data
(earning call transcripts), and reach the state-
of-the-art levels (94%) for this task. We release
3.691 earning call transcripts and also anno-
tated data set labeled particularly for the digital
strategy maturity by linguists.

1 Introduction

Digital transformation (DT) has emerged as an im-
portant phenomenon and is expected to preserve
its prominence for companies. International Data
Corporation (IDC, 2021) forecast that global spend-
ing on digital transformation will reach $2.8 tril-
lion by 2025 and to exceed $10 trillion over a
five-year period. DT redefines how companies
operate and enhances connectivity, and inclusion
worldwide. According to United Nations(Nations,
2019), AI-enabled frontier technologies are helping
to save lives, diagnose diseases and increase life ex-
pectancy, while AI-enabled education by enabling
virtual learning environments, opens up programs
to students who would otherwise be excluded. DT,
at a high level, encompasses the profound changes
taking place in society and industries due to the
adaptation of digital technologies, while at the orga-

nizational level, organizations by practicing strate-
gies that do not only embrace the implications of
digital transformation but also reach better opera-
tional performance (Vial, 2019).

Vial(Vial, 2019) explores 282 works on digital
transformation in the Information Systems litera-
ture and develops a conceptual definition of DT as

’a process that aims to improve an entity by trig-
gering significant changes to its properties through
combinations of information, computation, com-
munication, and connectivity technologies (p.118).
Organizations, by formalizing their digital strategy
and leveraging their digital resources, plan for their
DT (Bharadwaj et al., 2013; Al-Ali et al., 2020;
Jackson, 2015; Freitas Junior et al., 2016). In or-
der to measure and evaluate the digital strategy of
firms, the status quo of a company’s digital trans-
formation, and the digital maturity level are mea-
sured(Thordsen et al., 2020; Kane et al., 2017).

In this research, our conceptual interest is cen-
tered on measuring the digital strategy maturity of
firms. By considering this as a text classification
task of earnings call transcripts, we leverage several
transformer-based architectures for text classifica-
tion, in addition to rule-based approaches. In the
end we present our measure and release two data
sets for future research1.

2 Related Work

Digital transformation research is one of the most
growing areas and has been studied by management
scientists(Gurbaxani and Dunkle, 2019; Vial, 2019;
Kane et al., 2017; Bharadwaj et al., 2013; Sebastian
et al., 2020), economists (Acemoglu and Restrepo,
2019; Nagaraj and Reimers, 2021), engineers(Issa
et al., 2018), computer scientists (Al-Ali et al.,
2020), and social scientists (Hilbert, 2022; Shibuya,
2020) in the literature. Despite there are many stud-
ies investigating the implications or drivers of DT

1https://github.com/hpataci/DigiCall
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in different fields, our focus is limited to studies in
management science, computer science, and their
intersection.

In this research, we predict the maturity of the
digital strategy of S&P 500 companies by leverag-
ing transformer-based models with domain knowl-
edge. The most similar work to ours (Al-Ali et al.,
2020)’s that uses earning call transcripts but does
not release any data. Therefore, we do not have
chance to test our approach on their data. However,
available earning calls data sets (Li et al., 2020; Qin
and Yang, 2019) have limitations that make it in-
feasible to measure the digital strategy maturity of
companies. Moreover, there is no task-specific an-
notated data set available in the area particularly to
measure the digital strategy maturity of companies.

Every quarter the executive leadership of a pub-
lic company holds an earnings call meeting with
investors and analysts to inform them about the
status of the company, including their major digital
initiatives. An earning calls transcript has mainly
three parts, the first part consists of the names of
company call participants, the second part consists
of the presentation session of company executives,
and the third part consists of a question-and-answer
session. Existing earning call transcripts data sets
do not provide both sessions, but only provide the
answers of the most spoken company executive
in the Q&A session(Li et al., 2020). The execu-
tives might share more information during the first
session than during the Q&A session. One of the
other major issues with the existing data-sets is that
they only share one company executive’s sentences
by discarding other company representatives’ com-
ments (Qin and Yang, 2019). Therefore, this would
also yield inaccurate results leading to biased analy-
sis when we attempt to learn about how companies
are performing in their digital transformation. In
this research, we release all sections of the earning
call transcripts without any section removal.

Any public company has 4 (Q1, Q2, Q3, Q4)
earning conference call meetings annually in the
USA. However, existing data sets in the literature
have missing transcripts for some of these meetings.
Measuring digital strategy maturity with missing
earning conference call transcripts would yield in-
accurate results. Such that if we obtain Apple’s
digital maturity in Q1 and Q2 of 2018, any digital
strategy maturity analysis of Apple would be bi-
ased given that Apple might have disclosed several
accomplishments in Q3 and Q4 of 2018. Moreover,

Dataset DigiCall MAEC Keith Qin
Duration 2018/19 2015/18 2010/17 2017
Companies 469 1,213 642 280
Instances 3,691 3.443 12,285 576
Data Av. Yes Yes No Yes

Table 1: Comparisons of our earnings calls dataset and
the existing public earnings call datasets

available data sets in the literature have missing
data points for some companies and this might also
lead to inconsistent results to measure digital strat-
egy initiatives. Such that (Li et al., 2020) discloses
3443 earning call transcripts of 1213 companies
(average 3 transcripts per company ), while (Qin
and Yang, 2019) discloses 576 earning call tran-
scripts of 280 companies (average 2 transcripts per
company). Therefore, to our knowledge, our data
set has one of the longest time windows for earning
conference call transcripts with the lowest number
of missing transcripts (average 7 transcripts per
company).

3 Problem Definition and Our Hypotheses

There are several research studies attempting to
measure digital maturity in management science
literature (Thordsen et al., 2020; Gurbaxani and
Dunkle, 2019; Kane et al., 2017). However,
among these studies, the only study that leverages
transformer-based models is (Al-Ali et al., 2020)’s
work, and therefore it is the most similar to ours. In
their work (Al-Ali et al., 2020), that they identify
two tasks; first, the prediction of the aspect of the
digital strategy, and second, the prediction of the
maturity of the digital strategy. For the first task,
they disclose a dictionary of 350 terms in 17 topics
to be used with the prediction task 2. Any sentence
s1 contains a term for the aspect of digital strategy,
they combine it with the preceding s0 and subse-
quent s2 sentence from the transcripts and feed the
appended sentences s0+s1+s2 into the model. We
hypothesize that appending s0 and s2 with s1 might
increase the noise in the data. Therefore, we only
process sentences containing aspect maturity terms
s1, and drop s0 and s2. In the second stage, they
predict the maturity stage. If the digital initiative
is being planned, it is labeled as plan, if the dig-
ital initiative is being developed or piloted, it is
labeled as pilot, if the digital initiative is launched

2The list of these terms and topics is available in The
Appendix
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and making an active contribution to the business,
it is labeled as release, if the digital initiative is
being pioneered and making a significant business
impact, it is labeled as pioneer. We hypothesize that
a digital initiative released or pioneered completed
in the past. Hence, these two labels are combined
under the past label by considering the temporal
orientation (Hasanuzzaman et al., 2016; Keith and
Stent, 2019) (grammatical tenses); Plan as Future,
Pilot as Present, and Release and Pioneer as Past.

4 Data Set Creation

4.1 Pre-Processing
Earning conference calls transcripts are recorded
and shared as text and audio files by the company
and third-party companies after each meeting. We
collect earning conference call transcripts to mea-
sure the digital strategy maturity of the S&P 500
companies in 2018 and 2019 from Seeking Alpha.
Each call document has mainly three parts, the first
part consists of the names of company call partici-
pants, the second part consists of the presentation
of company executives, and the third part consists
of a question-and-answer section. We discarded
the first section given that company executives’
names have no impact on our task. 3 Despite the
data was collected at the document level, we used
Stanza (Qi et al., 2020)’s sentence tokenization
to convert these documents into sentences and (Qi
et al., 2020)’s Named-entity- recognition to remove
questions, person’s names, and this resulted with
sentences of company executives. The baseline
study in the area(Al-Ali et al., 2020) identifies two
tasks; prediction of the aspect of the digital strat-
egy, and prediction of the maturity of the digital
strategy. They disclose a dictionary of 350 terms
in 17 topics for the first task to be used with the
prediction task. However, instead of considering
the first task as a prediction task, we dropped the
sentences that do not have matching terms with
(Al-Ali et al., 2020)’s dictionary but kept if there
is a match. In the second stage, we used the anno-
tated data to fine-tune language models to predict
the digital strategy maturity.

4.2 Annotation and Ethics
In order to annotate the pre-processed data, we
instructed 4 freelancer linguists (2 Female, and 2

3We obtained the consent of Seeking Alpha to share
the earning calls transcripts data on April 28, 2022.
We thank them for their consent and acknowledgment.
wwww.seekingalpha.com

Figure 1: The Distribution of Annotations

Male) from Upwork 4. Each linguist at least had
a bachelor’s degree in linguistics, is a native-level
English speaker, and at least has 95% positive feed-
back on Upwork. We randomly selected 400 sen-
tences from 2018 data, distributed 100 sentences
to each annotator, and compensated $40 to each
annotator for this task and allocated one week. In
the next stage, we instructed another linguist (5th
person, Female), hired through Upwork with the
same benchmarks and conditions, to agree or dis-
agree with the annotated data by four people. The
Cohen’s kappa between the first 4-annotators and
the 5th annotator is 84%. Finally, we instructed a
6th person (Male) with industry and domain expe-
rience, to agree or disagree with the annotated data
by four people. The Cohen’s kappa between the
first 4-annotators and the 6th annotator is 95%, and
between the 5th and 6th annotator is 88%.

5 Approaches

In this section, we provide details of different ap-
proaches applied for our task. For each following
approach, the input is a textual string, i.e. a sen-
tence from an earning call document, and the out-
put is a label indicating the status of a company/a
project. We consider three labels: past, present and
future.

5.1 Part of Speech

The first approach is based on part-of-speech (POS).
Given a sentence, POS tags provide grammatical
information for individual words in the sentence.
We use off-the-shelf tools to analyze each given
sentence and use the output POS tags to determine
the status of the sentence.

4www.upwork.com
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5.2 Language Models

Pre-trained language models have shown the state-
of-the-art performance on various NLP tasks. We
also fine-tune the pre-trained models for our task 5.

5.2.1 Domain-Agnostic
We first consider following models pre-trained on
general corpus. BERT(Devlin et al., 2018): One
of the commonly used models that is pre-trained
with different novel tasks such as masked language
modeling, and next sentence prediction. Similar to
other fine-tuning tasks, we simply use the BERT
tokenizer to tokenize the sentence and use the pre-
trained model to encode the tokenized sentences.
ALBERT(Lan et al., 2019): A model based on
BERT but has different architectures that save more
parameters. RoBERTa(Liu et al., 2019): It is also
a variant of BERT. The main difference between
RoBERTa and BERT is that RoBERTa uses dif-
ferent masking strategies during pre-training and
provides more robust performance.

5.2.2 Domain-Specific
Different from previous models, we also consider
models that are pre-trained on financial data as
our task is based on financial documents. More
specifically, we use another BERT-based model
FinBERT(Araci, 2019). Based on the pre-trained
BERT, FinBERT is further pre-trained on financial
documents which demonstrates better performance
on financial tasks. 6

6 Experimental Evaluation and Findings

By building on previous work (Al-Ali et al., 2020)
and several transformer-based models, we consid-
ered predicting the aspect maturity of the organi-
zations’ digital strategy as a text classification task
with past, present, and future as labels. Consis-
tent with the baseline study in the area (Al-Ali
et al., 2020), we trained several domain-agnostic
transformer-based models by applying fine-tuning
with domain-specific data annotated by 4 different
linguists. Despite RoBERTa provides the highest
F-1 weighted at (Al-Ali et al., 2020)’s work, our

5In all transformer-based models, we randomly split the
data as train, validation, test into 75%*75%, 75%*25%, and
25% respectively. All experiments were conducted at Google
Colab Pro and randomly assigned to NVIDIA Tesla P100-
PCIE (16GB) for GPU, and had the following settings: the
learning rate 1e-5 (AdamW), epochs 6, batch size 3. We
used the HuggingFace library https://huggingface.co/ for all
models.

6https://huggingface.co/yiyanghkust/finbert-tone

Model F1 Past
Acc

Present
Acc

Future
Acc

Rule-based
POS 0.91 0.92 0.88 0.88
Domain-agnostic
BERT base-cased 0.91 0.87 0.88 0.92
BERT base-uncased 0.94 0.88 0.98 0.92
ALBERT base-v2 0.89 0.84 0.87 0.92
RoBERTa base 0.79 0.79 0.86 0.75
Domain-specific
FinBERT 0.90 0.91 0.91 0.83

Table 2: Performance of the Proposed Models

findings show that BERTbase-uncased provides
the highest F1-weighted level (94%) while (Al-
Ali et al., 2020) (58.2%). Given that we have dif-
ferent number of labels, and did not experiment
with (Al-Ali et al., 2020)’s data, we are extending
and adding to the literature by addressing some of
the potential data issues in prior work. Different
than previous work(Al-Ali et al., 2020), we exper-
imented with a domain-specific model FinBERT
(Araci, 2019). However, despite FinBERT being
pre-trained and fine-tuned with finance domain-
specific corpus it results lower F1-weighted. The
rule-based approach, POS, provides the highest
accuracy to predict the Past label.

7 Conclusions and Future Work

Predicting the maturity of the digital strategy of
firms accurately might help researchers to explore
organizations’ digital transformation while provid-
ing insights on how to plan for digital transforma-
tion for organizations.

In our supplementary analysis, we find that in-
dustrial trends with respect to the maturity of the
digital strategy also change with time, such that
organizations disclose more past and future digital
strategies in Q4 than in any other quarter. Future
research might consider the time-variant factors
that influence companies’ digital strategy maturity.
Such as, exogenous shocks, competitors’ product
releases might impact organizations’ digital trans-
formation. With the new proposed approach, it
might be possible to predict which future digital
strategy plans of organizations were suspended or
accelerated by also considering the competitive be-
havior of organizations.
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Appendix

Digital Strategy Aspect

This list presents 17 topics of interest detailed by 350 definitional terms obtained from (Al-Ali et al., 2020)

Figure 2: Digital Strategy as Aspect: obtained from (Al-Ali et al., 2020)
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Figure 3: Digital Strategy as Aspect: obtained from (Al-Ali et al., 2020): continued
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DigiCall’s Contribution

Figure 4: Sentences Containing Digital Strategy Initiatives DigiCall vs MAEC
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Figure 5: Sentences Containing Digital Strategy Initiatives DigiCall vs MAEC
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Figure 6: DigiCall’s Contribution as An Approach
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Abstract

With the recent surge of NLP technologies in
the financial domain, banks and other finan-
cial entities have adopted virtual agents (VA)
to assist customers. A challenging problem
for VAs in this domain is determining a user’s
reason or intent for contacting the VA, espe-
cially when the intent was unseen or open dur-
ing the VA’s training. One method for handling
open intents is adaptive decision boundary
(ADB) post-processing, which learns tight de-
cision boundaries from intent representations
to separate known and open intents. We pro-
pose incorporating two methods for supervised
pre-training of intent representations: prefix-
tuning and fine-tuning just the last layer of a
large language model (LLM). With this pro-
posal, our accuracy is 1.63% - 2.07% higher
than the prior state-of-the-art ADB method
for open intent classification on the bank-
ing77 benchmark amongst others. Notably, we
only supplement the original ADB model with
0.1% additional trainable parameters. Abla-
tion studies also determine that our method
yields better results than full fine-tuning the
entire model. We hypothesize that our find-
ings could stimulate a new optimal method
of downstream tuning that combines parame-
ter efficient tuning modules with fine-tuning a
subset of the base model’s layers.

1 Introduction

As the popularity of virtual agent (VA) dialogue
systems increases and their application in the fi-
nance domain is explored, the problem of in-
tent classification demands greater attention. Sev-
eral recent finance-specific VAs leverage techni-
cal advancements to respond to natural language
queries (Galitsky and Ilvovsky, 2019; Khan and
Rabbani, 2020). Determining the user’s intent en-
sures that the VA can appropriately tailor its re-
sponses and/or perform relevant actions. Initial
works in intent classification limited the task to
classifying utterances as one of N known intents

Utterance Label

When will I get my card? Card Arrival
What exchange rates do you offer? Exchange Rate
My card hasn’t arrived yet. Card Arrival
Is it a good time to exchange? Exchange Rates
... ...
Is it possible to get a refund? Open
Why has my withdrawal not posted? Open

Table 1: Example user utterances and associated in-
tent labels from banking77 dataset (Casanueva et al.,
2020). In this example, only Card Arrival and Ex-
change Rate intents were known in training and thus re-
fund and withdrawal related requests are Open intents
in this context.

and achieved high accuracy (Weld et al., 2021).
However, as depicted in Table 1, real-world appli-
cations often encounter intents unseen in training
data that can be considered as open in the current
context. Accounting for the open class establishes
an (N + 1)-class classification task (Shu et al.,
2017), where the open class is used as a label for
any unidentified intent.

An optimal classifier for this problem must bal-
ance correctly labelling known-class utterances
while avoiding mistakenly classifying open ut-
terances as one of the known classes. (Zhang
et al., 2021a) addresses this problem by proposing
a novel loss function to learn an adaptive decision
boundary (ADB) for each known intent. At in-
ference, samples that do not fall within any ADB
are classified as open. Compact intent represen-
tations are required as input for the ADB post-
processing learning step and in the case of (Zhang
et al., 2021a) the representations are learnt by
fine-tuning the last layer of BERT (Devlin et al.,
2019). Since most intent classification methods
require post-processing on intent representations,
our work focuses on deriving richer representa-
tions by leveraging large language models (LLM)
in an efficacious manner while still minimizing
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trainable parameters.
Following the introduction of the transformer in

(Vaswani et al., 2017a), an influx of LLM archi-
tectures have continually progressed state-of-the-
art (SOTA) performance on many natural language
processing (NLP) tasks (Otter et al., 2021). Usu-
ally these models are pre-trained on a general self-
supervised learning task, after which they are fine-
tuned for a specific task. Fine-tuning such a model
can be computationally prohibitive due to the im-
mense number of trainable parameters. Further-
more, (Kaplan et al., 2020) found that the most
important factor for LLM performance is likely
model size, indicating that development of even
larger models is probable. Inspired by in-context
prompting, (Li and Liang, 2021) proposed prefix
tuning as a parameter efficient alternative to fine-
tuning for natural language generation (NLG). The
LLM’s parameters are frozen and trainable pre-
fix tokens are prepended to the input sequence.
Prefix-tuning has been adapted to natural language
understanding (NLU) and performs comparably to
full fine-tuning across scales and tasks (Liu et al.,
2022).

We achieve SOTA results by augmenting the
pre-training architecture of ADB open intent clas-
sification (Zhang et al., 2021a) with prefix-tuning.
The combination of prefix-tuning with fine-tuning
only the last transformer layer was motivated by
(Kumar et al., 2022), which discovered that fine-
tuning the entire model can distort pre-trained
features. We find that alone, both prefix-tuning
or fine-tuning the last layer under-performs fine-
tuning all of BERT but when trained in tandem,
exceeds full fine-tuning.

The rest of this paper is structured as follows:
Section 2 summarizes prior works in both in-
tent classification and parameter efficient tuning
(PET). Our methodology and model architecture
are defined in Section 3. In Sections 4 and 5 re-
spectively, we provide our experimentation struc-
ture and corresponding results as well as several
ablations. We finish with a conclusion and brief
discussion regarding limitations and ethics.

2 Related Works

2.1 Financial Virtual Agents

The effectiveness of VAs has led to their adoption
in the financial domain. (Galitsky and Ilvovsky,
2019) demonstrated an exemplary session with a
financial VA where the user queried for invest-

ment advice. CalFE leverages commercial chatbot
frameworks to train a finance-specific VA (Khan
and Rabbani, 2020). (Ng et al., 2020) evaluates
the impact of a VA’s social presence on usage in-
tention in VAs for finance. All of these works re-
quire extracting intent from user utterances.

2.2 Intent Detection
Intent classification is a well-established NLU task
but most research limits the problem to known
classes (Zhang et al., 2019; E et al., 2019; Qin
et al., 2019; Zhang et al., 2021b). While hav-
ing prior knowledge of all expected intents is
ideal, this is rarely possible in a production en-
vironment, especially for new dialogue systems.
More realistically, a subset of intents are antici-
pated and new intents are discovered after deploy-
ment. (Brychcín and Král, 2017) recognized the
challenge of identifying intents prior to training
and proposed an unsupervised method to group
intents, but by doing so, likely ignored informa-
tion available in the already identified intents. (Xia
et al., 2018) employed zero-shot learning to iden-
tify emerging intents but used an LSTM which
is hindered by non-parallelized learning and chal-
lenges in propagating long-range dependencies.
The same issue is present in DeepUnk, a BiLSTM-
based intent classification method using margin
loss (Lin and Xu, 2019). (Zhan et al., 2021) shared
our open intent classification problem formulation
but synthetically generated out-of-domain sam-
ples for training which may not be as realistic as a
fine-grained open class representation.

Our work directly extends the ADB approach to
establishing an open class representation (Zhang
et al., 2021a). The novelty of our adaptation is
in leveraging prefix tuning in combination with
partial fine-tuning to improve the pre-training of
known intent representations without drastically
increasing the number of trainable parameters.
In parallel with our work, (Zhang et al., 2022)
extended their ADB approach to learn distance-
aware intent representations. Doing so resulted
in comparable performance to our modification
of their original approach. However, our tuning
method is model-agnostic and can easily be incor-
porated with their distance-aware representation
learning, likely improving the SOTA further.

2.3 Parameter Efficient Tuning
The desire for PET quickly emerged following
the introduction of LLMs. Adapter modules in-
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sert task-specific parameters sequentially between
transformer layers while the rest of the model
remains frozen (Houlsby et al., 2019). (Li and
Liang, 2021) and (Lester et al., 2021) simultane-
ously substantiated the efficacy of prepending to-
kens to attention mechanisms as a means of ef-
ficient tuning. In (Li and Liang, 2021), the pre-
fixes are applied at each layer of the transformer
while (Lester et al., 2021) only prepends to the
input sequence. (Liu et al., 2022) applied the
same method to NLU tasks using deep prefixes
with optional reparameterization. Without repa-
rameterization, simple embeddings are learnt for
the prefixes. Reparameterization inserts a multi-
layer perceptron (MLP) between the embeddings
and prefix tokens which allows for more complex
embeddings.

Recently, (He et al., 2022) determined the the-
oretical impact of various PET methods and de-
duced that they are all modifications of a simi-
lar function. Allocating additional parameters to
other PET modules as suggested by (He et al.,
2022) could optimize intent representation beyond
what is possible with prefixes alone. For now we
limit our work to the most efficient method for low
resource settings, prefix-tuning. To the best of our
knowledge, this is the first PET work to combine
partial fine-tuning with prefix-tuning.

3 Methodology

In this section we explain our procedure for open
intent classification. Section 3.1 describes prefix-
tuning, the method we supplement partial fine-
tuning with. Section 3.2 provides a brief summary
of training the original ADB method that we have
extended (Zhang et al., 2021a).

3.1 Prefix-Tuning

Prefix-tuning prepends trainable prefix tokens
Pk,Pv in front of Key and Value vectors of multi-
head attention in each transformer layer. The at-
tention mechanism is applied to the concatenation
of prefix and original tokens. Equation 1 details
the computation.

head = Softmax(Q ∗ Concat(Pk,K)T )

∗ Concat(Pv, V )
(1)

Where Q, K, and V are the Query, Key and Value
matrices from the original transformer (Vaswani

P1,1 P1,2 [CLS] Tok1 Tok2 Tokn. . .

Transformer Layer 1

P2,1 P2,2

Transformer Layer 2

. . .

PN,1 PN,2 . . .

Transformer Layer N

. . .

Mean Pooling

Dense Layer

Intent Representation

Linear Classifier

Figure 1: Pre-training architecture for learning intent
representations. Orange blocks denote trainable param-
eters while blue are fixed. For this concrete example,
the prefix length has been set to two, but this value is a
tunable hyperparameter.

et al., 2017b). Pk and Pv are the additional pre-
fix tokens and are prepended to the Key and Value
matrices.

Often, prefix-tuning methods use a MLP to
reparameterize the prefix since directly embedding
can lead to unstable training and performance de-
crease (Li and Liang, 2021). However, (Liu et al.,
2022) found that for NLU tasks, the efficacy of
reparameterization is dependent on the task. From
our experiments, we determine that reparameteriz-
ing the prefixes is crucial for intent classification.
Following training, the MLP weights and biases
from reparameterization are dropped and only pre-
fixes are kept.

3.2 Training

Figure 1 illustrates our pre-training architecture of
prefix-tuning plus tuning the last transformer layer
to extract intent representations. The orange com-
ponents of the diagram are trainable and the blue
are frozen. This example shows a prefix length
of two, but the length is a flexible hyperparame-
ter. We detail our entire hyperparameter settings in
Section 4.2. The outputs of BERT are first fed into
a mean-pooling function to aggregate the sequence
into a single vector xi as described by Equation 2:
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BANKING OOS StackOverflow

KIR Method Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score

25%

DeepUnk 64.21 61.36 81.43 71.16 47.84 52.05
(K + 1)-way 74.11 69.93 / / 68.74 65.64
ADB 78.85 71.62 87.59 77.19 86.72 80.83
PFT-ADB 80.14 72.86 88.03 78.85 87.60 80.78

50%

DeepUnk 72.73 77.53 83.35 82.16 58.98 68.01
(K + 1)-way 72.69 79.21 / / 75.08 78.55
ADB 78.86 80.90 86.54 85.05 86.40 85.83
PFT-ADB 80.40 82.44 87.60 86.87 87.06 86.22

75%

DeepUnk 78.52 84.31 83.71 86.23 72.33 78.28
(K + 1)-way 81.07 86.98 / / 81.71 85.85
ADB 81.08 85.96 86.32 88.53 82.78 85.99
PFT-ADB 82.76 87.35 88.94 90.93 83.46 86.61

Table 2: Main results for known intent ratios (KIR) 25%, 50%, and 75% on BANKING, OOS, and StackOverflow
datasets. Average accuracy and macro F1-Score are reported over all classes.

xi = mp([CLS], T ok1, T ok2, ..., T okM ) (2)

where i refers to the current training sample. A
dense layer transforms the vector to the intent rep-
resentation feature space and the resultant vector
is finally passed to a linear classifier. We pre-train
on known intents and their labels with softmax as
the loss function to optimize both the prefix tokens
and the last transformer layer. Equation 3 is the
softmax loss:

Loss = − 1

n

n∑

c=1

log(
ezi

∑K
j=1 e

zj
) (3)

where n is the batch size and zj refers to the output
logits of jth class.

Following pre-training, the intent representa-
tions are extracted from our model for ADB post-
processing. ADB learns a tight spherical decision
boundary for each known intent. At inference, in-
tent representations that fall outside of all decision
boundaries are classified as open. For clarification,
the only alteration to the ADB method we employ
is the addition of prefix tokens in Figure 1. See
(Zhang et al., 2021a) for more information regard-
ing decision boundaries and other training details.

4 Experiments

4.1 Datasets

BANKING: A dataset of 77 banking intents with
samples summing to 13,083 banking-specific
customer service queries (Casanueva et al., 2020).

It is also commonly referred to as “banking77”
but (Zhang et al., 2021a) uses “BANKING” and
since we are comparing our results primarily with
them, we conform to their choice.

OOS: A subset of CLINC50 specifically de-
signed for out-of-scope intent prediction (Larson
et al., 2019) with 22,500 and 1,200 in and out of
domain samples respectively over 150 different
intents spanning 10 domains.

StackOverflow: The processed version of
the StackOverflow dataset (Xu et al., 2015),
which has 20 different intents and 1,000 samples
for each.

4.2 Experiment Settings

In accordance with previous methods, we sample
25%, 50%, and 75% of intent classes randomly
during training as the “known” classes. The re-
maining are set aside as open classes and removed
from training sets. We use BERT (bert-base-
uncased) provided by Hugging Face (Wolf et al.,
2020) to extract intent representations from utter-
ances. The learning rate for prefixes and trans-
former parameters is set to 2e-5 since experiment-
ing with setting different learning rates for pre-
fixes and last layer of transformer did not consis-
tently lead to a performance increase. All experi-
ments are conducted on a NVIDIA 2080TI GPU.
To fairly compare our method, we keep other hy-
perparameters the same as (Zhang et al., 2021a).
For all results we average performance over ten
random seeds.
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BANKING OOS StackOverflow

KIR Method Open Known Open Known Open Known

25%

DeepUnk 70.44 60.88 87.33 70.73 49.29 52.60
(K + 1)-way 80.12 69.39 / / 74.86 63.80
ADB 84.56 70.94 91.84 76.80 90.88 78.82
PFT-ADB 85.65 72.19 92.11 78.50 91.58 78.62

50%

DeepUnk 69.53 77.74 85.85 82.11 43.01 70.51
(K + 1)-way 67.26 79.52 / / 71.88 79.22
ADB 78.44 80.96 88.65 85.00 87.34 85.68
PFT-ADB 80.02 82.51 89.34 86.83 88.17 86.02

75%

DeepUnk 58.54 84.75 81.15 86.27 37.59 81.00
(K + 1)-way 60.71 87.47 / / 65.44 87.22
ADB 66.47 86.29 83.92 88.58 73.86 86.80
PFT-ADB 69.18 87.66 86.80 90.96 74.78 87.40

Table 3: Open and known comparison of main results for known intent ratios 25%, 50%, and 75% on BANKING,
OOS, and StackOverflow datasets. F1-Score and macro F1-Score are reported for open class and known classes
respectively.

Regarding prefix-specific settings, we use repa-
rameterization with a hidden size of 512 unless
otherwise specified. The overall parameter size
is determined by the prefix length. In this task,
we found that enlarging the prefix length did not
lead to a consistent performance increase due to
its low-rank bottleneck. (He et al., 2022) also dis-
cusses that allocating additional parameter in self-
attention is only worthwhile if they make up less
than 0.1% of the parameter budget. Therefore,
we choose our default prefix length as 10, which
equates to roughly 0.1% of BERT’s trainable pa-
rameters.

4.3 Baselines

We compare our results to the most competitive
open intent classification methods: DeepUnk (Lin
and Xu, 2019), (K + 1)-way (Zhan et al., 2021),
and the ADB method we directly extend (Zhang
et al., 2021a). The DeepUnk results are taken from
(Zhang et al., 2021a) which replaced the BiLSTM
with BERT to generate intent representations for
fair comparison. (Zhan et al., 2021) also uses
BERT as its encoder but keeps just the CLS to-
ken’s final hidden state instead of pooling the en-
tire sequence. (Zhan et al., 2021) did not test on
the same OOS split and cells corresponding to that
configuration are left blank for tables in Section 5.

5 Results

Our main results and respective baseline compar-
isons are presented in Tables 2 and 3. Table 2
is limited to accuracy averaged over all classes,

including the open class and macro F1 over the
same set of classes. For a fine-grained analysis of
open intent performance, Table 3 contrasts the F1
score of the open class with the macro F1 over the
remaining known classes. PFT-ADB denotes our
method of adding prefix tuning to ADB and the
best result for each section is in boldface.

For each dataset we tested, PFT-ADB improves
performance on all prior methods with the mi-
nor exception of StackOverflow F1-Score and
known score. Specifically, as shown in Table
2, we achieve accuracy improvements of (1.63%,
1.95%, 2.07%) on BANKING, (0.50%, 1.22%,
3.03%) on OOS, and (1.01%, 0.76%, 0.82%) on
StackOverflow for known intent ratios (25%, 50%,
75%). The consistency of our results across con-
figurations suggests that paying closer attention
to pre-training intent representations can enhance
the distinction of decision boundaries in the post-
processing step. Additionally, we do not add a
significant number of trainable parameters to ex-
isting methods (only 0.1%), successfully avoiding
trading substantial costs for performance increase.
Note that our results are comparable to that of
the most recently released DA-ADB (Zhang et al.,
2022) model. We believe that due to their or-
thogonal nature, DA-ADB and our approach could
be combined together for further performance im-
provements.

We note that the dataset with the lowest per-
formance gain is StackOverflow. (Zhang et al.,
2021a) found that their novel post-processing
method, ADB, was most effective on this dataset
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Method Accuracy F1-score Open Known

Emb 64.40 68.56 66.62 68.38
MLP 81.56 85.89 75.98 85.97
Emb+12th L 86.40 88.15 84.44 88.19
MLP+12th L 90.07 91.52 88.48 91.54
FFT-NoPT 87.56 89.20 85.71 89.24
ADB 86.32 88.53 83.92 88.58

Table 4: Experiments on the impact of different pre-
fix encoding approaches with and without fine-tuning
the last layer of transformer. We use OOS dataset with
75% known Intent Ratio. “Emb” refers to embedding-
only method. “MLP” refers to method that uses 2 lay-
ers of MLP to encode prefix. “+12th L” means we un-
freeze the last layer of transformer. “FFT-NoPT” de-
notes full fine-tuning without any prefixes.

compared to prior methods. They hypothesized
that this was due to being able to form tighter de-
cision boundaries for the technical jargon more
prevalent in StackOverflow. Following this rea-
soning, it could be that for this dataset the post-
processing method is paramount and enriching the
intent representations alone is not enough to yield
a substantial performance improvement.

It is important that an open intent classifica-
tion method balances the performance on known
classes while still identifying open intents. Ta-
ble 3 verifies that despite changing pre-training
tuning methods, ADB post-processing still ade-
quately addresses this issue. The performance in-
crease is consistent between both the open class
and known classes for each dataset indicating that
prefix-tuning does not interfere with optimizing
both aspects of the open intent problem. Again,
we anticipate that combining PFT-ADB with the
newer DA-ADB could result in even better perfor-
mance.

The following ablations focus on the OOS
dataset since it covers multiple domains and we
wanted to generalize beyond just the financial do-
main.

5.1 Effect of Reparameterization and Tuning
Variations

In Table 4 we show that under the same dataset and
known intent ratio, performance varies consider-
ably when adopting MLP as prefix encoder. In
the first row, the embedding-only method leads to
poor results of 64.40% accuracy. Contrarily, intro-
ducing a 2 layer MLP to encode prefixes increases
the performance by around 15%. More impor-

Method Length Accuracy F1-score Open Known

Emb+12th L

10 87.60 89.08 85.82 89.11
20 88.25 89.49 86.80 89.52
30 87.88 89.44 86.13 89.47
50 85.70 87.49 83.72 87.53
80 85.93 87.75 83.87 87.78
100 87.95 89.45 86.16 89.48

MLP+12th L

10 90.16 91.57 88.57 91.60
20 89.67 91.27 87.96 91.30
30 90.05 91.59 88.35 91.62
50 88.65 90.34 86.82 90.37
80 89.49 91.27 87.51 91.30
100 89.84 91.51 88.09 91.54

Table 5: Results of tuning with different prefix lengths.
We use OOS dataset with 75% known intent ratio.

tantly, the result is stable and reproducible. It in-
dicates that using MLP to reparameterize prefixes
is crucial in obtaining a consistent performance.

Results using prefix tuning alone (rows 1 and
2) in this task are slightly worse than ADB’s fine-
tuning results. In particular, the performance gap
in identifying open intent is more salient, reveal-
ing prefix-tuning’s lower capacity for out-of-scope
classification. However, when we incorporate pre-
fix tuning along with tuning the last layer of trans-
former, we find a surprisingly large performance
increase. For embedding and MLP methods, tun-
ing the last layer of transformer gives a perfor-
mance boost to 86.40% and 90.07%, respectively,
with only additional 0.1% of ADB’s parameters.
Since the latter transformer layer captures high-
level feature of utterances, we believe that this
small amount of parameter steer the higher layers
to learn more task-oriented information as well as
fit intents into a better-distributed latent space.

We also try the common method of fully fine-
tuning, i.e., unfreezing all of BERT’s parameters
which was not done in (Zhang et al., 2021a). The
performance is still 1% lower than our method
while we use only 8.1% of parameters.

5.2 Impact of Prefix Lengths

We experimented with the prefix length to deter-
mine its effect on performance. From Table 5, we
observe that with the increase of the prefix length
from 10 to 100 (parameter size from .1% to 1.6%),
the results do not follow the same ascending pat-
tern. We argue that simply adding more prefix to-
kens would not lead to a consistent performance
boost due to its bottleneck. (He et al., 2022) de-
termined that prefix tuning is another form of low-
rank update, which cannot make use of more than
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x
Just x x and Rest

Accuracy F1-Score Accuracy F1-Score

No-FT 81.56 85.89 81.56 85.89
12 90.07 91.62 90.07 91.62
11 89.18 91.19 90.21 91.81
10 89.81 91.80 89.42 91.42
9 88.81 90.89 88.93 91.18
7 87.07 89.79 88.42 90.93
4 85.23 88.21 87.00 89.90
1 84.77 87.73 87.58 90.24

Table 6: Fine-tuning various groupings of transformer
layers on OOS with known intent ratio 75%. “No-FT”
is prefix-tuning without any fine-tuning. Prefix-tuning
configuration was kept constant throughout runs.

0.1% of additional parameters.

5.3 Fine-Tuning Different Groupings of
Layers

Combining prefix-tuning with fine-tuning a subset
of transformer layers is, to the best of our knowl-
edge, a novel approach. Fine-tuning the last layer
alone is ideal for minimizing trainable parame-
ters. We aim to determine whether varying which
layer or group of several layers is unfrozen can
achieve better results than the last layer alone. Ta-
ble 6 summarizes our findings. The layer of in-
terest is specified with the variable x. “Just x”
is fine-tuning layer x alone and “x and Rest” is
fine-tuning the layer x and all subsequent layers.
Using this notation, “Layer 1 and Rest” is akin to
fine-tuning all of BERT. “No-FT” refers to prefix-
tuning without any additional fine-tuning. For this
row and when x is 12, the results between the two
main columns are of course the same.

Several interesting observations are evident in
Table 6. Firstly, the fine-tuning of at least one
layer in addition to prefix-tuning is strictly nec-
essary for optimal performance. Under the con-
straint of tuning just a single layer, the last per-
forms the best. The latter layers of the model are
where higher-level details of natural language are
processed. We hypothesize that tuning this layer
best incorporates the propagation of prior prefixes
with the base model. Tuning prior layers may have
a similar effect, but if the subsequent layers are
frozen, the understanding of prompts is obfuscated
since the latter frozen layers have no experience
attending to prefixes.

Another notable finding is that if performance
is to be prioritized, fine-tuning the final two lay-
ers together is better than the last layer alone.

Method Accuracy F1-Score Open Known

Attention 87.49 89.69 85.19 89.73
Feed Forward 86.47 88.92 83.81 88.96
Layer Normalization 86.61 88.81 84.21 88.85
Keys and Values 85.67 88.58 82.39 88.64
Entire Layer 90.07 91.52 88.48 91.54

Table 7: Fine-tuning components of final transformer
layer on OOS with known intent ratio 75%. Only the
parameters of the component(s) are tuned and the rest
of the layer is frozen.

This suggests that the prefixes are complex enough
such that their value is maximized when the final
two layers tune in tandem. However, the trade off
of minor performance increase at the cost of dou-
bling the trainable parameters may not be worth it
depending on the application.

Lastly, we note that as layers beyond two are
trained in the “x and Rest” column, performance
begins to degrade. This supports the observation
made by (Kumar et al., 2022) that fine-tuning dis-
turbs pre-trained features in the base model. Train-
ing only the final layer(s) avoids perturbing low-
level semantics learnt in earlier layers of the base
model, but still adds sufficient capacity to attend
to the prefixes.

5.4 Fine-Tuning Various Components in Last
Layer

While fine-tuning only the last transformer layer
reduces the trainable parameter count to 8%, this
is still a large value compared to the 0.1% param-
eter count of the prefixes alone. We isolate vari-
ous components of the last transformer layer to de-
termine if some could be frozen to further reduce
parameter count. The results are presented in Ta-
ble 7. Tuning the entire layer significantly outper-
formed any other variation, alluding that there is
an important relationship between the prefixes and
every component of the final transformer layer.
Tuning each of the components in the last layer is
essential to procure maximum prefix performance.

6 Conclusion

We have shown that incorporating prefix-tuning
with the ADB intent representation pre-training
method achieves SOTA results in the financial do-
main on the banking77 benchmark dataset and
others. Furthermore, our tuning method does not
sacrifice excessive parameters count for the per-
formance gain. The combination of prefix-tuning
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with fine-tuning only the last layer of transformer
is simple yet novel to the best of our knowledge
and surfaces interesting questions regarding the
mechanisms they use to interact. We intend to ad-
dress the limitations presented hereafter in the near
future.

Limitations

Despite achieving SOTA results on open intent
classification tasks, our work has several facets
that could be furnished further. Firstly, we tune the
last layer of transformer along with the prefixes,
making our method less parameter efficient than
prefixes alone. Other approaches to fine-tuning
the last layer of the transformer during pre-training
should be investigated. Moreover, this work does
not include any other PET method such as adapter
tuning (He et al., 2021) or LoRA (Hu et al., 2021).
We anticipate that using other PET methods will
reveal new observations regarding their interac-
tion with partial fine-tuning. We restrict our study
to simple single intent dialogues while industry-
deployed models would likely encounter noise as
well as multiple intents. Testing the robustness of
our method under these conditions could be valu-
able. Lastly, we plan to research whether our suc-
cess with prefix-tuning in combination with partial
fine-tuning generalizes to other NLU and financial
tasks.

Ethics Statement

Recent impressive achievements in NLP thanks to
the advent of LLMs do not come without cost.
Most relevant to our paper is the environmental
impact and inequitable distribution of such tech-
nologies (Strubell et al., 2019). The resources re-
quired to train a LLM are large which from the
environmental perspective increases our contribu-
tion to climate change and from an equity perspec-
tive limits who can access, research, and use the
model.

While the self-supervised pre-training step of-
ten has the greatest resource requirements, fine-
tuning LLMs is undertaken by many more parties
following a model’s public release. The numer-
ous task-specific deployments of popular models
likely have greater net CO2 emissions than the ini-
tial pre-training. Our work directly combats this
concern by promoting parameter efficient tuning
as an efficacious alternative to relatively expensive
fine-tuning. The fraction of trainable parameters

reduces tuning memory requirements, in turn re-
ducing power consumption and environmental im-
pact. Additionally, the reduction of required mem-
ory enables the adoption of LLMs by those who
do not have access to expensive high-quality hard-
ware or cloud platforms. Finally, storing copies of
the model for each task is efficient. Only a single
copy of the frozen LLM is needed along with the
smaller prefixes and in our case, trained last layer
of transformer, resulting in similar benefits as the
reduction of memory.
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Abstract

The invention of transformer-based models
such as BERT, GPT, and RoBERTa has enabled
researchers and financial companies to finetune
these powerful models and use them in differ-
ent downstream tasks to achieve state-of-the-art
performance. Recently, a lightweight alterna-
tive (approximately 0.1% - 3% of the original
model parameters) to fine-tuning, known as pre-
fix tuning has been introduced. This method
freezes the model parameters and only updates
the prefix to achieve performance comparable
to full fine-tuning. Prefix tuning enables re-
searchers and financial practitioners to achieve
similar results with much fewer parameters. In
this paper, we explore the robustness of pre-
fix tuning when facing noisy data. Our ex-
periments demonstrate that fine-tuning is more
robust to noise than prefix tuning—the latter
method faces a significant decrease in perfor-
mance on most corrupted data sets with increas-
ing noise levels. Furthermore, prefix tuning has
high variances on the F1 scores compared to
fine-tuning in many corruption methods. We
strongly advocate that caution should be care-
fully taken when applying the state-of-the-art
prefix tuning method to noisy data.

1 Introduction

The transformer architecture (Vaswani et al., 2017)
has given rise to several powerful language models
such as BERT (Devlin et al., 2018) and GPT (Rad-
ford et al., 2018). These models are trained on large
text corpora and the pre-trained models can be used
on different downstream tasks by finetuning these
models, which refers to the process of updating the
weights of the pre-trained model to adapt to the
downstream task and the associated dataset. This
approach is critical in achieving state-of-the-art re-
sults in many downstream tasks. However, these
fine-tuned language models are large in size and the
deployment of these models in production to solve
real-world problems becomes difficult due to the

memory requirement, constraining the deployment
of models in many real-life financial applications.
Given that it is anticipated that model sizes will
continue to rise, this will become more serious.

Li and Liang (2021) introduced a lightweight
alternative to finetuning known as prefix tuning.
The authors freeze the model parameters of GPT-
2 (Radford et al., 2019) and use a task-specific
vector to tune the model for natural language gen-
eration. This method achieves comparable per-
formance with finetuning and uses approximately
0.1% - 3% of the original model parameters. This
method will enable the use of pre-trained language
models for many industrial applications.

In the financial sector, natural language process-
ing has a wide variety of applications ranging from
building a chatbot to interact with customers (Yu
et al., 2020), predicting stock movements based
on sentiments from financial news headlines and
tweets (Sousa et al., 2019), to summarizing finan-
cial reports (La Quatra and Cagliero, 2020). Prefix
tuning can be applied to many tasks with fewer
parameters and much less memory consumption.

However, in the real world, the data might be
noisy, especially in the case of chatbots and social
media data where misspellings, typographical er-
rors, and out-of-vocabulary words occur frequently.
Recent studies have investigated the robustness of
finetuning language models such as Rychalska et al.
(2019), Jin et al. (2020), Aspillaga et al. (2020),
Sun et al. (2020) and Srivastava et al. (2020), and
found that finetuning is not robust to noisy texts.

To the best of our knowledge, there have been
no studies that explore the robustness of prefix tun-
ing that reflect real-life scenarios and compare it
with finetuning to identify the more robust method.
Our work corrupts the financial phrasebank dataset
(Malo et al., 2014), using various text corruption
methods such as keyboard errors (typos), inserting
random characters, deleting random words, replac-
ing characters with OCR alternatives and replacing
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words with antonyms by varying percentages in
each sentence. The corrupted dataset is used with
two widely used pre-trained models, BERT-base
(Devlin et al., 2018) and RoBERTa-large (Liu et al.,
2019), under both prefix tuning and fine-tuning, to
compare their performance at different noise lev-
els. In addition, we evaluate the performance on a
Kaggle Stock Market Tweets dataset (Chaudhary,
2020), which is a real-life noisy dataset. With our
experiments, we show that fine-tuning is more ro-
bust than prefix tuning in most setups. Fine-tuning
updates the weights based on the downstream task
and the dataset, and because of this, it can adapt
to the noise, whereas prefix tuning uses the pre-
trained model without updating the weights which
limits the model from learning task-oriented infor-
mation when facing noisy data. In summary, the
contributions of this paper are three-fold.

• To the best of our knowledge, this is among
the first efforts in exploring the robustness of
prefix tuning when facing noisy data, particu-
larly noisy financial data.

• We use a comprehensive set of corrupted data
and show that fine-tuning is more robust to
noise compared to prefix tuning. The latter
has also shown to have high variances in F1
scores.

• We provide detailed results at different levels
of noise. With that, we advocate that caution
should be carefully taken when practitioners
apply state-of-the-art prefix tuning methods
to noisy data. We hope our work will set base-
lines for further studies along this line.

2 Related Work

2.1 Sentiment Analysis in Financial Text
Sentiment analysis is the process of understanding
the sentiments from textual data (Liu, 2012). Senti-
ment analysis in finance tries to achieve a different
objective when compared to general sentiment anal-
ysis. Financial sentiment analysis aims to predict
the stock movement or impact on stock price based
on the sentiments of news headlines and news ar-
ticles (Li et al., 2014). Loughran and McDonald
(2016) provide a survey of the machine learning ap-
proaches used to predict the sentiments in financial
data. With the introduction of transformer-based
language models like BERT (Devlin et al., 2018),
several attempts have been made to predict the sen-
timents using the pre-trained BERT models trained

on large text corpora. Araci (2019) introduced Fin-
BERT, where the BERT model was pre-trained on
a large financial corpus and it achieved state-of-
the-art results in financial sentiment analysis. Zhao
et al. (2021) use RoBERTa (Liu et al., 2019), an
optimized version of BERT to predict the sentiment
of online financial texts generated on social media.

2.2 Robustness of Pretrained Language
Models

Several attempts have been made to test the robust-
ness of popular transformer-based language models.
Rychalska et al. (2019) test the robustness of ULM-
FiT (Howard and Ruder, 2018) on various NLP
tasks like QA, NLI, NER and Sentiment Analysis.
The authors found that the high-performing lan-
guage models are not robust to various corruption
methods like removing articles, removing charac-
ters from words, misspellings, etc. Jin et al. (2020)
introduced a technique called TEXTFOOLER to
generate adversarial texts. The authors success-
fully attacked BERT and significantly reduced the
accuracy of BERT on text classification tasks. As-
pillaga et al. (2020) compared the robustness of
RoBERTa, BERT and XLNET (Yang et al., 2019)
with recurrent neural network models and found
that RoBERTa, BERT and XLNET are more robust
than recurrent neural networks but they are still not
fully immune to the attacks and their robustness
can be improved. Sun et al. (2020) performed a
detailed study on the robustness of BERT, espe-
cially concerning mistyped words (keyboard typos)
and found that typos in informative words affect
the performance of the BERT to a greater extent
than typos in other words. Srivastava et al. (2020)
analyzed the robustness of BERT to noise (spelling
mistakes and typos) on sentiment analysis and tex-
tual similarity. The authors discovered that BERT’s
performance had significantly declined in the pres-
ence of noise in the text.

Prefix tuning freezes the parameters of the lan-
guage model and updates the prefix vector for
downstream tasks. Yang and Liu (2022) used the
GPT-2 (Radford et al., 2019) model to evaluate the
robustness of prefix tuning to various textual ad-
versarial attacks, but the attacks do not resemble
the noise presented in real-world data. The authors
did not compare the robustness of prefix tuning
and fine-tuning and did not study which training
methodology is more robust.
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Figure 1: Overview of prefix tuning and fine-tuning methodologies. Green boxes represent trainable parameters and
blue boxes represent frozen parameters.

Table 1: Train-validation-test split for the financial
phrasebank 50% agreement level dataset

Label Train Set Validation
Set Test Set

Neutral 2011 431 431
Positive 954 204 205
Negative 423 91 90
Total 3388 726 726

Table 2: Train-validation-test split for the financial
phrasebank 100% agreement level dataset

Label Train Set Validation
Set Test Set

Neutral 973 209 209
Positive 399 85 86
Negative 212 46 45
Total 1584 340 340

Table 3: Train-validation-test split for the Kaggle Stock
Market Tweets dataset

Label Train Set Validation
Set Test Set

Positive 2577 553 552
Negative 1470 315 315
Total 4047 868 867

3 Approach

Figure 1 shows the overview of the approach used
in this paper. The clean financial dataset is cor-
rupted using the corruption module represented by
yellow boxes in Figure 1, containing various corrup-
tion methods. The corruption module is explained
in section 3.1. The corrupted financial dataset is fed
into two state-of-the-art pre-trained models, BERT-
base and RoBERTa-large (refer to section 3.2) us-
ing both prefix tuning and fine-tuning. Figure 1
also shows the difference between the traditional
fine-tuning method and prefix tuning respectively,
where blue boxes represent the frozen parameters
and green boxes represent the trainable parameters.

3.1 Corruption Module

The corruption module consists of 5 text corruption
methods which closely replicate the noise found
in real-world data. This module is used to corrupt
the clean financial dataset and the corrupted dataset
is used to evaluate the performance of the mod-
els. The following are the various text corruption
methods used in the corruption module. Table 4
shows an example for each corruption method. The
nlpaug (Ma, 2019) library is used for generating
the various corruption methods.

Keyboard Error (QWERTY) Simulates typing
mistakes made while using a QWERTY-type key-
board.
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Table 4: Corruption methods with an example

Corruption Method Example

Original Sentence
In Finland’s Hobby Hall’s sales decreased by 10% , and international
sales fell by 19% .

Keyboard Error
In cinland’ s Hubby Hall’ s sales decreased by 10% , and international
saleW fell by 19%.

Random Character Inser-
tion

In FrinDIa*nd’ s HZobJb#y Hall’s sales decreased by 10% , and interna-
tional sales fell by 19% .

Random Word Deletion
In Finland’ s Hobby Hall’ s decreased 10% , and international fell by
19%.

OCR Replacement
In Finland’ s H066y Ha11’s sa1es decreased by 10% , and national sales
decreased by 19%.

Antonym Replacement
In Finland’ s Hobby Hall’ s sales increase by 10% , and national sales
increase by 19%.

Random Character Insertion (ChIns) Inserts
random characters into a word in a sentence.

Random Word Deletion (WdDel) Randomly
deletes a word from the sentence.

OCR Replacement (OCR) Replaces the charac-
ters in the word with their OCR equivalents, e.g.,
stock can be replaced as st0ck (here an alphabet, o,
is replaced with the number zero, 0)

Antonym Replacement (AntRep) Replaces the
words with their antonyms (opposite meaning) in
the sentence.

3.2 Prefix Tuning and Fine Tuning in Noisy
Data

Noisy Data Analysis When the models BERT
and RoBERTa encounter a word that is not in their
vocabulary, the models try to break down the word
to see whether any of its subwords are present in
their vocabulary. For example, if BERT has the
word ‘play’ in its vocabulary and when it encoun-
ters ‘playing’ it will tokenize the word as “‘play’
+ ‘#ing”’. If any word is not present in the vocab-
ulary even after breaking it down, BERT assigns
the unknown token (<UNK>) to that word. Ta-
ble 5 shows how BERT and RoBERTa tokenize
the normal and the corrupted word. From Table 5
we can understand how the corrupted word affects
the BERT tokenizer and prevents it from learning
the word’s original meaning resulting in a drop in
performance.

The process of prefix tuning and fine-tuning up-
dating the weights is based on the downstream
task and the dataset. In prefix tuning, most of the
weights are not updated based on the downstream

task. Since both the training and the validation
sets are corrupted, in fine-tuning, the weights of
the model have been updated based on the noisy
datasets and contain more dataset-specific informa-
tion than the prefix-tuned model. This enables the
fine-tuned model to adjust to the noisy scenarios
better than the prefix-tuned models. Evaluations
of our intuition for prefix tuning and fine-tuning in
noisy data can be found in Section 4.

4 Experiments

4.1 Financial Tasks

Two financial tasks are used to evaluate the perfor-
mance of prefix tuning. The first task is the senti-
ment analysis of the Financial Phrasebank dataset
(Malo et al., 2014), which is the main dataset used
to compare the performance and evaluate the ro-
bustness of both prefix tuning and fine-tuning. The
second task is the sentiment analysis of the Twit-
ter Stockmarket dataset from Kaggle, Chaudhary
(2020), which is also used to evaluate the perfor-
mance of prefix tuning and fine-tuning.

Financial Phrasebank The Financial Phrase-
bank dataset (Malo et al., 2014), consists of 4840
sentences from financial news articles and the sen-
tences were manually labelled as positive, negative
or neutral by 16 annotators with backgrounds in
finance and business. The annotators labelled the
sentences depending on whether the information
from the sentence had a positive, negative or no im-
pact on the stock prices of the company mentioned
in the sentence. It is an imbalanced dataset with
1363 positive sentences, 604 negative sentences and
2873 neutral sentences. In addition to it, depending

81



Table 5: Tokenization of corruption variants for the word ‘stock’

Tokenized Word
Corruption Method Corrupted Word BERT RoBERTa

No Corruption ‘stock’ [‘stock’] [‘stock’]
Keyboard error ‘srosk’ [‘s’, ‘##ros’, ‘##k’] [‘s’, ‘ros’, ‘k’]

Random character insertion ‘sto*rck’ [‘s’, ‘##to’, ‘*’, ‘r’, ‘##ck’] [‘st’, ‘o’, ‘*’, ‘r’, ‘ck’]
OCR replacement ‘st0ck’ [‘s’, ‘##t’, ‘##0’, ‘##ck’] [‘st’, ‘0’, ‘ck’]

on the agreement level among the annotators on
the polarity of the sentence, the dataset was clas-
sified into 50%, 66%, 75% and 100% agreement
levels. For example, 50% annotator agreement
means more than 50% of the annotators agreed
and selected the same polarity for a particular sen-
tence. This paper uses the financial phrasebank
dataset with 50% annotator agreement level (4840
sentences) to run the experiments on estimating the
robustness of prefix tuning and the 100% agree-
ment level (2262 sentences) to compare the perfor-
mance. The dataset was split into the train, val-
idation and test sets for the experiments with a
70-15-15 split (stratified split) giving rise to 3388
training sentences, 726 validation sentences and
726 test sentences in the 50% agreement level and
1582 training sentences, 340 validation sentences
and 340 test sentences in the 100% agreement level
dataset. Table 1 shows the split up of the 50%
agreement level dataset and Table 2 shows the split
up of the 100% agreement level dataset.

Kaggle Stock Market Tweets The Stock Market
tweets dataset is from Kaggle, Chaudhary (2020).
The reason for selecting this dataset is to evaluate
the performance of prefix tuning and fine-tuning
on a real-world noisy data. This dataset contains
tweets from Twitter consisting of information about
the stocks of multiple companies and the tweets are
labelled as either positive or negative based on the
sentiment associated with each tweet. This dataset
is from Kaggle and it is not from a renowned jour-
nal and the authenticity cannot be validated. The
dataset consists of 2106 negative tweets and 3685
positive tweets. The dataset was split into the train,
validation and test sets with a 70-15-15 split giving
rise to 4047 training sentences, 868 validation sen-
tences and 867 test sentences. Table 3 shows the
split up of the Kaggle Stock Market dataset.

4.2 Setup

Corruption Strategy The clean versions of the
financial phrasebank dataset, 100% agreement level

and 50% agreement level, are used to evaluate the
performance of prefix tuning and fine-tuning on
both BERT-base and RoBERTa-large models to es-
tablish the baseline performance levels. To test
the robustness of prefix tuning and find out which
one between prefix tuning and fine-tuning is more
robust to the noisy text, the train and validation
sets of the financial phrasebank dataset (50% agree-
ment level) are corrupted by various text corruption
methods. The reason for corrupting the train and
validation sets is that it is difficult to find large-
scale high-quality training data, especially with
respect to chatbots and social media texts in an
industrial setting. In general, test data is smaller
in size compared to the training data and can be
manually cleaned before feeding into the model.
Due to this, the training and validation sets have
been corrupted. For each corruption method, the
sentences are corrupted by 10%, 20%, 30%, 40%
and 50% corruption levels. Each corruption level
represents the percentage of corrupted words in
a sentence. For example, 10% corruption level
means 10% of the words in the sentence are cor-
rupted. For antonym replacement, all the words
which have antonyms in the nlpaug (Ma, 2019) li-
brary are replaced with antonyms and there are no
varying corruption levels for this particular corrup-
tion method.

Implementation Details After corrupting the
dataset using the above-mentioned corruption strat-
egy, we conduct the experiments on two models,
BERT base and RoBERTa large. The BERT base
fine-tuned model has 108,312,579 trainable param-
eters while the prefix-tuned model has 370,947
trainable parameters for 30 epochs for the financial
phrasebank dataset. Similarly, the RoBERTa large
fine-tuned model has 355,362,819 trainable param-
eters while the prefix-tuned model has 986,115
trainable parameters for 30 epochs for the financial
phrasebank dataset. More information about the
implementation details can be found in Appendix
A.1 for replication.
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Table 6: Results for the uncorrupted version of the datasets for the BERT-base model

Prefix Tuning Fine Tuning
Dataset Acc.(%) F1(%) Acc.(%) F1(%)

Financial Phrasebank - All agree 97.35 97.01 96.17 96.80
Financial Phrasebank - More than 50% agree 86.91 85.55 86.09 85.48

Kaggle Stock Market Tweets 79.60 77.74 80.41 78.96

Table 7: Results for the uncorrupted version of the datasets for the RoBERTa-large model

Prefix Tuning Fine Tuning
Dataset Acc.(%) F1(%) Acc.(%) F1(%)

Financial Phrasebank - All agree 98.24 98.09 98.53 98.35
Financial Phrasebank - More than 50% agree 87.60 87.25 88.15 87.45

Kaggle Stock Market Tweets 81.79 79.61 82.71 80.61

Table 8: Financial Phrasebank results for various text corruption methods for both the BERT-base and the RoBERTa-
large model

BERT-base RoBERTa-large
Cor. Prefix Tuning Fine Tuning Prefix Tuning Fine Tuning

Method (%) Acc. F1 Acc. F1 Acc. F1 Acc. F1
None - 86.91 85.55 86.09 85.48 87.60 87.25 88.15 87.45

Qwerty

10 0.47 -0.47 -0.16 -0.5 -0.78 -1.60 -0.94 -1.63
20 -0.96 -0.44 -0.01 -0.43 -1.40 -1.43 -1.08 -0.82
30 -0.16 -0.68 0.15 -1.09 -4.37 -5.50 -3.26 -4.64
40 -1.58 -2.50 -0.81 -1.12 -6.21 -8.85 -3.56 -4.55
50 -6.34 -8.87 -3.04 -5.11 -6.21 -9.04 -3.57 -4.80

ChIns

10 -1.10 -1.27 -0.65 -1.31 -0.46 -1.58 -0.46 -1.84
20 -3.01 -3.53 -0.96 -1.37 -2.80 -3.30 -1.86 -3.09
30 -3.33 -4.57 -0.96 -2.40 -2.78 -3.81 -3.73 -5.15
40 -3.01 -4.63 -3.68 -4.22 -2.64 -4.41 -4.04 -4.24
50 -5.38 -6.63 -2.89 -4.73 -5.56 -8.31 -5.13 -7.40

WdDel

10 -0.63 -0.04 0.15 -1.42 -0.94 -1.45 -1.40 -1.26
20 -0.96 -0.98 -0.82 -1.70 -1.70 -2.48 -1.56 -2.27
30 -1.90 -2.49 -1.29 -2.06 -4.04 -3.75 -2.80 -3.69
40 -3.01 -4.63 -0.80 -2.29 -1.70 -2.05 -0.94 -1.74
50 -5.38 -6.63 -3.21 -3.11 -2.02 -2.86 -2.02 -2.29

OCR

10 -0.63 -0.28 -1.13 -1.04 -0.78 -1.31 -0.78 -1.89
20 -0.79 -1.30 -0.01 -0.27 -0.94 -1.42 -0.78 -1.67
30 -2.53 -2.93 -2.73 -2.69 -2.48 -3.01 -3.57 -4.04
40 -2.53 -2.93 -2.73 -2.69 -4.66 -5.08 -2.80 -4.34
50 -7.44 -11.30 -10.73 -10.45 -5.13 -8.59 -4.19 -6.62

AntRep - -12.36 -25.55 -14.25 -27.41 -14.13 -28.20 -16.78 -30.05
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Evaluation Metrics The F1 score and accuracy
are selected as the metrics for the evaluation of the
experiments. The F1 score is used as the main met-
ric for comparison since the financial phrasebank
is an imbalanced dataset with 3 classes, positive,
negative and neutral.

4.3 Results

Clean Baselines Table 6 and Table 7 show the
performance of both models on the clean versions
of the financial phrasebank dataset and the noisy
Kaggle stock market tweets dataset (uncorrupted).
Both prefix tuning and fine-tuning achieve com-
parable performance in both clean versions of the
financial phrasebank dataset (all agree and more
than 50% agree). In the noisy tweets dataset, fine-
tuning performs better than prefix tuning in both
models. The Bert-base finetuning method achieves
an F1 score of 78.96% which is greater than prefix
tuning (77.74%) by 1.22 point F1 score. Simi-
larly, RoBERTa fine-tuning method achieves an F1
score of 80.61% which is greater than prefix tuning
(79.61%) by 1 point F1 score.

Corruption Results Table 8 shows the change
in the baseline scores of prefix tuning and fine-
tuning on different corruption methods for BERT-
base and RoBERTa-large respectively. The perfor-
mance of both fine-tuning and prefix tuning drops
as the noise level increases. Overall, finetuning per-
forms better than prefix tuning in all the corruption
methods except for antonym replacement. Even
though the difference in F1 scores is very minimal
for the lower percentage of noise like 10% and 20%,
the difference becomes more predominant when
the noise percentage in each sentence increases.
This trend can be observed in both BERT-base and
RoBERTa-large models.

To further evaluate the validity of the results,
the variance (how the F1 scores vary from mean
F1 scores across various iterations) for 50% noise
level for all the corruption methods is measured.
The experiments were repeated 5 times with reshuf-
fled data for all the corruption methods to measure
the mean and variance of F1 scores. Table 9 shows
the mean and variance of F1 scores for the BERT-
base model. It can be observed that the variance for
prefix tuning is very high in two corruption meth-
ods, keyboard (qwerty) error and OCR replacement
error.

There is a significant drop in performance (more
than 25%) for antonym replacement. Fine tuning

achieves an F1 score of 62.05% whereas prefix
tuning achieves an F1 score of 63.69%. When
compared to prefix tuning, the fine-tuned model
achieves lower performance and it could be due
to the following reason. The weights of the fine-
tuned model are updated with the corrupted dataset
containing antonyms instead of the original words.
Since the model is trained to predict the opposite
sentiment (sentences with antonyms), the perfor-
mance drops significantly when evaluated on the
test dataset. This results in the fine-tuned model
being more adapted to the corrupted dataset and
achieving lower performance when exposed to a
clean test dataset whereas prefix tuning performs
comparatively better.

Table 10 shows the predicted labels for BERT-
base OCR replacement 50% corruption level where
fine-tuning predicted the correct labels and pre-
fix tuning predicted the wrong labels. In most of
the cases, the positive labels were incorrectly pre-
dicted as neutral, the neutral labels were incorrectly
predicted as positive and the negative labels were
incorrectly predicted as neutral.

Another interesting observation is the minimal
performance drop seen in the random word deletion
corruption method even when 50% of the words
are deleted from the sentences. The performance
drop in the F1 score for the BERT base model
was 6.63% for prefix tuning and 3.11% for fine-
tuning. Similarly, the performance drop in the F1
score for the RoBERTa large model was 2.86%
for prefix tuning and 2.29% for fine-tuning. The
main reason behind this could be the way BERT
is trained. BERT uses masked language modelling
where it masks the words at random by varying
percentages and tries to predict the masked word
based on the context. This might be the reason why
there is no significant drop in performance even
when deleting 50% of the words since both BERT
and RoBERTa are trained to handle the missing
words in a sentence.

5 Conclusion

With the sizes of pre-trained models continuing
to be significantly larger, lightweight models have
become more important for many financial applica-
tions. However, the robustness of such models has
not been well understood yet. In this paper, we ex-
plored the robustness of prefix tuning by corrupting
the financial phrasebank dataset with various cor-
ruption methods, including keyboard (qwerty) er-
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Table 9: Mean and Variance of F1 scores for the BERT-base model for 50% noise level

Prefix Tuning Fine Tuning
Corruption Method Mean (F1%) Variance Mean (F1%) Variance

No Corruption 85.48 0.16 85.48 0.13
Keyboard error 80.57 5.66 82.00 1.15

Random character insertion 80.84 0.72 81.97 0.86
Random word deletion 81.98 0.10 82.50 0.13

OCR replacement 75.77 3.64 77.49 0.86
Antonym replacement 64.05 1.94 62.23 0.06

Table 10: Predicted labels for BERT-base OCR replacement 50% corruption level in cases where fine-tuning
predicted the correct labels and prefix tuning predicted the wrong labels

Sentence True Label Predicted Label
Prefix Tuning Fine Tuning

The amending of the proposal simplifies the
proposed plan and increases the incentive for
key employees to stay in the Company

Positive Neutral Positive

The company ’s net sales in 2009 totalled
MEUR 307.8 with an operating margin of 13.5
per cent

Neutral Positive Neutral

The move was triggered by weak demand for
forestry equipment and the uncertain market
situation

Negative Neutral Negative

ror, random character insertion, OCR replacement,
random word deletion and antonym replacement
under varying noise levels at 10%, 20%, 30%, 40%
and 50%, as well as on the Kaggle stock market
tweets, which is a real-world noisy dataset. We
show that fine-tuning is more robust to noise than
prefix tuning in most of the corruption methods. As
the impact of noise is more significant along with
increasing noise levels, prefix tuning shows a more
significant decrease in performance compared to
full fine-tuning. The variance of performance of
prefix tuning is higher than that of fine-tuning for
most corruption setups. Our study suggests that
caution should be taken by practitioners when ap-
plying prefix tuning to noisy data. A solution to
improving the robustness to reduce the impact of
noise is desired and is our immediate future work.

6 Limitations

The words were randomly corrupted in a sentence
with no emphasis on the word’s context and no
experiments were carried out to find out the im-
portance of the corrupted word in the context of
predicting the sentiment. Corrupting an important
word may result in an increased drop in perfor-
mance than corrupting a word which has minimal

impact on the sentiment of a sentence. Sun et al.
(2020) have found that typos on informative words
affect the performance of the BERT to a greater
extent than typos in other words. Furthermore, the
robustness was evaluated on the sentiment analy-
sis task and it was not evaluated on other natural
language processing tasks like question answering,
named entity recognition and text summarization.
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A Appendix

A.1 Implementation Details
The experiments were carried out on four Nvidia
GeForce RTX 2080 GPU’s for 30 epochs. The
length of the prefix plays a significant role in pre-
fix tuning. In (Liu et al., 2021), the authors have
suggested that Natural Language Understanding
(NLU) tasks prefer shorter prefix lengths and they
have used a prefix length of 20 for sentiment clas-
sification to obtain the best performance. We have
also used a prefix length of 20 to evaluate the per-
formance of the models. The learning rate differs
for each model and method. For prefix tuning, both
BERT-base and RoBERTa-large models use a learn-
ing rate of 1e-2. For fine-tuning, BERT-base uses
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a learning rate of 2e-5 and RoBERTa-large used a
learning rate of 2e-6. Furthermore, the 50% noise
level is selected for all the corruption methods and
the variance is measured for both prefix tuning and
fine-tuning for the BERT base model. The Kaggle
Stock Market tweets dataset is also used to evaluate
the performance of prefix tuning and fine-tuning
on real-world noisy data (tweets) with the same
set of hyperparameters as the financial phrasebank
dataset.

A.2 Experimental Results - Visualizations
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(a) Keyboard Error (b) Random Char. Insertion

(c) OCR Replacement (d) Random word Deletion

Figure 2: Plot of F1 scores of BERT-base model for various corruption methods. Red line represents prefix tuning
and yellow line represents fine-tuning.

(a) Keyboard Error (b) Random Char. Insertion

(c) OCR Replacement (d) Random word Deletion

Figure 3: Plot of F1 scores of RoBERTa-large model for various corruption methods. Red line represents prefix
tuning and yellow line represents fine-tuning.
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Abstract
Investment management professionals (IMPs)
often make decisions after manual analysis of
text transcripts of central banks’ conferences
or companies’ earning calls. Their current
software tools, while interactive, largely leave
users unassisted in using these transcripts. A
key component to designing speech and NLP
techniques for this community is to qualita-
tively characterize their perceptions of AI as
well as their legitimate needs so as to (1) bet-
ter apply existing NLP methods, (2) direct fu-
ture research and (3) correct IMPs’ percep-
tions of what AI is capable of. This paper
presents such a study, through a contextual in-
quiry with eleven IMPs, uncovering their infor-
mation practices when using such transcripts.
We then propose a taxonomy of user require-
ments and usability criteria to support IMP
decision making, and validate the taxonomy
through participatory design workshops with
four IMPs. Our investigation suggests that: (1)
IMPs view visualization methods and natural
language processing algorithms primarily as
time-saving tools that are incapable of enhanc-
ing either discovery or interpretation and (2)
their existing software falls well short of the
state of the art in both visualization and NLP.

1 Introduction

There are many stakeholders and agents that in-
teract within the space of financial markets. In-
vestment management professionals (IMPs) play
the most prominent role here. On a macro scale,
IMPs are responsible for the long-term strategies
of institutions such as mutual funds, pension funds,
sovereign wealth funds, etc. At the core of their
activities lies information seeking - staying well
informed by understanding market trends through
reading external reports and developing their own
predictive models based on thorough statistical
analysis of large and varied sources of data.

Within the technological space of tools that sup-
port such information-seeking activities, natural

language processing (NLP) research is already tack-
ling tasks that IMPs perform, e.g., trading securities
based on sources such as newswire, company quar-
terly reports, financial blog posts, and social media
text (Bollen et al., 2011; Kazemian et al., 2016;
Zhang and Skiena, 2010). Our study has revealed
that textual and spoken documents are highly val-
ued by experienced analysts, because they yield
nuanced insights not available in aggregated, nu-
merical data.1

Our critical survey of major financial-analysis
software (e.g., Bloomberg Terminal, FactSet) re-
veals, however, that while this software is ubiqui-
tous, its use of tools that could amplify understand-
ing or enable discovery within natural-language
sources is extremely conservative. This is particu-
larly noticeable against the backdrop of a general
trend in the financial sector towards automation of
information processes, and an abstract awareness
that ever-expanding NL datasets can facilitate more
nuanced decision making (Flood et al., 2016).

Nevertheless, as we elaborate upon below, we
have found that the "boots on the ground," the
IMPs themselves, seem to assess the value of visu-
alization and NLP techniques, as applied to their
own use of unstructured natural language artifacts,
exclusively in terms of faster analysis, with no
prospect of better analysis — a world of "little
data," mostly disconnected from the "big data" that
they have read about in the popular press, in which
computers can be relied upon to fetch and render
natural language content but are largely superfluous
to the analysis and interpretation of that content as
IMPs require. This view persists because of a com-
modified view of NLP in which the literal under-

1As one of our participants bluntly explained: “The thing
about having a job in the market is at all times you’re trying
to not lose money and hopefully gain money. At any point
when relevant information comes out, you need to know. For
example, what Yellen said, everyone needs to know, if there
is a loser who doesn’t know, he is going to lose money at the
expense of his ignorance" (P1).
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standing of speech and language is viewed as either
trivial or at least a mostly solved problem, through
the lens of commercial successes such as Siri, IBM
Watson, and Google Now (Milanesi, 2016). In
other words, zealous misrepresentations of what
NLP research has already accomplished have trag-
ically impaired IMPs’ awareness of the goals and
capabilities of contemporary NLP, and have been
perhaps the major obstacle to a more pragmatic
utilization of NLP within this community.

As will shortly become apparent, this is not an
NLP research paper, nor have we attempted to re-
form the perceptions of IMPs. But because a cen-
tral goal of the financial NLP community is to de-
sign intelligent interfaces and software that will
better support the information practices of these
IMPs, the ethnographic HCI research presented
here is important to the financial NLP community,
as it identifies critical aspects of the information
practices of IMPs that are not being supported. The
good news is that the problems being addressed
by past offerings of this workshop series are well
positioned to address many of these aspects.

Below, we first describe our investigation of the
information practices and processes of IMPs from
an Information-Seeking Process (ISP) perspective
(Marchionini, 1995). We conducted a Contextual
Inquiry (CI), from which we infer a taxonomy of in-
formation seeking tasks related to analyzing natural
language documents (Study 1). We then conducted
a series of Participatory Design (PD) workshops to
validate the taxonomy and explore how revisions
to the current software interfaces can better sup-
port the ISPs captured in our proposed taxonomy
(Study 2). After presenting the insights from Study
2, anchored in the proposed taxonomy, we suggest
design approaches for using visualization and NLP
tools to support the ISPs of IMPs.

2 Background

Central banks such as the US Federal Reserve (Fed)
or the European Central Bank (ECB) play a promi-
nent role in deciding the monetary policy of a juris-
diction (Bernanke and Kuttner, 2005). The leaders
of central banks hold several press conferences
a year to inform the public about their activities,
and to give guidance on how they might act go-
ing forward. Similarly, publicly traded companies
play a significant role in the capital markets by
providing investment and risk mitigation opportu-
nities to financial organizations. Public companies

are required to hold regular earning calls to up-
date the public on their activities. To IMPs, such
events are critical to their risk mitigation efforts;
the transcripts of these calls or conferences are thus
valuable.

IMPs (often referred to as financial analysts)
make investment decisions on behalf of their em-
ployers (buy-side analysts) or provide advice to
large investment banks (sell-side analysts). The
scale and complexity of their decision making sets
them apart from retail analysts who advise individ-
uals or small businesses on their investments.

In our first study, we examine how IMPs make
use of spoken records of central bank news confer-
ences and earning calls in their professional activ-
ities. In the second study, we will use their input
from this first study to investigate better design ap-
proaches for software that supports the use of such
records in their information seeking practices.

3 Related Work

Observational studies have investigated the work-
flow and information practices of IMPs, produc-
ing taxonomies of the information transfer process
from sell-side to buy-side analysts (Ramnath et al.,
2008) or details of accounting practices (Bouw-
man et al., 1995). However, these do not capture
the IMPs’ information-seeking needs themselves.
They also do not describe how IMPs interact with
information systems to satisfy their information
needs.

Under the banner of Interaction Capture and
Retrieval or ICR (Whittaker et al., 2008), how-
ever, there have been observational studies of some-
what related information practices that use spoken
records of events. Whittaker et al. (1998), for ex-
ample, investigated how recorded voicemail was
used in a corporate setting, and incorporated their
findings in the design of an improved voicemail in-
dexing and retrieval system (Whittaker et al., 2002).
Jaimes et al. (2004) studied why and how users re-
view meeting records in order to guide their devel-
opment of a cue-based meeting retrieval system.
Whittaker et al. (2008) conducted another field
study in which they observed how people were us-
ing records of meetings, and showed that although
technology such as Speech Excision (Nenkova and
Passonneau, 2004) is effective, it was not incorpo-
rated into state-of-the-art meeting browsers.

These prior studies, along with other research
in the meeting domain (Bertini and Lalanne, 2007;
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Jaimes et al., 2004; Lalanne and Popescu-Belis,
2012), have confirmed the relatively limited utility
of more traditional meeting artifacts such as min-
utes, personal notes, and raw audio-visual record-
ings, and point to software-enabled tools as more
effective. These include speech recognition and
speech excision for voicemail and meetings (Whit-
taker et al., 2002, 2008), but there are many other
promising candidate technologies: speech align-
ment (Goldman, 2011), disfluency detection (Liu
et al., 2006), speaker segmentation (Budnik et al.,
2016), information extraction (McCallum et al.,
2000), answer selection, an important step in ques-
tion answering (QA) systems (e.g., Jauhar et al.,
2016; Rao et al., 2016), machine comprehension
(Rajpurkar et al., 2016), and sentiment analysis
(e.g., Rosenthal et al., 2017; Socher et al., 2013).

These technologies, furthermore, as well as the
remarkable pace of their advancement, are known
to software developers who support IMPs, despite
the lack of a design investigation that explicitly
connects these advancements to IMPs’ needs and
practices. The remarkable performance boost in
answer selection between 2004 to 2016 on datasets
containing financial news (from a mean recipro-
cal rank of 0.4939 (Wang et al., 2007) to 0.877
(Rao et al., 2016)), for example, was well publi-
cized among these vendors, as were the significant
improvements to machine comprehension, which
extracts exact answer phrases to questions from raw
text, in the space of a single year — from 50.5%
(Rajpurkar et al., 2016) to 78.6% (Rajpurkar et al.,
2018) (3.6% shy of human performance). Senti-
ment analysis of financial news was understood
to have improved automatic trading from roughly
30% to 70.1% annualized returns (Kazemian et al.,
2016), and the use of sentiment analysis in mar-
ket analysis tools has been commonplace now for
almost 10 years (Cambria et al., 2013).

With the exception of sentiment analysis, how-
ever, the absence of any serious, contemporary
NLP functionality is notable. This paper takes a
first step towards an explicit design investigation
of the potential of this functionality by proposing
(Study 1) and validating (Study 2) a design-minded
taxonomy of information practices within the finan-
cial analysis domain.

The information-seeking process has been char-
acterized as a highly variable process shaped by
information seeking factors such as the task and in-
formation domain (Marchionini, 1995). For differ-

ent tasks and information seeking factors, different
types of support are needed by information seek-
ers (Toms et al., 2003; Vakkari, 2003). Methods
such as Contextual Inquiry (CI) are effective in un-
covering such information seeking factors (Beyer
and Holtzblatt, 1999), while approaches such as
Participatory Design (PD) (Schuler and Namioka,
1993) are useful not only for engaging users in the
design process but for refining the functional re-
quirements of information support tools (Lalanne
and Popescu-Belis, 2012).

4 Study 1: Observing Spoken Document
Use

Spoken documents contain unique and critical in-
formation for IMPs. They are rich with both factual
and affective data, and yet this medium is not ad-
equately supported by existing financial analysis
software such as Bloomberg or FactSet. Moreover,
these spoken documents contain both content au-
thored by the institutions holding the events (e.g.
Federal Reserve), as well as Q&A from journalists
and analysts that, as will be discussed, give tran-
script readers clues about their future publications,
and thus about the markets’ reaction to the events.
Hence, the focus of our taxonomy is on IMPs’ use
of spoken documents such as transcripts from the
Federal Reserve. In particular, we focus on overall
information and decision-making practices, instead
of users’ interaction, or the use of specific elements
of the text, a topic extensively studied in linguistics.

We conducted a contextual inquiry, observing
how IMPs utilized spoken records. Eleven analysts
(4 female, 7 male) who actively use transcripts re-
sponded to our participation call, which had been
distributed through our professional network and
word of mouth. All participants had more than 5
years of experience in their field, and were currently
working at Wall Street (New York, USA) hedge
funds, asset management firms, central banks, and
large multinational investment banks. The study
was conducted at participant offices. Participants
were instructed to choose spoken records they
would be interested in reading as part of their pro-
fessional activities. The documents that they chose
were transcripts of earning calls of publicly traded
companies or of news conferences given by leaders
of central banks.

A researcher observed them during reading; af-
ter they read, he later conducted a semi-structured
interview with the participants to gain insights into
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the 6 information-seeking factors defined by Mar-
chionini (1995) that characterize their ISP, the lens
through which we view their interactions with in-
formation systems. These are: setting, information
seeker, domain, task, search systems, and outcomes.
The interviews were recorded and transcribed. The
study’s data consist of these transcripts as well as
the observation notes. An Inductive Thematic Anal-
ysis was used to extract the major themes in the
dataset (Braun and Clarke, 2006), conducted under
an essentialist epistemological approach, in which
language is seen as a reflection of intended meaning
and individual experience (versus a constructional
perspective, in which meaning and experience are
viewed as socially constructed). In this paradigm,
one can theorise about individual motivations. No
theoretical framework was used, however, as our
goal was not to measure fit with a particular theory.

The participants/readers all work for organiza-
tions that are market participants, entities that buy
and/or sell assets in the investment markets. When
describing their professional duties, the participants
noted that they exclusively made decisions in a
group, highlighting the collaborative nature of their
ISPs. 8 of the 11 participants noted that they usu-
ally updated their team about what they learned af-
ter reading transcripts. Their task can therefore be
formulated as extracting from the content of these
spoken records key takeaway points that could be
referenced later or shared with colleagues.

They furthermore noted that in this industry, time
is of the essence. Even minor delays in investment
decisions could be very costly. This is the major
reason that IMPs tolerate working with error-laden
transcripts, so long as they are available sooner. It
also explains their expert proficiency in skimming
and skipping over information they already know
or find irrelevant.

The meta-goal of participants is to increase in-
stitutional returns. For this, participants need to
develop insights about future actions (e.g., whether
the Fed would raise rates) and outcomes (e.g.,
whether a company’s total revenue would appre-
ciate over the next year) of the organizations they
study (e.g. a company or a central bank). Just as
important, the users also need to develop a good
understanding of the markets’ expectations of those
actions and outcomes. The success of an IMP
hinges not just upon a more accurate grasp of the or-
ganizations’ futures actions and outcomes, but of a
differentially better understanding than the general

market consensus.
Table 1 summarizes the information our partic-

ipants tried to extract: the Essential Predictive
Knowledge (EPK). In order to assess the future
actions and outcomes of an institution and the mar-
kets’ reactions to them, readers mined informa-
tion related to the organization, the speakers in the
recordings, and external factors (T1 in Figure 1).

4.1 Taxonomy of ISP Subtasks

Our interviews reveal that none of what is com-
municated by the speakers is viewed by our par-
ticipants as ground truth. Instead, the content is
interpreted by comparing it to previous communi-
cations from the same organization and speakers,
and in the context of their activities and market per-
ceptions. The speakers representing the institution
know about this complexity. Their aim is to send
carefully drafted messages to their audience (T2a),
which may or may not be supported by all of the
facts available. From these messages, and by con-
sidering contextual information, our participants
aim to extract "the truth" about the organizations.
To do so, they performed several sub-tasks, which
we summarize as a taxonomy in Figure 1. First, all
participants interpreted facts about EPK from tran-
script content (the what). This starts with forming
a solid understanding of the company’s past actions
and outcomes, as well as the "dialogue" about the
company. Next, readers take notes on disclosed
information as well as referencing related infor-
mation not shared in the transcript. For instance,
in his analysis of a company’s unusually large re-
ported loss in revenues, P7 had to consider market
rumors that the company was losing its largest in-
stitutional client, concluding that the rumors could
be true, and that they would negatively impact the
company’s long-term profitability.

In addition, the users assessed the communica-
tion acts themselves in the transcript (the how).
Special attention was paid to tone or sentiment of
communication (P1, P3-5, P7-10), which was de-
scribed as "bullish" (or "bearish"), "unabashed" (or
"reserved"), "positive" (or "less positive"), "gung
ho" (or "defensive"), and "hawkish" (or "dovish").
According to these participants, the expressed sen-
timents were not only a good clue about the orga-
nizations’ future actions, but also have an effect
on the short-term market reaction to the commu-
nicated content. Communications tactics used by
the speakers were also discussed (P1, P4-5, P7,
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Past Present Future
External Factors Market / A&O of other institutions Analysts’ Q&A Market reactions
Speakers Professional history, previous remarks Cognitive and affective state Leading actions
Studied Institutions A&O, Guidance A&O, Guidance A&O

Table 1: The sought-after knowledge for predicting future actions and outcomes (A&O).

Figure 1: Tasks performed by IMPs to predict future
action and outcomes of the studied organization and the
market’s reaction.

P10-11), such as side-stepping questions, providing
"evasive" responses, repeating important content
to signal salience, or providing more details about
key subjects during Q&A.

Finally, as our participants integrated their newly
gained EPK and made higher-level assessments,
they compared it with past actions, outcomes, past
communications, market expectation, and (differ-
entially) the organization’s past guidance.

5 Study 2: Participatory Design

The competitive nature of the financial markets
has made this user group largely unavailable to
participation in user studies. We were fortunate to
be able to recruit four professionals to participate
in Participatory Design (PD) workshops (3 males,
1 female, identified as D1 to D4). D1 and D2
had also participated in Study 1. All had more
than six years of experience. D3 and D4 were sell-
side analysts for investment banks and equity firms,
while D1 and D2 were buy-side analysts for large
global asset management firms and hedge funds.

5.1 Methodology

The four PD workshops were attended by a facili-
tator, a participant, and a visual artist. The visual
artist’s role was to assist participants with sketching
their proposed ideas and to help facilitate the visual
conversation, mitigating participants’ potential lack
of sketching or drawing expertise. In the design
workshops, the participants started with a warm-up
by reading a transcript as they normally would in
their work routine. They were subsequently asked
questions about how and why they read transcripts.

The participants were then introduced to a scenario
similar to the first study. The scenario involved
examining the content of a transcript relevant to an
investment decision that the participant’s hypotheti-
cal employer was considering. The participant then
wrote five takeaways from the transcript, poten-
tially including an investment recommendation, for
the purpose of sharing it with their team members.

After presenting the scenario, the participants
were provided with drawing tools, large sheets of
paper, and a new transcript of their choosing. The
participants were told that ’the sky is the limit’ for
technologies they can incorporate into their designs:
visualization, navigation, and artificial intelligence.
We deliberately described the available technolo-
gies vaguely, to avoid priming participants toward
specific technologies. They were also asked to
think about tools that would provide appropriate
assistance for their ISPs given the ecosystem of
platforms they regularly use (e.g. Bloomberg Ter-
minal or FactSet).

5.2 Data Collected

Each workshop (1.5 to 2.5 hours), was video
recorded, and produced one design sketch. The
components of the designed systems (UI features,
labelled as Fi in our analysis) were identified by
examining the produced sketches alongside the ses-
sions’ video recordings. Affinity diagramming was
used to categorize the elements into themes that
were present in all of the designs.

5.3 Analysis

5.3.1 Content Themes Presented in Design
Components

Functionally speaking, the components could be
categorized into three groups, with many compo-
nents providing functionality from multiple cate-
gories. In support of our hypothesis, each of the
functional categories in fact did assist in the perfor-
mance of one sub-task depicted in Study 1’s task
taxonomy (Figure 1): (1) Elements showing use-
ful shared and unshared information about EPK
("the what"), (2) Elements assessing communica-
tion acts ("the how"), and (3) Tools for differential
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interpretation.

5.3.2 Showing Useful Shared & Unshared
Information about EPK

Some components in this category presented impor-
tant qualitative data such as management outlook,
past and current guidance, and the organization’s
performed strategic and corporate actions, in a bul-
let list to make them easier to access (D1, D3).

Other features augmented disclosed information
with additional data to enhance their interpretability
(D1, D3). A Cashflow Overview feature visualized
components of key performance figures such as
cashflow (D3). The visualization showed a graph
of the historic and forecasted values of key figures
and their components, allowing the user to rapidly
uncover the causes of change.2

This feature also facilitated the rapid compar-
ison of quantifiable outcomes across companies,
which are often calculated differently within or
between industries. Although much of the infor-
mation presented in D3’s tools exists in products
such as Bloomberg Terminal, they could not all
be accessed simultaneously, forcing IMPs to of-
ten collect the information into a spreadsheet for
analysis.

Another component in this category provided ad-
ditional detail about the company’s productions
facilities, enabling the user to better interpret
the consequences of production stoppages on the
company’s future profitability (D1). The compo-
nent visualized different production facilities on
a zoomable map, annotating each facility with its
production capacity as well as production costs per
unit, and highlighting the facilities that were af-
fected by a production stoppage (F1a in Figure 4).
D1’s design allows users to rapidly assess the extent
to which the company’s profits would be affected.
Although information about production stoppages
also exists in products such as Bloomberg Termi-
nal, it is typically dispersed amongst multiple text
documents. Extraction techniques are required to
populate such visualizations, which are now becom-
ing possible given machine comprehension’s suc-
cess under similar scenarios (Wang et al., 2017a,b)
(F1b).

Yet another designed component, named "Sen-
sitivity Analysis" (see Appendix, Figure 2), aug-
mented the organization’s guidance about future

2"this quarter EBITDA went down, why was it? was it
because your revenue went down... was management taking
out some money um what was it..." (D3).

outcomes (D1). Each predicted outcome (e.g., rev-
enue), is based on assumptions made by the com-
pany (e.g. oil prices, exchange rates), which may
not be reasonable from the reader’s perspective.
To alleviate this, the "Sensitivity Analysis" tool
extrapolates the provided guidance to a range of
alternative values, enabling readers to inspect the
sensitivity of guidance to the company’s key as-
sumptions (F2a).

Sensitivity analysis is currently performed man-
ually by junior analysts on Wall Street (D1). To
automate this, one needs to build a model of the
company’s outcomes (e.g., revenues) as a function
of one or more assumed variables (e.g. oil prices,
exchange rates). Such models are currently built
using spreadsheets. As participants in both stud-
ies have indicated, the information needed to build
these models can be found verbatim in earnings call
transcripts as well as the company’s filings. This is
also true of the map widget discussed above. What
is missing in current tools is the effective visualiza-
tion designed by D1, which requires the use of ma-
chine comprehension techniques (F2b) to be fully
automated. All four of the participants stressed
time pressure as the motivation for automation, but
not accuracy of the resulting computations, nor
recall rates of important information from source
material.

5.3.3 Elements Assessing Communication
Visualizing sentiment in transcripts was envisioned
as one of the tools for assessing communication
(D1, D5). D1 designed widgets to visualize the sen-
timent score of the transcripts along with the dis-
tribution of sentiment scores from the company’s
previous communications using a box chart (F3a).
The widgets also facilitated the comparison of sen-
timent information across companies in the same
industry (see Appendix, Figure 3). Moreover, the
widget allowed users to track the evolution of sen-
timent over time using a popup line chart (F3a),
allowing them to account for "sentiment inflation"
in companies exhibiting the common habit of find-
ing the "silver lining in the cloud" (D1). The IMP
can use the widget to determine whether the studied
company beats its competitors or peers in positive
sentiment. Interestingly, D1’s sentiment visualiza-
tion included two copies of the described widget,
one representing sentiment in the prepared remarks
and another for the Q&A content.

The central feature of D4’s prototype compared
expressed sentiment across time on a hawkish-
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dovish scale (F3a). Depending on the value of
sentiment, the system would also recommend a set
of trades to the end user. D4’s prototype contained
four tables: a table containing hawkish terms in
the transcript along with their frequencies, a ta-
ble containing dovish terms along with their fre-
quencies, as well as two similar tables represent-
ing frequencies in only the most recent transcript
(F3a). The component showing the change in sen-
timent on a scale would be used most often, with
the term tables being used only when an expla-
nation was needed about how the system arrived
at the computed sentiment. This would work nat-
urally for current sentiment analysis algorithms,
which assign sentiment based on frequencies of
sentiment-bearing words (e.g., Pennebaker et al.,
2007). Since IMPs often access sentiment to ap-
praise short-term investment opportunities, success-
ful sentiment analysis technology used in auto-
matic trading algorithms (e.g., Bollen et al., 2011;
Kazemian et al., 2016; Zhang and Skiena, 2010)
is an excellent candidate to provide the accurate
sentiment scores needed to populate these widgets
(F3b).

Participants also designed tools to support min-
ing information from the Q&A sections. D3’s de-
sign allowed for more rapid access to Q&A con-
tent by initially hiding the answers in order to
quickly scan all the questions at once before choos-
ing which answer(s) to view. D1’s designs aimed
to characterize how speakers responded to ques-
tions, by measuring: the amount of time taken by
speakers before formulating a response,3 the av-
erage length of answers relative to with the com-
pany’s peers,4 and the percentage of responses that
resulted in the disclosure of specific facts or quan-
tifiable information.5 Companies that have direct
and quantifiable responses are viewed by the mar-
ket as more certain investment opportunities (D1).
The goal of these widgets, using similar visualiza-
tions to D1’s sentiment widgets (F4a), is to convert
qualitatively expressed metadata about a speaker’s
communication tactics into a quantitative score de-
picting the investment attractiveness of the com-
pany.

Although D3’s design does not require the use

3"did the candidate... dilly-dally a lot or was he very
forthcoming . . . [with] answers"

4"what was the average length . . . usually they give longer
answers when they don’t have an answer"

5"what percentage of the time was he BS-ing and what
percentage of the time was he giving a clear direct answer"

of NLP, D1’s three widgets do. For these widgets,
using established tools such as speaker segmenta-
tion (Budnik et al., 2016) and speech alignment
(Goldman, 2011), each transcript portion can be
aligned with its underlying audio signal, and to also
calculate average duration of responses. Disfluency
detection (Liu et al., 2006) can help find the time
taken by disfluencies before a coherent response
is produced. Thus, current NLP technology can
be used to populate D1’s first two widgets (F4b).
However, to the best of our knowledge, state-of-
the-art NLP tools such as answer selection (Rao
et al., 2016) or fact extraction (Pasca et al., 2006)
have not yet been evaluated in scenarios similar to
the third widget.

An important observation can be made about
the tools designed so far. With the aid of visu-
alization and NLP techniques, these tools extract
information from examined transcripts, augment it
with information from other sources, and present
it to users visually. All users noted the time sav-
ings accrued in comparison to manually reading
and producing similar visualizations with current
software. No user noted that such tools may also
help them because they are more accurate or me-
thodical in their detection of implicit information
such as sentiment or communication tactics into
the analysis. Participants, when questioned, saw
no particular advantage to cognitively offloading
to a computer the interpretative or analytic activ-
ity that followed upon the information gathering
sub-tasks because: 1) they themselves were highly
effective at doing it, whereas 2) a computer might
make mistakes.

Although all users enlisted the aid of NLP to
populate their visualizations, in one case, the use of
NLP even here was doubted. D2 reluctantly consid-
ered automatic highlighting to mark a transcript’s
salient parts, but indicated that this amounts to the
system thinking on her behalf. There are areas of
NLP such as summarization and information ex-
traction that could indeed be used to highlight text,
but this falls within the purview of interpretation,
whereas parsing complex syntactic constructions
in free-flowing text to identify objective quantities
was considered more reliable. D2 remarked that
she was only willing to use automated highlighting
when extreme time pressure prevented her from
reading the entire transcript. Observations such as
this suggest that IMPs do not embrace NLP when
it removes their own decision-making agency.
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This, together with the prior important observa-
tion, highlights a key theme running through all the
features Fi mentioned: our participants view such
designs and the possible underlying NLP technol-
ogy simply as time-saving tools, and not tools that
may enhance discovery or interpretation. This sug-
gests the need to preserve decision making agency
when using software that provides assistance dur-
ing information-seeking tasks - software that must
be transparent in the use of the NLP tools.

5.3.4 Tools for Differential Interpretation
Most tools designed by participants compared ac-
tions and outcomes to those of the past, to those of
the institutions’ peers, and to published projections.
Although the described comparisons are not sup-
ported for natural language data in current analysis
software, comparing curated, quantitative data to
historic values or projections is well-supported in
current products such as Bloomberg Terminal or
FactSet.

Similarly, many components in the sketched pro-
totypes included easy-to-access links to related re-
search reports that complement users’ analysis of
market perception and anticipate market reaction
to transcript content. Again, links to research re-
ports are available in software such as Bloomberg
Terminal and FactSet, but are not integrated with
tools for the qualitative analysis of transcripts.

6 Conclusion: HCI-NLP Co-Design

Our studies have revealed many information prac-
tices of IMPs. Several are not well supported by
existing software marketed to IMPs, partly due to
the complexity of the processes that IMPs typically
carry out (Figure 3). Our studies suggest that IMPs
need more and more detailed visualizations than
what currently exists in their software. They also
suggest that NLP technology will be most enthu-
siastically received when it is bundled with visu-
alization techniques as an extraction mechanism
that populates visualizations in such a way that
preserves the IMPs’ sense of agency over decision
making proper.

An extensive taxonomy (see Appendix, Figure 4)
synthesizes our findings, capturing the requisite
high-level information practices, the software func-
tionality that would serve the typical cases envi-
sioned by analysts, the available NLP tools to sup-
port this, and the common UI elements in which
these tools can be encapsulated (as drawn or de-
scribed by the PD workshop participants). Note

that the “desired” functionality here consists mainly
of very close variants of problems that have already
received considerable attention from the NLP com-
munity, such as aspect-based sentiment analysis,
but recast as more vertical tasks that IMPs will as-
sign value to. Without that domain-specific context,
the more abstract tasks that NLP researchers gen-
erally ascribe to their own work are more likely
to be construed by IMPs as a combination of trite
and insufficiently nuanced, because their own vo-
cational expertise is more highly prized by them
than the general cognitive mechanisms that the AI
community focus on in popular representations of
their accomplishments.

Finally, this investigation has shown the impor-
tance of conducting user studies to assess the use-
fulness of technology (in this case, for supporting
ISPs) alongside the development of the technology.
Blindly pursuing a "deep-learning" crusade for gen-
eral intelligence is unlikely to result in widespread
adoption of black boxes, even at the level of speech
recognition and sentiment analysis, by IMPs. To
some extent, this is a Catch-22. Their current
software does not incorporate advanced NLP, and
so IMPs are unaware of its potential specific to
their needs, and thus they are resigned to reserving
agency over even the minutest of their decision-
making tasks, which software vendors capitulate
to in the design of their products. For their real
potential to be embraced by IMPs, NLP tools need
to be embedded in designs and visualizations in a
manner that emphasizes superior extractive accu-
racy and generative quality over the time value of
using the tools, while maintaining a sense of ISP
agency.
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Appendix: Design Artefacts

Figure 2: Sensitivity Analysis extrapolating the value of
a company’s important outcomes (e.g., revenue) under
different assumptions about key performance factors.

Figure 3: Components comparing the document’s senti-
ment with the company’s previous communication (us-
ing box chart and line graph), and with competitors’
communications. Figure 4: The proposed taxonomy, capturing high-level

information practices and related software functionality,
along with available NLP technology and common UI
elements that can implement the functionality to support
information practices.
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Abstract

This paper provides an overview of the shared
task, Evaluating the Rationales of Amateur In-
vestors (ERAI), in FinNLP-2022 at EMNLP-
2022. This shared task aims to sort out invest-
ment opinions that would lead to higher profit
from social platforms. We obtained 19 regis-
tered teams; 9 teams submitted their results for
final evaluation, and 8 teams submitted papers
to share their methods. The discussed direc-
tions are various: prompting, fine-tuning, trans-
lation system comparison, and tailor-made neu-
ral network architectures. We provide details
of the task settings, data statistics, participants’
results, and fine-grained analysis.

1 Introduction

In the financial market, people have different rea-
sons to make trading/investment decisions. Thanks
to the development of social media platforms, peo-
ple can share these reasons and discuss them with
others rapidly. However, there are hundreds of
thousands of posts on social media platforms every
day. Selecting the posts (opinions) that have the
potential to help investors make profitable invest-
ment decisions becomes a challenge. Inspired by
the ideas of persuasive essay scoring (Ghosh et al.,
2016) and argument quality assessment (Skitalin-
skaya et al., 2021; Hasan et al., 2021), we proposed
a new task: evaluating investment opinions based
on the rationales in the post (Chen et al., 2021).

There are some steps when reading and evalu-
ating investment opinions. First, as in most senti-
ment analysis studies (Chen et al., 2020; Xing et al.,
2020), investors need to identify the sentiment of
the opinion (bullish/bearish/neutral). Second, in-
vestors will read the reasons that are provided to
support the sentiment. Third, investors will evalu-
ate whether these reasons are rational, and further
decide whether to follow the suggestions in the
opinion. When we attempt to select useful invest-
ment opinions automatically, we think that systems

also need to follow the above steps. However, in
many cases, it is hard to decide the ground truth
for the opinion quality because it is somehow sub-
jective and varies due to the viewpoints. In the
debate scenario, we can use the voting records as
a proxy for evaluation. In the financial market, we
can use historical information as a proxy to assess
forecasting skills (Zong et al., 2020). Therefore,
we propose to use maximum possible profit (MPP)
and maximum loss (ML) as evaluation metrics to
measure the quality of investment opinions (Chen
et al., 2021).

In this shared task, we propose two kinds of
settings, pairwise comparison and unsupervised
ranking. The findings under these settings not only
can be used in investment recommendations in the
future, but also can be used in evaluating the gener-
ated reports and investor education. Additionally,
we also expect that we can improve models’ perfor-
mances in market information forecasting tasks by
sorting out high-quality opinions and filtering out
low-quality opinions in the first step when selecting
input data. Participants explore various directions
for solving these challenges. There are several in-
teresting discussions for a better understanding of
where we are in the financial opinion scoring. We
summarize the details of their methods in Section 3.

2 Tasks and Datasets

2.1 Task Setting

In ERAI shared task, we use MPP and ML to label
opinions. Below are the definitions of MPP and
ML in our previous work (Chen et al., 2021):

MPPbullish = (max(H(t+1,T ))−Ot+1)/Ot+1

(1)

MLbullish = (min(L(t+1,T ))−Ot+1)/Ot+1 (2)
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Team Language Model Method & Features & Lexicon

PromptShots (Wiriyathammabhum, 2022)

T5-Small (Raffel et al., 2020) Part of Speech
Instruct-GPT (Ouyang et al., 2022) FinProLex (Chen et al., 2021)
text-davinci-002 NTUSD-Fin (Chen et al., 2018)
FinBERT-tone (Yang et al., 2020) Bayesian lexicons (Eisenstein, 2017)

Loughran-McDonald lexicon (Loughran and McDonald, 2011)

LIPI (Ghosh and Naskar, 2022)
sbert-chinese-qmc-finance1 Linear regression
FinBERT (Araci, 2019) MLP

DCU_ML (Lyu et al., 2022) BERT-Chinese (Devlin et al., 2019) BERT-Senti (Proposed)

UOA (Zou et al., 2022b)
Bert-Base-Chinese (Devlin et al., 2019) Astock (Zou et al., 2022a)
RoBERTa-wwm-ext (Cui et al., 2021)

aiML (Qin et al., 2022)
FinBERT-tone (Yang et al., 2020) Sec-Bert-Shape (Loukas et al., 2022)

Astock (Zou et al., 2022a)

Yet (Zhuang and Ren, 2022)

FinBERT-Chinese 2 Stochastic Weight Averaging
Mengzi-Fin (Zhang et al., 2021) MADGRAD Optimizer
RoBERTa-large-pair (Xu et al., 2020) multi-sample dropout
RoBERTa-wwm (Cui et al., 2021) Modified-RoBERTa-wwm (Proposed)

UCCNLP (Trust et al., 2022) SBERT (Reimers and Gurevych, 2019) DPP-VAE (Proposed)

Jetsons (Gon et al., 2022)
Chinese-BERT (Devlin et al., 2019) Part of Speech
xlm-roberta-large (Conneau et al., 2020)

Table 1: Methods

MPPbearish = (Ot+1 −min(L(t+1,T )))/Ot+1

(3)

MLbearish = (Ot+1 −max(H(t+1,T )))/Ot+1,
(4)

where Ot and H(t,T ) denote the opening price of
day t and a list of the highest prices of day t to
day T , respectively, and L(t,T ) denotes a list of the
lowest prices of day t to day T .

Based on the above labels, there are two task
settings in ERAI shared task:

1. Pairwise Comparison: In the pairwise set-
ting, there are two given opinions with MPP
and ML labels. Models are asked to deter-
mine (i) whether the given opinion 1 will lead
to higher MPP than the given opinion 2 and
(ii) whether the given opinion 1 will lead to
more loss than the given opinion 2. Thus, both
would be binary classification tasks. We will
use accuracy to evaluate the performances.

2. Unsupervised Ranking: In the unsupervised
ranking setting, a pool of investors’ opinions
will be given, and the participants need to rank
them with unsupervised methods. The goal is
to find out the top 10% of posts that will lead
to higher MPP. We will use the average MPP
of the selected posts as the evaluation metrics.

2.2 Dataset Construction and Statistics
The dataset for the pairwise comparison setting is
collected from Mobile01.3 We manually checked

3https://www.mobile01.com/

the sentiment (bullish/bearish) in each opinion, and
calculated MPP and ML based on the above equa-
tions. We labeled 574 posts (287 pairs), and further
used 200 pairs as the training set and 87 pairs as the
test set. The dataset for the unsupervised ranking
setting is collected from PTT.4 We also checked the
sentiment (bullish/bearish) in each opinion manu-
ally and further obtained the MPP and ML labels.
It is worth noting that, there are some posts that do
not provide investment suggestions, but also follow
the same template and are posted on the same plat-
form as those that contain suggestions. We remain
these posts in the pool to keep the dataset close
to the real-world scenario. Thus, the posts that do
not contain investment suggestions will get “nan”
when annotating MPP and ML. Finally, a total of
210 posts are left in this set.

The original data for both tasks are written in
Chinese. We use Google Translate API to prepare
the English version. Participants can explore these
tasks with the original data, translated data, or both.

3 Participants’ Methods

Table 1 summarizes the methods used in this shared
task. Both generation and classification language
models are explored. Different kinds of domain-
specific language models are also probed. Several
lexicons are used for enhancing the performances,
and some state-of-the-art architectures are used in
the experiments. Tailor-made architectures and
methods are also proposed by some teams.

4https://www.ptt.cc/bbs/Stock/index.
html
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Team MPP Team ML
Jetsons_1 62.07% DCU-ML_1 59.77%
Yet_1 57.47% DCU-ML_3 59.77%
Yet_2 57.47% PromptShots_2 54.02%
Yet_3 57.47% uoa_1 54.02%
LIPI_2 57.47% aimi_1 52.87%
LIPI_1 54.02% LIPI_2 50.57%
fiona 54.02% fiona 48.28%
DCU-ML_1 52.87% LIPI_3 48.28%
DCU-ML_3 52.87% DCU-ML_2 45.98%
uoa_1 51.72% PromptShots_1 45.98%
DCU-ML_2 51.72% LIPI_1 44.83%
Jetsons_3 49.43% Jetsons_2 41.38%
aimi_1 48.28% PromptShots_3 41.38%
PromptShots_2 48.28% Yet_1 40.23%
Jetsons_2 47.13% Yet_2 40.23%
PromptShots_3 47.13% Yet_3 40.23%
PromptShots_1 47.13% Jetsons_1 37.93%
LIPI_3 44.83% Jetsons_3 36.78%

Table 2: Pairwise Results (Accuracy).

Wiriyathammabhum (2022) prompt models for
answering the instances in pair-wise setting, and
aggregate lexicons’ scores for unsupervised setting.
Ghosh and Naskar (2022) ensemble the output of
five models for both subtasks. Lyu et al. (2022)
propose BERT-Senti, which is based on the no-
tion that posts with more positive (negative) senti-
ment would lead to higher (lower) MPP. Both Zou
et al. (2022b) and Qin et al. (2022) show that the
method, AStock, talior-made for stock movement
prediction cannot outperform vanilla pretrained lan-
guage models in pairwise dataset. However, in un-
supervised dataset, AStock outperforms vanilla pre-
trained language models. Zhuang and Ren (2022)
explore different techniques such as the strategies
of optimizer and drop out. Trust et al. (2022) pro-
pose DPP-VAE, and take the diversity and repre-
sentation of the given opinion into consideration.
Gon et al. (2022) provide a comparison of using
various cross-lingual combination in training and
testing.

4 Participants’ Results

Table 2 and Table 3 show the results of partici-
pants’ methods. It is worth noting that general lan-
guage models perform better than domain-specific
language models. For example, BERT-Chinese
performs the best (Jetsons_1) in MPP comparison
task, and Modified-RoBERTa-wwm (Yet_1,2,3)
also performs well. However, both of them per-
form worse in ML comparison task. Additionally,
positive/negative sentiment seems more related to

Team Top 10% MPP Team Top 10% ML
PromptShots_2 24.39% Baseline (Chen et al., 2021) -2.46%
PromptShots_3 23.76% Yet_3 -3.24%
PromptShots_1 22.53% LIPI_1 -4.11%
LIPI_2 18.27% aimi_1 -4.17%
Baseline (Chen et al., 2021) 17.61% Yet_1 -4.35%
LIPI_1 17.46% LIPI_3 -5.56%
UCCNLP_3 14.81% Yet_2 -5.77%
Yet_3 14.61% UCCNLP_3 -5.85%
aimi_1 14.02% UCCNLP_1 -6.22%
DCU-ML_1 13.97% UCCNLP_2 -6.77%
UoA_1 12.35% PromptShots_1 -7.80%
Yet_2 12.10% LIPI_2 -7.81%
LIPI_3 11.83% DCU-ML_1 -8.25%
UCCNLP_2 11.34% UoA_1 -9.39%
UCCNLP_1 11.10% PromptShots_3 -12.33%
Yet_1 8.52% PromptShots_2 -13.04%

Table 3: Unsupervised Results.

ML instead of MPP (DCU-ML_1). In the unsuper-
vised setting, sentiment lexicons still play impor-
tant roles (PromptShots_1,2,3). Most supervised
results with the model trained with pair-wise setting
dataset cannot outperform lexicon-based method
and the baseline (Chen et al., 2021), which count
the expert-like sentences in the post. On the other
hand, the ML results in unsupervised setting imply
that expert-like sentences matters in sorting out the
opinions containing lower risk.

5 Future Directions

We want to highlight that before we try to sort opin-
ions, we may need to first filter out those posts
that do not contain trading ideas. For example,
there are 57 of these kinds of posts in the unsu-
pervised set. These posts follow the same format
but may just ask questions. There are two reasons
why we need to remove such posts. Firstly, in most
cases, the models’ input length is limited. Under
this limitation, ideally, we should only use those
considered important. Secondly, since this kind
of posts does not contain opinion, putting them
into a model may lead to incorrect claims and in-
crease the noise. Following this line of thought,
one of the future directions is to filter out both ir-
relevant and low MPP posts in the preprocessing
process. On the other hand, the proposed idea can
also use in a recommendation system for investors.
Instead of only suggesting the relevant opinions as
previous work (Liou et al., 2021), we think that
recommending high potential suggestions would
be more preferred in the investment scenario.

6 Conclusion

This paper introduces the methods explored in
the ERAI shared task, and summarizes the per-
formances of these methods. We think this is a
pilot exploration for evaluating the rationales of
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investors, and plan to dig into this direction more
deeply in the future. The first step is exploring the
role of argument in these tasks. We will present
several datasets for extracting argument features
from financial opinions, and we think that it will be
useful in scoring investors’ opinions. The enlarged
dataset for evaluating investors’ opinions will also
be proposed. Please refer to the FinArg@NTCIR
for more details.5

Acknowledgments

This paper is based on results obtained from a
project JPNP20006, commissioned by the New En-
ergy and Industrial Technology Development Orga-
nization (NEDO). This research was also partially
supported by National Science and Technology
Council, Taiwan, under grants MOST 110-2221-E-
002-128-MY3 and MOST 110-2634-F-002-050-.

References
Dogu Araci. 2019. Finbert: Financial sentiment analy-

sis with pre-trained language models. arXiv preprint
arXiv:1908.10063.

Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen.
2018. Ntusd-fin: a market sentiment dictionary for
financial social media data applications. In Proceed-
ings of the 1st Financial Narrative Processing Work-
shop (FNP 2018), pages 37–43.

Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen.
2020. Issues and perspectives from 10,000 annotated
financial social media data. In Proceedings of The
12th language resources and evaluation conference,
pages 6106–6110.

Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen.
2021. Evaluating the rationales of amateur investors.
In Proceedings of the Web Conference 2021, pages
3987–3998.

Alexis Conneau, Kartikay Khandelwal, Naman Goyal,
Vishrav Chaudhary, Guillaume Wenzek, Francisco
Guzmán, Edouard Grave, Myle Ott, Luke Zettle-
moyer, and Veselin Stoyanov. 2020. Unsupervised
cross-lingual representation learning at scale. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 8440–
8451, Online. Association for Computational Lin-
guistics.

Yiming Cui, Wanxiang Che, Ting Liu, Bing Qin, and
Ziqing Yang. 2021. Pre-training with whole word
masking for chinese bert. IEEE/ACM Transac-
tions on Audio, Speech, and Language Processing,
29:3504–3514.
5http://finarg.nlpfin.com/

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Jacob Eisenstein. 2017. Unsupervised learning for
lexicon-based classification. In Proceedings of
the AAAI Conference on Artificial Intelligence, vol-
ume 31.

Debanjan Ghosh, Aquila Khanam, Yubo Han, and
Smaranda Muresan. 2016. Coarse-grained argumen-
tation features for scoring persuasive essays. In Pro-
ceedings of the 54th Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 2: Short
Papers), pages 549–554, Berlin, Germany. Associa-
tion for Computational Linguistics.

Sohom Ghosh and Kumar Sudip Naskar. 2022. Lipi
at the FinNLP-2022 erai task: Ensembling sentence
transformers for assessing maximum possible profit
and loss from online financial posts. In Proceedings
of the Fourth Workshop on Financial Technology and
Natural Language Processing, Abu Dhabi, United
Arab Emirates. Association for Computational Lin-
guistics.

Alolika Gon, Sihan Zha, Sai Krishna Rallabandi,
Parag Pravin Dakle, and Preethi Raghavan. 2022.
Jetsons at the FinNLP-2022 erai task: Bert-chinese
for mining high mpp posts. In Proceedings of the
Fourth Workshop on Financial Technology and Natu-
ral Language Processing, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Md Kamrul Hasan, James Spann, Masum Hasan,
Md Saiful Islam, Kurtis Haut, Rada Mihalcea, and
Ehsan Hoque. 2021. Hitting your MARQ: Multi-
modal ARgument quality assessment in long debate
video. In Proceedings of the 2021 Conference on
Empirical Methods in Natural Language Processing,
pages 6387–6397, Online and Punta Cana, Domini-
can Republic. Association for Computational Lin-
guistics.

Yi-Ting Liou, Chung-Chi Chen, Tsun-Hsien Tang, Hen-
Hsen Huang, and Hsin-Hsi Chen. 2021. Finsense:
an assistant system for financial journalists and in-
vestors. In Proceedings of the 14th ACM Interna-
tional Conference on Web Search and Data Mining,
pages 882–885.

Tim Loughran and Bill McDonald. 2011. When is a
liability not a liability? textual analysis, dictionaries,
and 10-ks. The Journal of finance, 66(1):35–65.

Lefteris Loukas, Manos Fergadiotis, Ilias Chalkidis,
Eirini Spyropoulou, Prodromos Malakasiotis, Ion
Androutsopoulos, and Georgios Paliouras. 2022.
FiNER: Financial numeric entity recognition for

102

https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.18653/v1/2020.acl-main.747
https://doi.org/10.1109/TASLP.2021.3124365
https://doi.org/10.1109/TASLP.2021.3124365
http://finarg.nlpfin.com/
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/P16-2089
https://doi.org/10.18653/v1/P16-2089
https://doi.org/10.18653/v1/2021.emnlp-main.515
https://doi.org/10.18653/v1/2021.emnlp-main.515
https://doi.org/10.18653/v1/2021.emnlp-main.515
https://doi.org/10.18653/v1/2022.acl-long.303


XBRL tagging. In Proceedings of the 60th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 1: Long Papers), pages 4419–4431,
Dublin, Ireland. Association for Computational Lin-
guistics.

Chenyang Lyu, Tianbo Ji, and Liting Zhou. 2022. Dcu-
ml at the FinNLP-2022 erai task: Investigating the
transferability of sentiment analysis data for evalu-
ating rationales of investors. In Proceedings of the
Fourth Workshop on Financial Technology and Natu-
ral Language Processing, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car-
roll L Wainwright, Pamela Mishkin, Chong Zhang,
Sandhini Agarwal, Katarina Slama, Alex Ray, et al.
2022. Training language models to follow in-
structions with human feedback. arXiv preprint
arXiv:2203.02155.

Zhaoxuan Qin, Jinan Zou, Qiaoyang Luo, Haiyao Cao,
and Yang Jiao. 2022. aiML at the FinNLP-2022 erai
task: Combining classification and regression tasks
for financial opinion mining. In Proceedings of the
Fourth Workshop on Financial Technology and Natu-
ral Language Processing, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, Peter J Liu, et al. 2020. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. J. Mach. Learn. Res., 21(140):1–67.

Nils Reimers and Iryna Gurevych. 2019. Sentence-
BERT: Sentence embeddings using Siamese BERT-
networks. In Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natu-
ral Language Processing (EMNLP-IJCNLP), pages
3982–3992, Hong Kong, China. Association for Com-
putational Linguistics.

Gabriella Skitalinskaya, Jonas Klaff, and Henning
Wachsmuth. 2021. Learning from revisions: Quality
assessment of claims in argumentation at scale. In
Proceedings of the 16th Conference of the European
Chapter of the Association for Computational Lin-
guistics: Main Volume, pages 1718–1729, Online.
Association for Computational Linguistics.

Paul Trust, Rosane Minghim, Ahmed Zahran, and Evan-
gelos Milos. 2022. Uccnlp at the FinNLP-2022 erai
task: Determinantal point processes and variational
auto-encoders for identifying high-quality opinions
from a pool of social media posts. In Proceedings of
the Fourth Workshop on Financial Technology and
Natural Language Processing, Abu Dhabi, United
Arab Emirates. Association for Computational Lin-
guistics.

Peratham Wiriyathammabhum. 2022. Promptshots at
FinNLP-2022 erai task: Pairwise comparison and
unsupervised ranking. In Proceedings of the Fourth

Workshop on Financial Technology and Natural Lan-
guage Processing, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Frank Xing, Lorenzo Malandri, Yue Zhang, and Erik
Cambria. 2020. Financial sentiment analysis: An
investigation into common mistakes and silver bul-
lets. In Proceedings of the 28th International Confer-
ence on Computational Linguistics, pages 978–987,
Barcelona, Spain (Online). International Committee
on Computational Linguistics.

Liang Xu, Xuanwei Zhang, and Qianqian Dong.
2020. Cluecorpus2020: A large-scale chinese cor-
pus for pre-training language model. arXiv preprint
arXiv:2003.01355.

Yi Yang, Mark Christopher Siy Uy, and Allen Huang.
2020. Finbert: A pretrained language model
for financial communications. arXiv preprint
arXiv:2006.08097.

Zhuosheng Zhang, Hanqing Zhang, Keming Chen,
Yuhang Guo, Jingyun Hua, Yulong Wang, and Ming
Zhou. 2021. Mengzi: Towards lightweight yet inge-
nious pre-trained models for chinese. arXiv preprint
arXiv:2110.06696.

Yan Zhuang and Fuji Ren. 2022. Yet at the FinNLP-
2022 erai task: Modified models for evaluating the
rationales of amateur investors. In Proceedings of the
Fourth Workshop on Financial Technology and Natu-
ral Language Processing, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Shi Zong, Alan Ritter, and Eduard Hovy. 2020. Mea-
suring forecasting skill from text. In Proceedings
of the 58th Annual Meeting of the Association for
Computational Linguistics, pages 5317–5331, On-
line. Association for Computational Linguistics.

Jinan Zou, Haiyao Cao, Lingqiao Liu, Yuhao Lin, Ehsan
Abbasnejad, and Javen Qinfeng Shi. 2022a. Astock:
A new dataset and automated stock trading based on
stock-specific news analyzing model. In Proceedings
of the Fourth Workshop on Financial Technology and
Natural Language Processing.

Jinan Zou, Haiyao Cao, Yanxi Liu, Lingqiao Liu, Ehsan
Abbasnejad, and Javen Qinfeng Shi. 2022b. Uoa
at the FinNLP-2022 erai task: Leveraging the la-
bel information for financial opinion mining. In
Proceedings of the Fourth Workshop on Financial
Technology and Natural Language Processing, Abu
Dhabi, United Arab Emirates. Association for Com-
putational Linguistics.

103

https://doi.org/10.18653/v1/2022.acl-long.303
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/D19-1410
https://doi.org/10.18653/v1/2021.eacl-main.147
https://doi.org/10.18653/v1/2021.eacl-main.147
https://doi.org/10.18653/v1/2020.coling-main.85
https://doi.org/10.18653/v1/2020.coling-main.85
https://doi.org/10.18653/v1/2020.coling-main.85
https://doi.org/10.18653/v1/2020.acl-main.473
https://doi.org/10.18653/v1/2020.acl-main.473


Proceedings of the Fourth Workshop on Financial Technology and Natural Language Processing (FinNLP), pages 104 - 110
December 8, 2022 ©2022 Association for Computational Linguistics

PromptShots at the FinNLP-2022 ERAI Tasks:
Pairwise Comparison and Unsupervised Ranking

Peratham Wiriyathammabhum
peratham.bkk@gmail.com

Abstract

This report describes our PromptShots submis-
sions to a shared task on Evaluating the Ra-
tionales of Amateur Investors (ERAI). We par-
ticipated in both pairwise comparison and un-
supervised ranking tasks. For pairwise com-
parison, we employed instruction-based mod-
els based on T5-small and OpenAI Instruct-
GPT language models. Surprisingly, we ob-
served OpenAI InstructGPT language model
few-shot trained on Chinese data works best in
our submissions, ranking 3rd on the maximal
loss (ML) pairwise accuracy. This model works
better than training on the Google translated En-
glish data by a large margin, where the English
few-shot trained InstructGPT model even per-
forms worse than an instruction-based T5-small
model finetuned on the English data. How-
ever, all instruction-based submissions do not
perform well on the maximal potential profit
(MPP) pairwise accuracy where there are more
data and learning signals. The Chinese few-
shot trained InstructGPT model still performs
best in our setting. For unsupervised ranking,
we utilized many language models, including
many financial-specific ones, and Bayesian lex-
icons unsupervised-learned on both Chinese
and English words using a method-of-moments
estimator. All our submissions rank best in the
MPP ranking, from 1st to 3rd. However, they
all do not perform well for ML scoring. There-
fore, both MPP and ML scores need different
treatments since we treated MPP and ML using
the same formula. Our only difference is the
treatment of market sentiment lexicons.

1 Introduction

Evaluating the rationals of amateur investors
(ERAI) (Chen et al., 2021a,b) is a shared task on
evaluating social media opinions on the topic of in-
vestments and whether they are going to be useful
or not. Mining high-quality opinions by inspecting
their supporting rationales might utilize the wisdom
of the crowd on social media. Previous work (Chen

et al., 2021a) proposes stylistic and semantic fea-
tures to filter out noisy crowd opinions which may
not be high-quality and profitable. There are two
settings in this ERAI shared task, pairwise com-
parison and unsupervised ranking. These settings
sort out the opinions based on two metrics, higher
maximal potential profit (MPP) and lower maximal
loss (ML). In pairwise comparison, two posts are
given with a binary label whether the MPP and ML
of the first post are more or less than the second
post. In unsupervised ranking, the goal is to filter
and keep the top 10% posts based on MPP and ML
given a set of unranked posts.

For pairwise comparison, our best submission
ranks 3rd on the maximal loss (ML) pairwise accu-
racy on the leaderboard1. For unsupervised ranking,
our best submission ranks 1st on the maximal po-
tential profit (MPP) ranking. The codes for our sys-
tems are open-sourced and available at our GitHub
repository2.

2 Models

2.1 Pairwise Comparison

For pairwise comparison, we utilized instruction-
based models based on T5-small (Raffel et al.,
2020) and OpenAI InstructGPT language models
(Ouyang et al., 2022) in a few-shot prompt-based
setting (Brown et al., 2020b).

2.1.1 T5
T5 is an encoder-decoder language model which
was trained by treating every text processing prob-
lem as a “text-to-text" problem to unify NLP tasks
using only a single model, loss function, hyperpa-
rameter set, etc. The input texts will be encoded
and the T5 decoder will decode them. Specifi-
cally, T5 was unsupervised-pretrained by denois-

1https://sites.google.com/nlg.csie.ntu.edu.tw/
finnlp-2022-emnlp/erai-shared-task

2https://github.com/perathambkk/finnlp_erai_
shared_task_emnlp2022
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ing masked inputs on the “Colossal Clean Crawled
Corpus" (C4) dataset, Common Crawled from web
scraping. Then, T5 can be further supervised fine-
tuned using the “text-to-text” format and T5’s de-
coder will be in the teacher forcing mode where
the decoder will be trained using input and a right-
shifted target sequence. T5 architecture is pretty
much the same as the vanilla transformer (Vaswani
et al., 2017) except removing the LayerNorm bias
term, placing the LayerNorm outside the resid-
ual path, and using a relative position embedding
(Shaw et al., 2018).

In the T5 paper, the authors state that T5 can be
specified which task it should perform by adding
a task-specific textual prefix to the original input
sequence before feeding into the model. Therefore,
we take T5-small as an instruction-based model
using the input prompt template, ‘post1 : %s post2
: %s </s>’, where the %s contains texts from the
corresponding post, and the output prompt, ‘maxi-
mal potential profit (MPP) : %s maximal loss (ML)
: %s </s>’, where the %s contains the MPP and the
ML corresponding labels accordingly. This is simi-
lar to the baseline system in the FLUTE figurative
language understanding dataset paper (Chakrabarty
et al., 2022), however, in our case, the T5-small
is expected to jointly predict both MPP and ML
in one forward pass of preparing the probability
tensor. We use top-p sampling for text generation
(Holtzman et al., 2019).

2.1.2 OpenAI’s InstructGPT
The OpenAI API has many variants of Instruct-
GPT language models based on the GPT-3 autore-
gressive language model to conveniently perform
various NLP tasks with the prompt library. The
InstructGPT was trained with a human-in-the-loop
style and is claimed to be better at following in-
structions, more truthful, and less toxic than the
GPT-3. In this shared task, we engineered the
prompts for InstructGPT using a few-shot learning
setting, as in the GPT-3 paper (Brown et al., 2020a),
where few data instances were given from the tar-
get task/domain. Each data instance will become
a prompt as ‘post1 : d[‘post1’] post2: d[‘post2’]
> maximal potential profit (MPP)| %s# maximal
loss (ML)| %s.’, where d[‘post1’] and d[‘post2’]
are texts from the corresponding post. Then, we ap-
pend the query we want to predict MPP and ML as
just a truncated template, ‘post1 : d[‘post1’] post2:
d[‘post2’] >’, and let the language model generate
the rest.

We use the ‘text-davinci-002’ model and ran-
domly construct those few-shot prompts where
each prompt will be a length of around 4, 000 be-
cause of the API token length limit. We use the
same setting and the model pipeline for both of
our submissions 2 and 3 where we use the Chinese
posts as d[‘post1’] and d[‘post2’] for our submis-
sion 2 and the Google-translated English posts for
our submission 3. By this we mean, for example,
we use the same tokenizer for Chinese and English.
Therefore, these systems are very simple and to-go
prompt-based systems. We had done very mini-
mal parameter tuning to the model, only prompt
engineering. For a survey in prompt-based systems,
please consider (Liu et al., 2021).

2.2 Unsupervised Ranking

For unsupervised ranking, we utilized many finan-
cial and general language models and Bayesian
lexicons in both Chinese and English.

2.2.1 Base Model
Our first submission, our base model, consists of a
stylistic length feature (Zong et al., 2020) derived
from the opinion (sub)word lengths segmented us-
ing the ‘hfl/chinese-bert-wwm-ext’ tokenizer (Cui
et al., 2021), prediction scores from FinBERT-FLS
(Huang et al., 2020), a professional lexicon count
from FinProLex (Chen et al., 2021a), and a market
sentiment lexicon count from NTUSD-Fin (Chen
et al., 2018).

In the measuring forecasting skill from text pa-
per (Zong et al., 2020), the authors observe vari-
ous linguistics phenomena indicating that skilled
forecasters tend to write significantly longer justi-
fications because of more rationale. For example,
skilled forecasters also provide less readability, be-
cause of the usage of more complex languages, and
less emotion, because of the usage of less emo-
tional languages as neutral sentiments. Moreover,
skilled forecasters tend to use more cardinal num-
bers, prepositions, and nouns. They tend to use
fewer verbs and pronouns. Therefore, in this base
model, we just stick with the lengths of justifica-
tions as our simplest skill indicator.

FinBERT (Huang et al., 2020) is essentially
BERT (Devlin et al., 2019) customized for finan-
cial texts, pretrained on corporate filings, analyst
reports, and earnings conference call transcripts,
which differ from normal texts in both vocabulary
and writing style. In the FinBERT paper, FinBERT
outperforms all other methods, Loughran McDon-
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ald lexicon, and machine learning algorithms, es-
pecially in negative financial sentiment predic-
tion, when finetuned for financial sentiment anal-
ysis (FinBERT-tone). FinBERT was finetuned in
two additional tasks, labeling environment, social,
and governance (ESG) discussions and labeling
forward-looking statements (FLS), from firms’ cor-
porate social responsibility (CSR) reports and man-
agement discussion and analyses (MD&As) textual
sentences. For this base model, we sum and nor-
malize the prediction logit outputs from FinBERT-
FLS classes, {FLS,NON_FLS,NOT_FLS}
on each sentence of the textual inputs as our scores.

FinProLex (Chen et al., 2021a) is a Chinese fi-
nancial lexicon derived from Bloomberg Termi-
nal and PTT Stock Taiwanese social media plat-
form, containing 5, 162 tokens from professional
analysts’ reports and social media posts paired with
expertise scores. FinProLex uses Point-wise Mu-
tual Information (PMI), as in (Turney, 2002; Li and
Shah, 2017), to measure the association strengths
between a word and either the positive or nega-
tive lexicon. The formula of the expert-like score
(ELScore) of a given word w is as follows:

ELScorew = PMI(w, analyst)

− PMI(w, amateur), (1)

ELScorew = log2
p(w, analyst)

p(w)p(analyst)

− log2
p(w, amateur)

p(w)p(amateur)
, (2)

where analyst and amateur are labels of whether
a given word is from an analyst report or an amateur
post. This is the difference value between the PMI
scores measuring how much a term is associated
with either analyst or amateur documents. This is
similar to the term’s sentiment score (SPMI ) (Li
and Shah, 2017) which is

SPMI = PMI(w, bullish)−PMI(w, bearish).
(3)

FinProLex tends to include hard words, complex
semantics, noun phrase modifiers, content words,
transition words, personal pronouns, and negative
words as experts tend to use most of them, except
personal pronouns and negative words which are
used more by amateurs, based on the paper findings
that can be summarized as experts tend to evalu-
ate pricing and valuations while amateurs tend to
predict the stock movements.

NTUSD-Fin is an English lexicon for market sen-
timent analysis from StockTwits, containing 8, 331
words, 112 hashtags, and 115 emojis. We used their
market sentiment scores which are also computed
essentially from equation (3).

We aggregated the scores to predict MPP and
ML using these heuristic functions (base-1),

MPP = len+FinProLex+|FinWord > 0|
+ (FLS + 0.5NON_FLS−NOT_FLS), (4)

ML = len+ FinProLex+ |FinWord < 0|
+ (FLS + 0.5NON_FLS−NOT_FLS). (5)

We simply used a weighted sum as our heuristic
function. We grouped similar scores together. len+
FinProLex are stylistic features where we put
an equal weight of 1 for each of them. We used
FinWord as a switch feature for either MPP or
ML that would behave differently because of the
market sentiment based on our belief. MPP posts
should be from a bullish market while ML posts
should instead be from a bearish market. FLS
has 3 different class scores so we weighted 1 for
a positive class, 0.5 for a less positive one, and
−1 for a negative class. The weights are just our
rule-of-thumb (make-up numbers that we felt they
made sense solely from our intuitions).

It is like trying to intuitively come up with a good
feature weighting number for a Maximum Entropy
(MaxEnt) model. From our heuristic functions,
we just down-weighted some scores and specify
some negative interactions. We did not normalize
the weighting into probabilities but the ranking
should be the same anyway. Most weightings are
uniformly the same number.

• If a score should positively correlate with the
target, we should give a high weight.

• If a score should weakly correlate with the
target, we should give a low weight.

• If a score should negatively correlate with the
target, we should give a high negative weight.

• For the rest that we are not certain of, they
should retain a maximum entropy (unifor-
mity).

• These heuristics can be estimated with intu-
itions and give an intuitive unsupervised ag-
gregated scoring function.
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However, we submitted the same function for MPP
and ML to get a sense of using the same strategy
for both bullish and bearish markets.

2.2.2 Bayesian Lexicons
Next, we added Bayesian lexicons (Eisenstein,
2017) (by fitting FinProLex and NTUSD-Fin),
FinBERT-tone (Huang et al., 2020), (fitted)
Loughran-McDonald financial sentiment lexicon
(LM) (Loughran and McDonald, 2011) and Part-
of-Speech (POS) features (Zong et al., 2020) into
the score aggregators. We would like to note that
these lexicons are not multi-word (only unigrams)
so they are not expected to be able to handle nega-
tions except the creators of those lexicons had made
them handle some kind of negations, like in the
LM lexicon Fin-Pos list. The authors use bigram
to quadgrams counts when that bigram to quad-
gram follows some negation patterns. Our second
and third submissions differ in the normalization
of scores and Bayesian lexicon variants.

Loughran-McDonald financial sentiment lexi-
con (LM) (Loughran and McDonald, 2011) was
created because the Harvard Psychosociological
Dictionary, specifically, the Harvard-IV-4 TagNeg
(H4N) file, does not perform well in financial and
accounting domains. Lots of Harvard dictionary
negative words are not negative in finance.

Bayesian lexicon learns predictive weights for
each word in a lexicon using a method-of-moments
estimator from co-occurrence statistics without any
labels as a special case of multinomial Naïve Bayes.
For the second submission, we use the Dirichlet
Compound Multinomial likelihood to reduce effec-
tive counts for repetitive words. For the third sub-
mission, we use the multinomial likelihood model.
For example, when we fitted the LM lexicon us-
ing the pairwise comparison data, we gave 0.02626
to ‘good’, 0.00501 to ‘optimistic’, and 0.00278 to
‘highest’. For LM negative words, we gave 0.00243
to ‘decline’, 0.00234 to sharply, and 0.00186 to
‘difficult’.

Our POS features are motivated by the measur-
ing forecasting skill from text paper. We simply
counted cardinal numbers, nouns, and verbs from
Chinese jieba segmented texts. Then, these counts
were normalized into the range of [0, 1].

For these submissions, we sum and normalize
the prediction logit outputs from FinBERT-tone
classes, {pos_tone, neg_tone} on each sentence
of the textual inputs as our scores.

For the second submission, we aggregated the

scores to predict MPP and ML using these heuristic
functions (bayesdcm-2),

MPP = len+FinProLex+|FinWord > 0|
+ (FLS + 0.5NON_FLS−NOT_FLS)

+ (pos_tone− neg_tone+ LM)

+ (nouns+ cards− verbs), (6)

ML = len+ FinProLex+ |FinWord < 0|
+ (FLS + 0.5NON_FLS−NOT_FLS)

+ (pos_tone− neg_tone+ LM)

+ (nouns+ cards− verbs). (7)

For the third submission, we aggregated the
scores to predict MPP and ML using these heuristic
functions (multinomial-3),

MPP = 0.5(len+ FinProLex)

+ 0.33(FLS + 0.5NON_FLS−NOT_FLS)

+ 0.33(pos_tone− neg_tone+ LM)

+ 0.33(nouns+ cards− verbs)

+ |FinWord > 0|, (8)

ML = 0.5(len+ FinProLex)

+ 0.33(FLS + 0.5NON_FLS−NOT_FLS)

+ 0.33(pos_tone− neg_tone+ LM)

+ 0.33(nouns+ cards− verbs)

+ |FinWord < 0|. (9)

In these functions, we tried to group and reweigh
the scores as normalization. If two or more scores
mean the same thing, we might double count.

3 Experimental Results

In our experiments, most of our submissions (ex-
cept T5-small) are intuition-based heuristics, and
we did not even measure neither their training nor
validation performance at all during the competi-
tion. We did not use any data augmentation tech-
niques.

3.1 Pairwise Comparison
The experimental results in Table.1 show that the
OpenAI InstructGPT language model few-shot
trained on Chinese data works best in our sub-
missions, ranking 3rd on the maximal loss (ML)
pairwise accuracy, even better than instead train-
ing on the Google translated English data by a
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Table 1: MPP and ML accuracies of our models in pair-
wise comparison test data. (The numbers in subscript
are submission rankings on the leaderboard. The sym-
bol † denotes a top-3 performance.)

Model MPP acc. ML acc.
T5-small 47.1316 45.9810
InstructGPT-zh 48.2814 54.023†
InstructGPT-en 47.1316 41.3813
FinNLP-22 best 62.07 59.77

Table 2: Average MPP and ML from top 10% posts
of our models in unsupervised ranking test data. (The
numbers in subscript are submission rankings on the
leaderboard. The symbol † denotes a top-3 performance
and the symbol ‡ denotes the score beats the baseline.)

Model avg. MPP avg. ML
Stylistic baseline 17.61% −2.46%
base-1 22.53%3 † ‡ −7.80%11

bayesdcm-2 24.39%1 † ‡ −13.04%16

multinomial-3 23.76%2 † ‡ −12.33%15

FinNLP-22 best 24.39% (ours) −2.46%

large margin, where the English few-shot trained
InstructGPT model even performs worse than an
instruction-based T5-small model finetuned on the
English data. However, all instruction-based sub-
missions do not perform well on the maximal po-
tential profit (MPP) pairwise accuracy where there
are more data and learning signals, nonetheless, the
Chinese few-shot trained InstructGPT model still
performs best in our setting.

We additionally split the training data into a held-
out train/val split and evaluated our methods on the
val split in Table 3. The results are a bit different
since the English version of the InstructGPT works
better. However, we did not hope for an accurate
cross-validation estimation given a small amount
of data. Using leave-one-out validation (LOOCV)
or k-fold cross-validation with a high value of k
can produce a better estimation but they are costly.
We might be able to generate more data pairs, but
we decided to keep the same setting.

3.2 Unsupervised Ranking

For the unsupervised ranking task, we utilized
many language models, including many financial-
specific ones, and Bayesian lexicons unsupervisely
learned on both Chinese and English words. All
of our submissions rank best in the MPP ranking,
from 1st to 3rd in this task. However, they all do
not perform well for the ML scoring. Therefore,
both MPP and ML scores need different treatments

Table 3: Additional experiments on using our pair-
wise comparison methods on a held-out train/val split
(ratio=0.3). The evaluation metric is accuracy.

Model MPP acc. ML acc.
T5-small 0.4833 0.6000
InstructGPT-zh 0.4667 0.4167
InstructGPT-en 0.6167 0.4667

Table 4: Additional experiments on using our unsuper-
vised ranking methods to rank all posts of the pairwise
data. The evaluation metrics are average MPP and aver-
age ML of the top 10% posts.

Model avg. MPP avg. ML
base-1 0.2083 -0.2108
bayesdcm-2 0.2085 -0.2104
multinomial-3 0.2085 -0.2104

substantially since we treated MPP and ML using
the same formula. Our only difference is the treat-
ment of market sentiment lexicons. We feel that
the sentiment features, or mostly semantic features,
might be negatively correlated, weakly correlated,
or even uncorrelated with ML because the stylistic
baseline performs best, and our base submission
performs better than our Bayesian lexicon submis-
sions.

We conducted additional experiments on unsu-
pervised ranking by using the whole training set
of the pairwise comparison data. We compared all
posts using our scoring functions in Table 4. The
results show not much difference among our meth-
ods. When we tried to evaluate using the pairwise
comparison accuracy, the results show no differ-
ence (0.545 MPP comparison acc. and 0.525 ML
comparison acc.) as our methods were not designed
for that.

4 Conclusion

This report describes our systems for a shared task
of evaluating the rationales of amateur investors at
FinNLP-2022. From the experimental results in
pairwise comparison, we conclude that few-shot
prompted instruction-based language models can
work reasonably well in low resource settings with
minimal training efforts but might need quite accu-
rate data from sources since using translated data
seems not to perform well. From the experimental
results in unsupervised ranking, financial language
models perform well and Bayesian-fitting the lex-
icons helps improve the performance. Also, the
heuristic function design needs to differ between
MPP and ML.
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Limitations

We only sampled a relatively small portion of mod-
els and draw conclusions. We also conducted ex-
periments only on one dataset for evaluating the
rationales of amateur investors. Besides, the dataset
is in Chinese with English translation using Google
Translate. Lots of our methods rely on the trans-
lated data.

Because we are limited to only three submis-
sions, we don’t know how each feature set con-
tributes to the score. There were no ablations. How-
ever, the shared task organizers released the test
data with ground truths in private.

The authors are self-affiliated and do not rep-
resent any entities. The authors also participated
in the shared task under many severe unattended
local personal criminal events in their home coun-
tries. There might be some unintentional errors
and physical limitations based on these unlawful
interruptions. Even at the time of drafting this re-
port, the authors suffer from unknown toxin flumes
spraying into their places. We want to participate
in the shared task because it is fun and educational.
We apologize for any errors in this report. We tried
our best.
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Abstract

Using insights from social media for making
investment decisions has become mainstream.
However, in the current era of information ex-
plosion, it is essential to mine high-quality so-
cial media posts. The FinNLP-2022 ERAI task
deals with assessing Maximum Possible Profit
(MPP) and Maximum Loss (ML) from social me-
dia posts relating to finance. In this paper, we
present our team LIPI’s approach. We ensem-
bled a range of Sentence Transformers to quan-
tify these posts. Unlike other teams with vary-
ing performances across different metrics, our
system performs consistently well. Our code is
available here1.

1 Introduction

Over the last few years, financial opinion mining
has emerged to be an interesting area of research
(Chen et al., 2021b). Several research (Mao et al.
(2012), Sprenger et al. (2014), Lee et al. (2015),
Pagolu et al. (2016), Asur and Huberman (2010),
Elliott et al. (2018), Crowley et al. (2021)) highlight
the importance of social media posts for predicting
stock markets. Although the wisdom of the crowd
matters, it is still necessary to mine quality posts
from the rest. Quantifying social media posts in
terms of the expected profitability is an open area
for research. Chen et al. (2021a) proposed two
metrics: Maximum Possible Profit (MPP) and Max-
imum Loss (ML) for evaluating such posts. They
recently hosted the FinNLP-2022 ERAI Task2 (in
conjunction with EMNLP-20223). It comprises
pairwise comparison (Task-1) and unsupervised
ranking (Task-2) of financial social media posts
with respect to MPP and ML. In this paper, we de-
scribe our best-performing systems (Task-1→ MPP:

1https://github.com/sohomghosh/LIPI_ERAI_
FinNLP_EMNLP-2022/

2https://sites.google.com/nlg.csie.ntu.edu.tw/
finnlp-2022-emnlp/erai-shared-task

3https://2022.emnlp.org/

57.47% & ML: 59.77%; Task-2→ MPP:18.27% &
ML: -3.90%).

Figure 1: ERAI FinNLP-2022 Tasks

2 Problem Statement

For Task-1, given two posts, the task is to develop
a system for evaluating which of them will lead to
greater MPP and lower ML.
For Task-2, given a set of posts, the task is to de-
velop a system for ranking these posts in terms of
higher MPP and lower ML values.
Results of Task-1 were evaluated using accuracy.
For Task-2, average MPP and ML values of top 10%
posts were considered for evaluation.

3 Datasets

The organizers initially provided the participants
with two datasets. The first dataset (corresponding
to Task-1) had 200 instances out of which 2 were
null. We dropped the null instances from our ex-
periments. Each instance consists of two posts (in
Chinese as well as in English), their MPP and ML
values, and labels corresponding to each post. In
the dataset, the ML label is set to ‘1’ for an instance
(i.e., a pair of posts) when the ML value of the first
post is less than that of the second post, otherwise
the ML label is set to ‘0’. On the contrary, the MPP

111

https://github.com/sohomghosh/LIPI_ERAI_FinNLP_EMNLP-2022/
https://github.com/sohomghosh/LIPI_ERAI_FinNLP_EMNLP-2022/
https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp-2022-emnlp/erai-shared-task
https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp-2022-emnlp/erai-shared-task
https://2022.emnlp.org/


is set to ‘0’ for an instance (i.e., a pair of posts)
when the ML value of the first post is less than that
of the second post, otherwise the MPP label is set
to ‘1’. The posts in the dataset were collected from
social media platforms like PTT4 and Mobile015.
We refer to this as D1. For Task-2, a dataset consist-
ing of 210 unlabelled posts (in Chinese as well as
in English) were provided. This dataset is referred
to as D2. D2 serves as the test set for Task-2. Subse-
quently, the organizers released a test set consisting
of 87 pairs of unlabelled posts (in Chinese and En-
glish) for pairwise comparison. We refer to this as
D3.

Data Preparation

We created training and validation sets from D1
maintaining a split ratio of 80:20. We extended D1
in two ways.

Firstly, we treat each post from the pair indi-
vidually, i.e.,tuple (post-1, post-2, MPP-1, MPP-2,
ML-1, ML-2) is converted into 2 tuples – (post-1,
MPP-1, ML-1) and (post-2, MPP-2, ML-2). This
gave us 320 instances for training and 80 for val-
idation. We refer to this training set as D4. For
sub-systems SB-1 (§4.1), SB-2 (§4.2) and SB-4
(§4.4), we used this set.

Secondly, we expanded D4 by comparing each
post to every other post after removing the null
instances. It resulted in 97,032 instances of training.
This is referred to as D5. The validation set was
kept as it is. We use this in sub-systems SB-3 (§4.3)
and SB-5 (§4.5).

Chen et al. (2022) narrates the dataset and prob-
lem statement in more detail. The formulas for
calculating MPP and ML are mentioned in (Chen
et al., 2021a). In Figure 1, we present the problem
statement and a sample dataset.

4 Sub-systems

Since our submitted systems are ensemble of mul-
tiple sub-systems, we explain each of the sub-
systems here. More details regarding the hyper-
parameters of each sub-system are reported in the
shared codebase.

4.1 Sub-System 1 (SB-1)

For all the Chinese posts in D4, we extracted the cor-
responding embeddings using sbert-chinese-qmc-

4https://www.ptt.cc/index.html accessed on
09/17/2022

5https://www.mobile01.com/ accessed on 09/17/2022

finance.6 We trained a linear regression model
using the embedding as input to learn either MPP
values or ML values based on requirements. We
chose linear regression to start with as we did not
have much data to train.

4.2 Sub-System 2 (SB-2)

This sub-system is similar to SB-1 (§4.1). The
only difference is that we trained a neural network
(multi-layer perceptron model) for 50 iterations
instead of linear regression.

4.3 Sub-System 3 (SB-3)

For this sub-system, we used the D5 dataset. For
each pair of Chinese posts present in D5, we con-
catenated the embeddings for each of the posts
obtained using sbert-chinese-qmc-finance7. We
trained a linear regression mode to learn the dif-
ference of either MPP values or ML values between
each post present in a given pair.

4.4 Sub-System 4 (SB-4)

We customised the BERT model’s architecture (De-
vlin et al., 2019) for the task of regression such that
its last layer learns to predict either the MPP values
or the ML values. This was done by passing the
representation of the [CLS] token through a fully
connected linear layer having 128 neurons followed
by a layer with tanh activation. We initialised it
with the weights from the FinBERT model (Araci,
2019). We used only the English posts present in
D4 for this.

4.5 Sub-System 5 (SB-5)

We extracted FinBERT (Araci, 2019) embeddings
corresponding to all the English posts present in D5.
We trained a multi-layer perceptron model for 500
iterations which takes this embedding as input and
predicts the difference between either MPP values
or ML values corresponding to each post present in
a given pair.

5 Best Performing Systems

In this section, we narrate the systems correspond-
ing to our best-performing submissions.

6https://huggingface.co/DMetaSoul/
sbert-chinese-qmc-finance-v1 accessed on 09/17/2022

7https://huggingface.co/DMetaSoul/
sbert-chinese-qmc-finance-v1 accessed on 09/17/2022
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Figure 2: Ensemble Architecture. PC: Pairwise comparison, UR: Unsupervised Rankings, V to L: values to labels
by comparison, C to R: comparison to rankings.

5.1 MPP calculation for Pairwise Comparison

This is an ensemble of three subsystems SB-1
(§4.1), SB-2 (§4.2) and SB-3 (§4.3). While SB-1
and SB-2 were trained with the objective of learn-
ing the MPP values, SB-3 was trained with the ob-
jective of learning the difference in MPP values for
a given pair of posts. For SB-1 and SB-2, to obtain
labels from raw MPP values, we computed and com-
pared the MPP values of the posts constituting each
pair in the test set. When MPP value of the first post
was greater than MPP value of the second post, we
assigned label ‘1’, otherwise we assigned label ‘0’.
For SB-3, we assigned label ‘1’ when the predicted
difference in MPP is greater than 0, otherwise we
assigned label ‘0’. The final decision for the D3 is
made based on majority voting.

5.2 ML calculation for Pairwise Comparison

This system consists of selecting the final output
from the predictions made by SB-1 (§4.1), SB-2
(§4.2) and SB-4 (§4.4) based on majority voting.
Each of these constituent sub-systems were trained
with the objective to learn the ML values. We scored
each of these sub-systems on every post present in
D3. Subsequently, we compared the raw ML values
of posts constituting each pair in the test set. Label
‘1’ was assigned when ML value of the first post was
lesser than that of the second post, otherwise label
‘0’ was assigned.

5.3 MPP calculation for Unsupervised
Ranking

SB-2 (§4.2) was trained to predict the MPP value
for a given post. We scored D2 using SB-2 and
ranked the posts in decreasing order of predicted
MPP values.

5.4 ML calculation for Unsupervised Ranking
We trained SB-5 (§4.5) to learn the difference in
ML values for a given pair of posts. We used this
system to compare and sort the instances in D2 in
increasing order of predicted ML values.

Figure 2 gives a pictorial representation of all
the ensemble models.

6 Experiments and Results

This section states various experiments we per-
formed and their results. We started with SB-1
which is a linear regression model trained over
sentence embeddings. We tried financial sentence
embeddings available for Chinese as well as the En-
glish language. Subsequently, we replaced the lin-
ear regression model with a multi-layer perceptron
model. We further experimented by transforming
the original training set D1 to D4 and D5. We also
tried altering the last layer of the BERT (Devlin
et al., 2019) model for the task of regression. For
the pairwise classification task, we used the regres-
sion models to get the MPP/ML values for each post
in a pair. We then assigned a label to the pair by
comparing these values as mentioned in §3. The
results are presented in Tables 1 and 2. In this paper
we focus on the best-performing systems among
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Train/Valid. MPP (Pairwise Comparison) MPP (Unsupervised Ranking)
Sl.# Model Data Language Train Valid. Test (D3) Train Valid. Test (D2)
1.1 SB-1 D4 Chinese 100.00% 70.00% 54.02% 8.04% 2.98% 11.83%
1.2 SB-2 D4 Chinese 62.18% 67.50% 48.28% 3.89% 2.45% 18.27%
1.3 SB-3 D5 Chinese 99.63% 60.00% 41.38% - - 17.46%
1.4 SB-4 D4 English 51.92% 47.50% 50.57% 2.11% 3.94% 4.17%
1.5 SB-5 D5 English 99.59% 45.00% 55.17% - - 16.63%
1.6 Ensemble (§5.1) - - - 72.50% 57.47% - - -

Table 1: MPP Results

Train/Valid. ML (Pairwise Comparison) ML (Unsupervised Ranking)
Sl.# Model Data Language Train Valid. Test (D3) Train Valid. Test (D2)
2.1 SB-1 D4 Chinese 97.44% 52.50% 50.57% -10.26% -2.16% -7.81%
2.2 SB-2 D4 Chinese 57.69% 55.00% 50.57% -5.55% -8.01% -5.56%
2.3 SB-3 D5 Chinese 99.65% 52.50% 47.12% - - -3.90%
2.4 SB-4 D4 English 58.00% 50.00% 59.77% -1.87% -1.35% -6.29%
2.5 SB-5 D5 English 91.24% 55.00% 44.83% - - -4.11%
2.6 Ensemble (§5.2) - - 82.05% 57.50% 50.57% - - -

Table 2: ML Results

all our submissions due to page constraints. The
other approaches we tried include classification of
posts separated by [SEP] token using various vari-
ants of BERT (Devlin et al., 2019). Since the D4
dataset consists of single posts, we use the same
training and validation set for both the tasks. As
the D5 dataset comprises only of pairs of posts, we
are unable to provide its performance in the unsu-
pervised ranking task corresponding to the training
and validation set. We ensembled models with
varying lengths of the training set, therefore we
do not report the performance of the model men-
tioned in §5.1 for the training set. Similarly, for
the unsupervised ranking task, we do not report
the performances of the models describe in §5.1
and §5.2 as these models were suitable for pair-
wise comparison task only. The performance of the
participating teams has been reported here(Chen
et al., 2022).We used labelled instances from D4 to
assess the performance of the unsupervised rank-
ing models as well. This helped us in choosing the
best performing models. As D5 was suitable for
pairwise comparison task only, we could not use it
to evaluate the models which were developed for
the unsupervised ranking task. It is interesting to
observe that our ensemble system’s performance
(Sl.# 1.6) is next only to that of team Jetsons in the
pairwise comparison task using MPP. Moreover, in
the same task using ML our subsystem SB-4 (Sl.#
2.4) performs as good as that of the best perform-
ing team DCU-ML (accuracy: 59.77%). However,
we did not submit this sub-system separately as

it did not perform well on the validation set and
submitted the results of the ensemble model (Sl.#
2.6) instead. In the unsupervised ranking using MPP
task, only team PromptShots’s system performed
better than that of ours (Sl.# 1.2). However, in
the unsupervised ranking using ML task, the perfor-
mance of the system developed by team Yet and
the baseline solution were better than that of our
systems (Sl.# 2.3 and 2.5). In this case as well we
did not submit the result corresponding to SB-3
(Sl.# 2.3) where ML of top 10% post is -3.90% on
the test set because the underlying system could not
be evaluated on the validation set obtained from D5.
We submitted results of SB-5 (Sl.# 2.5 ) instead.

7 Conclusion

Comparing the performance of our models with
that of the other participants, we conclude that our
models performed consistently well. We also ob-
serve that in most cases we achieve better perfor-
mances using the Chinese texts than the translated
version in English. This is because we are losing
out on the nuances during translation. We further
observe that ensembling helps in improving the
overall performance.

Collecting more financial posts in a resource-
rich language like English and incorporating prices
of the stock whose MPP and ML are being discussed
as input to the model are interesting directions for
future work.
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8 Limitations

The training dataset is very small in size and does
not assure how the system will perform in real
life. Fine-tuning large language models like BERT
on D5 is compute intensive. Moreover as the MPP
and ML calculation differs for bullish and bearish
market, it would be nice to take market conditions
into consideration.
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The authors declare that there are no underlying
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is risky and may lead to monetary losses. Investors
are advised to use their discretion instead of blindly
relying on these models’ output.

Disclaimer

The opinions expressed in this paper are of the
authors. They do not reflect the opinions of their
affiliations.

References
Dogu Araci. 2019. Finbert: Financial sentiment analy-

sis with pre-trained language models.

Sitaram Asur and Bernardo A. Huberman. 2010. Pre-
dicting the future with social media. In 2010
IEEE/WIC/ACM International Conference on Web
Intelligence and Intelligent Agent Technology, vol-
ume 1, pages 492–499.

Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen.
2021a. Evaluating the rationales of amateur investors.
In Proceedings of the Web Conference 2021, WWW
’21, page 3987–3998, New York, NY, USA. Associa-
tion for Computing Machinery.

Chung-Chi Chen, Hen-Hsen Huang, and Hsin-Hsi Chen.
2021b. Financial opinion mining. In Proceedings of
the 2021 Conference on Empirical Methods in Natu-
ral Language Processing: Tutorial Abstracts, pages
7–10, Punta Cana, Dominican Republic & Online.
Association for Computational Linguistics.

Chung-Chi Chen, Hen-Hsen Huang, Hiroya Takamura,
and Hsin-Hsi Chen. 2022. Overview of the finnlp-
2022 erai task: Evaluating the rationales of amateur
investors. In Proceedings of the Fourth Workshop on
Financial Technology and Natural Language Process-
ing, Abu Dhabi, United Arab Emirates. Association
for Computational Linguistics.

Richard M Crowley, Wenli Huang, and Hai Lu. 2021.
Executive tweets. Available at SSRN 3975995.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

W Brooke Elliott, Stephanie M Grant, and Frank D
Hodge. 2018. Negative news and investor trust: The
role of $ firm and # ceo twitter use. Journal of Ac-
counting Research, 56(5):1483–1519.

Lian Fen Lee, Amy P Hutton, and Susan Shu. 2015.
The role of social media in the capital market: Ev-
idence from consumer product recalls. Journal of
Accounting Research, 53(2):367–404.

Yuexin Mao, Wei Wei, Bing Wang, and Benyuan Liu.
2012. Correlating s&p 500 stocks with twitter data.
In Proceedings of the First ACM International Work-
shop on Hot Topics on Interdisciplinary Social Net-
works Research, HotSocial ’12, page 69–72, New
York, NY, USA. Association for Computing Machin-
ery.

Venkata Sasank Pagolu, Kamal Nayan Reddy, Ganapati
Panda, and Babita Majhi. 2016. Sentiment analysis
of twitter data for predicting stock market movements.
In 2016 International Conference on Signal Process-
ing, Communication, Power and Embedded System
(SCOPES), pages 1345–1350.

Timm O Sprenger, Andranik Tumasjan, Philipp G Sand-
ner, and Isabell M Welpe. 2014. Tweets and trades:
The information content of stock microblogs. Euro-
pean Financial Management, 20(5):926–957.

115

http://arxiv.org/abs/1908.10063
http://arxiv.org/abs/1908.10063
https://doi.org/10.1109/WI-IAT.2010.63
https://doi.org/10.1109/WI-IAT.2010.63
https://doi.org/10.1145/3442381.3449964
https://doi.org/10.18653/v1/2021.emnlp-tutorials.2
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.1145/2392622.2392634
https://doi.org/10.1109/SCOPES.2016.7955659
https://doi.org/10.1109/SCOPES.2016.7955659


Proceedings of the Fourth Workshop on Financial Technology and Natural Language Processing (FinNLP), pages 116 - 121
December 8, 2022 ©2022 Association for Computational Linguistics

DCU-ML at the FinNLP-2022 ERAI Task: Investigating the Transferability
of Sentiment Analysis Data for Evaluating Rationales of Investors

Chenyang Lyu
School of Computing

Dublin City University
Dublin, Ireland

chenyang.lyu2@mail.dcu.ie

Tianbo Ji
School of Computing

Dublin City University
Dublin, Ireland

tianbo.ji2@mail.dcu.ie

Liting Zhou
School of Computing

Dublin City University
Dublin, Ireland

liting.zhou@dcu.ie

Abstract
In this paper, we describe our system for the
FinNLP-2022 shared task: Evaluating the Ra-
tionales of Amateur Investors (ERAI). The
ERAI shared tasks focuses on mining profitable
information from financial texts by predicting
the possible Maximal Potential Profit (MPP)
and Maximal Loss (ML) based on the posts
from amateur investors. There are two sub-
tasks in ERAI: Pairwise Comparison and Un-
supervised Rank, both target on the prediction
of MPP and ML. To tackle the two tasks, we
frame this task as a text-pair classification task
where the input consists of two documents and
the output is the label of whether the first doc-
ument will lead to higher MPP or lower ML.
Specifically, we propose to take advantage of
the transferability of Sentiment Analysis data
with an assumption that a more positive text
will lead to higher MPP or higher ML to facil-
itate the prediction of MPP and ML. In exper-
iment on the ERAI blind test set, our systems
trained on Sentiment Analysis data and ERAI
training data ranked 1st and 8th in ML and
MPP pairwise comparison respectively. Code
available in this link.

1 Introduction

Financial Opinion Mining (Chen et al., 2021b,a),
the focus of the FinNLP-2022 shared task ERAI,
has attracted the attention of the Natural Language
Processing (NLP) community in recent years (El-
Haj et al., 2021; Mariko et al., 2022; Lyu et al.,
2022) for its potential use in financial analytic such
as stock movement and volatility prediction (Chen,
2021). The FinNLP-2022 shared task ERAI (Chen
et al., 2022) targets at extracting profitable informa-
tion from financial documents particularly the posts
from amateur investors. In the shared task, ERAI
aims to predict the Maximal Potential Profit (MPP)
and Maximal Loss (ML) conveyed by the posts
from amateur investors as such mined opinions
could be possibly used to analyse the financial mar-
ket.

To tackle this task, we firstly frame it as a text-
pair classification task where the input consists of
two documents from different amateur investors.
And the output is the label of whether the first
document will lead to higher MPP or lower ML.
Second, we take advantage of Sentiment Analysis
data that have been shown to be useful in financial
NLP (Chen, 2021; Wan et al., 2021; Valle-Cruz
et al., 2022). Moreover, sentiment data are rich-
resource and can be easily obtained (Liu, 2012) and
the ERAI data that is in relatively small scale could
benefit from it. Specifically, we use sentiment anal-
ysis data with an assumption that more positive text
would give a higher profitable outcome. Practically,
we build the ERAI-like dataset based on sentiment
analysis data via iteratively sample two documents
from sentiment analysis corpus, if the sentiment
polarity of the first document is more positive than
the second document then we think the first docu-
ment would lead to higher MPP as well as higher
ML (as a more positive document could mean a
more aggressive action which could lead to higher
MPP but also with high risk resulting in higher
ML). Then we use the ERAI-like sentiment data
to pre-train our model, of which the basic architec-
ture is a text-pair classification model, and further
fine-tune it with the ERAI training data.

In experiment, we employ BERT-Chinese (De-
vlin et al., 2019) as our base model since ERAI data
is in Chinese. We experimented with three different
strategies for training our model: 1) BERT-Senti:
only use sentiment data thus fully relying on the
transferability of sentiment data; 2) BERT-ERAI:
only use ERAI training data; 3) BERT-Senti+ERAI:
fine-tune our model after training it using sentiment
data. We submit the three systems trained based
on the above strategies to ERAI Pairwise Compar-
ison blind test set. We submit the first system for
ERAI Unsupervised Ranking evaluation as it is
only trained on sentiment data thus it’s an unsuper-
vised system. The experimental results on ERAI

116

https://github.com/lyuchenyang/Investigating-the-Transferability-of-Sentiment-Analysis-Data-for-Evaluating-Rationales-of-Investors


Document-1

Document-2

Concat

Higher MPP?

Lower ML?

Document-1

Document-2

More positive Higher MPP

More negative Lower ML

Sentiment Data

Transfer

Figure 1: The main architecture of our model. We transfer the sentiment data to the ERAI text-pair classification
task.

blind test set show that our BERT-Senti achieves
1st and 8th in ML and MPP pairwise comparison
with accuracy of 59.77% and 52.87% respectively.
Our BERT-Senti achieves average MPP and ML
of 13.97% and -8.25% for Unsupervised Ranking,
which ranked at 10th and 13th respectively.

2 Methodology

The main architecture of our proposed approach
is shown in Figure 1, where we take advantage of
the sentiment data to construct a ERAI-like dataset
based on an assumption that a more positive doc-
ument would lead to higher MPP and a more neg-
ative document would lead to higher ML. We pre-
train our model based on the ERAI-like sentiment
data followed by fine-tuning with the ERAI training
data. The resulting systems are submitted to ERAI
Pairwise Comparison and Unsupervised Ranking
for evaluation.

2.1 Transferring Sentiment Data

We propose to utilize sentiment data as it has been
shown that sentiment polarity information can be
useful for Financial Opinion Mining (Chen, 2021;
Valle-Cruz et al., 2022). Specifically, we assume
that a more positive document would lead to higher
MPP and a more negative document would lead to
lower ML. Based on this assumption, we build our
ERAI-like data via iteratively sampling two docu-
ments from sentiment corpus, if the first document
has more positive sentiment polarity then we as-
sign the document-pair with higher MPP label and

higher ML label. The detailed process is shown in
Algorithm 1.

Algorithm 1: The process of constructing
ERAI-like based on sentiment corpus
S: Sentiment Corpus
examples = []
for i in iteration do

Sample d1 from S
Sample d2 from S − d1
if d1.sentiment > d2.sentiment then

d.text1 = d1
d.text2 = d2
d.MPP = 1
d.ML = 0

end
if d1.sentiment < d2.sentiment then

d.text1 = d1
d.text2 = d2
d.MPP = 0
d.ML = 1

end
examples.append(d)

end

2.2 Pairwise Comparison

Based on the ERAI-like dataset built in Section 2.1
and ERAI training data, we adopt three strategies to
train our BERT model: 1) only use ERAI-like senti-
ment data built in Section 2.1 and therefore produce
an unsupervised system; 2) only use ERAI training
data; 3) firstly pre-train using ERAI-like sentiment
data followed by fine-tuning with ERAI training
data. These three strategies result three correspond-
ing systems: BERT-Senti, BERT-ERAI and BERT-
Senti+ERAI. We train the BERT model using our
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data as a text-pair classification task in which two
documents are concatenated and assigned with dif-
ferent segment ID. The prediction head consists of
two layers: one for predicting whether the first doc-
ument would lead to higher MPP (1), the other one
for predicting whether the first document would
lead to higher ML (0).

2.3 Unsupervised Ranking

For unsupervised ranking, we employ our BERT-
Senti system since it is only trained on our ERAI-
like sentiment data thus BERT-Senti is an unsuper-
vised system. However, the output of our systems
in Section2.2 only indicate whether the first docu-
ment would lead to higher MPP or ML (boolean
value) with a real-valued number. To address such
a gap, we reshape the Unsupervised Ranking task
as a text-pair classification task where we com-
pare the MPP and ML prediction of each document
to all other documents in Unsupervised Ranking
dataset. The document with more predictions of
higher MPP and lower ML with obtain a higher
rank. The process is shown in Algorithm 2.

Algorithm 2: Unsupervised Ranking based
on pairwise comparison
U : Unsupervised Ranking Corpus
for d in U do

for d
′

in U − d do
if d.MPP > d

′
.MPP then

d.MPP+ = 1
end
if d.ML < d

′
.ML then

d.ML+ = 1
end

end
end
sort(U, key = MPP )
sort(U, key = ML)

3 Experiment

3.1 Data

The training set and test set of ERAI Pairwise Com-
parison task contain 200 and 87 examples respec-
tively, the test set of the Unsupervised Ranking task
contains 210 examples. We shown some examples
from ERAI Pairwise Comparison training set with
corresponding English translation in Table 3. The
sentiment analysis data we used is from (Zhang and
LeCun, 2017), which is a fine-grained sentiment
classification dataset based on news in Chinese 1

1lfeng in https://github.com/zhangxiangxiao/glyph#download

Systems MPP Systems ML

Jetsons_1 62.07% DCU-ML_1 59.77%
Yet_1 57.47% DCU-ML_3 59.77%
Yet_2 57.47% PromptShots_2 54.02%
Yet_3 57.47% uoa_1 54.02%
LIPI_2 57.47% aimi_1 52.87%
LIPI_1 54.02% LIPI_2 50.57%
fiona 54.02% fiona 48.28%
DCU-ML_1 52.87% LIPI_3 48.28%
DCU-ML_3 52.87% DCU-ML_2 45.98%
uoa_1 51.72% PromptShots_1 45.98%
DCU-ML_2 51.72% LIPI_1 44.83%
Jetsons_3 49.43% Jetsons_2 41.38%
aimi_1 48.28% PromptShots_3 41.38%
PromptShots_2 48.28% Yet_1 40.23%
Jetsons_2 47.13% Yet_2 40.23%
PromptShots_3 47.13% Yet_3 40.23%
PromptShots_1 47.13% Jetsons_1 37.93%
LIPI_3 44.83% Jetsons_3 36.78%

Table 1: The evaluation results for ERAI Pairwise Com-
parison task, where our systems are DCU-ML_1, DCU-
ML_2, DCU-ML_3, which correspond to BERT-Senti,
BERT-ERAI and BERT-Senti+ERAI respectively

that has 5 classes (Very Negative, Negative, Neu-
tral, Positive, Very Positive).

3.2 Training Setup

We employ BERT (Devlin et al., 2019) which
has shown superior performance across many
NLP tasks (Zhang et al., 2020; Bommasani et al.,
2021)as our base model. Our implementation is
based on BERT-Chinese (Devlin et al., 2019; Cui
et al., 2020) from Huggingface (Wolf et al., 2020).
We train our system with a learning rate of 2×10−5

for 2 epochs for BERT-Senti and 20 epochs for
BERT-ERAI and BERT-Senti+ERAI, the batch size
is set to 64 for BERT-Senti and 4 for the other sys-
tems. We use a maximum gradient norm of 1. The
optimizer we used is AdamW (Loshchilov and Hut-
ter, 2019), for which the ϵ is set to 1× 10−8. We
perform early stopping when the performance on
validation set degrades.

3.3 Results

The evaluation results on the blind test sets for
ERAI Pairwise Comparison and Unsupervised
Ranking are shown in Table 1 and Table 2. The
results in Table 1 show that our BERT-Senti
and BERT-Senti+ERAI outperform BERT-ERAI,
which show the effectiveness of the transferability
of sentiment data. Moreover, our BERT-Senti and
BERT-Senti+ERAI outperform all other systems in
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Systems Average MPP of Top 10% Posts Systems Average ML of Top 10% Posts

PromptShots_2 24.39% Baseline -2.46%
PromptShots_3 23.76% Yet_3 -3.24%
PromptShots_1 22.53% LIPI_1 -4.11%
LIPI_2 18.27% aimi_1 -4.17%
Baseline 17.61% Yet_1 -4.35%
LIPI_1 17.46% LIPI_3 -5.56%
UCCNLP_3 14.81% Yet_2 -5.77%
Yet_3 14.61% UCCNLP_3 -5.85%
aimi_1 14.02% UCCNLP_1 -6.22%
DCU-ML_1 13.97% UCCNLP_2 -6.77%
UoA_1 12.35% PromptShots_1 -7.80%
Yet_2 12.10% LIPI_2 -7.81%
LIPI_3 11.83% DCU-ML_1 -8.25%
UCCNLP_2 11.34% UoA_1 -9.39%
UCCNLP_1 11.10% PromptShots_3 -12.33%
Yet_1 8.52% PromptShots_2 -13.04%

Table 2: The evaluation results for ERAI Unsupervised Ranking task, where our submitted is DCU-ML_1, which
corresponds to BERT-Senti.

Document-1 Document-2 MPP
Label

ML
Label

中壽可以準備賣給開發金了，除權
息前應該可以完成 (Zhongshou can
prepare to sell it to the development
gold.)

中 壽 今 天 發 動 攻 勢 ， 往34靠
攏 (Zhongshou launched the offensive
today and moved closer to 34.)

0 0

有在往上動的感覺了各位覺的呢 (I
feel like moving up What do you think
about it?)

永豐金融卷減少了1000多張,會不會
停損在最高點啊 (The Yongfeng Finan-
cial Volume has been reduced by more
than 1,000 pieces. Will it stop at the
highest point?)

0 0

低接買盤開始浮現,不過近期也應該
是盤整(除非有新的進度消息) (Low
buying the market has begun to emerge,
but it should also be consolidated re-
cently (unless there is new progress
news))

宏和一開盤,一路往上衝,漲的有點
太高,希望能穩穩漲就好 (As soon as
Honghe opened, rushing up all the way,
the rise was a bit too high, I hope to rise
steadily)

1 1

Table 3: Examples from ERAI Pairwise Comparison training set with English translation, where 0 represents lower
MPP and lower ML for Document-1.

ML prediction with an accuracy of 59.77%. The
results of BERT-Senti and BERT-Senti+ERAI are
the same, we think the possible reason could be
that the relatively small scale of test set (87 ex-
amples) introduces little variance on performance.
In Unsupervised Ranking task, our submitted sys-
tem BERT-Senti achieves an average MPP and ML
of 13.97% and -8.25 respectively, which indicates
the need for further improvement. We think the
possible reason for that BERT-Senti fails to select
documents with higher MPP and lower ML could
be that sentiment data only provides a binary esti-
mation for which document leads to higher MPP
or lower ML, which is not precise. Besides, the

noises in the prediction of Pairwise Comparison
also makes it more difficult for accurately identify-
ing the MPP and ML for documents.

4 Conclusion

In this paper, we proposed to use sentiment analy-
sis data to enhance the ERAI shared task, results
show that our proposed approach achieves superior
performance in Pairwise Comparison, showing the
effectiveness of our method. The results on Unsu-
pervised Ranking task indicate there is still room
for further improvement.
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Limitations

Our method relies on a strong assumption that
a more positive document would lead to higher
MPP and a more negative document would lead to
lower ML. However, this is an empirical assump-
tion which needs more careful investigation before
further using.
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Abstract

Evaluating the Rationales of Amateur Investors
(ERAI) is a task about mining expert-like view-
points from social media. This paper summa-
rizes our solutions to the ERAI shared task,
which is co-located with the FinNLP work-
shop at EMNLP 2022. There are 2 sub-tasks
in ERAI. Sub-task 1 is a pair-wised compar-
ison task, where we propose a BERT-based
pre-trained model projecting opinion pairs in a
common space for classification. Sub-task 2 is
an unsupervised learning task ranking the opin-
ions’ maximal potential profit (MPP) and max-
imal loss (ML), where our model leverages the
regression method and multi-layer perceptron
to rank the MPP and ML values. The proposed
approaches achieve competitive accuracy of
54.02% on ML Accuracy and 51.72% on MPP
Accuracy for pairwise tasks, also 12.35% and
-9.39% regression unsupervised ranking task
for MPP and ML.

1 Introduction

Using textual information to guide investment de-
cisions is not a novel topic in either financial or
fintech settings. Many researchers have devoted
endeavors to social media posts and tried to dig out
the rationale underlying the standpoints. However,
these works struggle to cope with a considerable
amount of data in the information explosion era,
which brings an unnecessary expense to computa-
tion efficiency. Moreover, posts with high rational-
ity have more probability of leading to profitable
outcomes than those less rational. Thus, selecting
high-quality analytical opinions can be a meaning-
ful first step in investment opinion mining.

The ERAI shared task (Chen et al., 2022) pro-
poses the rationale evaluation challenge with the
goal of mining opinions leading to higher max-
imal potential profit (MPP) and lower maximal
loss (ML). This challenge uses forecasting skills
as a proxy and focuses on amateur investors’ view-
points. Two settings are involved in this challenge,

including 1) Pairwise Comparison, which aims to
find posts with more rationality; 2) Unsupervised
Ranking, which aims to sort out the posts leading
to the highest MPP and lowest ML. Several related
works have launched good pilots for high-quality
mining reviews. The BERT model proposed by
Devlin et al. (2019) has been proven efficient in
many NLP tasks since it was published. Chen et al.
(2021c) presented and summarized the opinion min-
ing methods. Chen et al. (2021a) provides methods
to measure forecasting skills from the text. Chen
et al. (2021b) creatively introduces the MPP and
ML values to support digging into the review qual-
ity. Moreover, their proposed dataset, which is
utilized in this paper, is the first dataset focusing
on revealing text rationals.

Our model is based on a pre-trained language
model, and for the binary classification task, we
propose a method that utilizes the class-label in-
formation, and then we fine-tuned BERT for the
regression task. The official results show that our
models achieve competitive performance on both
tasks, indicating our approaches’ effectiveness. We
introduce the tasks and present our work as fol-
lows. Section 2 elaborates on the shared task ERAI
and the datasets for sub-tasks Pairwise Compari-
son and Unsupervised Ranking. We introduce our
methodology and models in Section 3 and present
the experimental setup and official results in Sec-
tion 4. Finally, we conclude our work in Section
5.

2 Shared tasks

The ERAI shared tasks aim to spark interest from
NLP and financial communities and to launch a
novel pilot with the perspective of text rationality
evaluation. The shared tasks have two sub-tasks fo-
cusing on digging into investors’ posts and sorting
out those with higher possibilities leading to MPP
and ML.
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2.1 Sub-task 1: ERAI-pairwise

In the pairwise comparison setting, models are
asked to determine rational-amateur post pairs’
MPP and ML labels. Each pair gives two opin-
ion posts together with their MPP and ML values.
Also, the model is asked to predict: 1) the MPP
label based on whether post1 has higher MPP than
post2; 2) the ML label based on whether post1 has
lower ML than post2. According to the findings
of Chen et al. (2021b), a rational post may lead to
higher MPP and lower ML values.

2.2 Sub-task 2: ERAI-unsupervised

In the unsupervised ranking setting, models are
asked to rank the investors’ posts within an opinion
pool by the MPP and ML values. Unsupervised
models would be utilized in this sub-task where
the given data only contains the posts without any
other supplementary information. The ranked top
10% posts should be the group having the highest
average MPP value or lowest average ML value.

3 Methodology

3.1 Sub-task 1: Binary Classification

Label information is essential for humans to ac-
curately interpret the meaning of a limited num-
ber of training samples. We proposed a method
that utilized the class-label information for the two
given opinions. We use BERT (Devlin et al., 2019)
as the Pre-trained Language Model(PLM) unless
specified otherwise. Specifically, we consider the
following process to project two opinions in a com-
mon space in order to classify the class using [CLS]
token. We append the corresponding class name
and a [SEP] token after each training opinion to
implement the binary classification tasks (i.e.[CLS]
opinion1 [SEP] opinion2 [SEP] MPP Label Info
[SEP] ML Label Info [SEP], where MPP Label
Info could be ’higher maximum possible profit’ or
’lower maximum possible profit’, and ML Label
Info could be ’higher maximum loss’ or ’lower
maximum loss’). We took the representation of
[CLS] token at the model’s last layer and added
a linear layer for outputting MPP and ML binary
classification results in Figure 1. In this binary clas-
sification task, we use Binary Cross Entropy Loss
(BCE loss) as the loss function, which reflects the
distributions divergence between labels and predic-
tions. The smaller the value of cross-entropy is, the
closer the two probability distributions are. BCE

BERT

[CLS] Opinion1 [SEP] [SEP] MPP Label Info [SEP]Opinion2 ML Label Info [SEP]

CLS

Linear 
Classifier

Predicted 
MPP/ML label

Figure 1: Overview of binary classification for sub-task 1 by
leveraging the label information

loss can be described as equation (1):

ℓBCE = −(yi ·log(ŷi)+(1−yi)·log(1− ŷi)) (1)

where ŷi represents the predictions and yi repre-
sents the labels.

3.2 Sub-task 2: Regression for the
Unsupervised Ranking

In sub-task 2, the results are the ordered posts by
the descending MPP and ascending ML, respec-
tively. We fine-tuned a BERT model to adjust
the regression task, whose outputs are ML and
MPP values. We apply a dense pooling layer with
dropout on the [CLS] embedding for the regression
in sub-task 2 rather than just a dense linear layer in
sub-task 1.

Mean squared error (MSE) loss is used to reflect
the true error of the model in sub-task 2. The gradi-
ent of MSE loss increases as the loss increases and
decreases as the loss tends to zero. The advantage
of MSE in this task is that it converges effectively
even with a fixed learning rate. MSE loss is as
shown in the following equation (2):

ℓMSE =
1

N

N∑

i=1

(yi − ŷi)
2 (2)

4 Experimental Setup and Evaluation

4.1 Dataset
The shared ERAI tasks aim to sort out the posts
leading to higher MPP and lower ML. Regarding
sub-task 1, the labeled and unlabeled datasets con-
tain 200 and 87 pairs of posts, respectively. Each
piece of the data consists of two posts, two MPP
values with the MPP label, and two ML values
with the ML label. The MPP label is determined
by Label "1": "MPP1" > "MPP2"; Label "0":
"MPP1" < "MPP2". While the ML label relies
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on Label "1": "ML1" < "ML2"; Label "0":
"ML1" > "ML2". This sub-task is asked to deter-
mine the MPP and ML labels of the post pairs in
the unlabeled dataset. As Figure 2 shows, the la-
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125

MPP ML

0 1

Figure 2: Distribution of MPP and ML label in labeled dataset

beled dataset containing 200 posts has a relatively
even data distribution (i.e. MPP label 1/ label 0
is 109/91 and ML label 1/ label 0 is 105/95). We
use the same labeled dataset in both sub-task 1 and
sub-task 2.

In terms of sub-task 2, the dataset contains 210
pieces of posts. This sub-task calls for an unsuper-
vised model to dig into the posts’ rationality and
sort out the top 10% posts by the MPP and ML
values, respectively.

4.2 Evaluation Metrics

According to the criteria of the ERAI challenge
(Chen et al., 2021a), we use different evaluation
methods for the two sub-tasks. We split 70% of the
labeled dataset as training set and 30% as the valida-
tion set. In terms of sub-task 1, we use the accuracy
to evaluate the model where the result indicates the
model performance on two binary classifications
(i.e., MPP label and ML label). We show the eval-
uation metric as the formula (3) (Linhares Pontes
et al., 2022):

Accuracy =
1

npair

npair∑

i=1

1(ŷi = yi) (3)

where ŷi is the predicted label with the ground truth
label yi.

In sub-task 2, we use the average MPP value of
the sorted top 10% to evaluate the model where a
higher average MPP refers to better model perfor-
mance. The evaluation metric shows the following

formula (4):

Average =
1

ntop

ntop∑

i=1

MPPi (4)

where MPPi represents the MPP value of the ith
post in the final rank list.

4.3 Hyperparameter setting
The models were trained on one Nvidia 2080Ti.
The models were trained for 30 epochs with run-
time ranging from 35 minutes to 1 hours. We used
AdamW (Kingma and Ba, 2014) to optimize our
model, and a learning rate of 2e − 5. The batch
size is 8.

4.4 Experimental Evaluation
For optimizing purposes, we compared three pre-
trained models, including BERT-Base-Chinese
(Wolf et al., 2020), a Chinese RoBERTa model
named RoBERTa-wwm-ext (Cui et al., 2021), and
a Chinese BERT-based model named Astock (Zou
et al., 2022) that has been performed domain adap-
tion by training the model with Masked-Language
Model (MLM) loss on financial news articles.

Sub-task 1 MPP and ML Accuracy Value
PLMs MPP ML
RoBERTa-wwm-ext
(Cui et al., 2021)

62.50% 57.50%

Astock
(Zou et al., 2022)

55.00% 52.50%

BERT-base-Chinese
(Wolf et al., 2020)

60.00% 52.50%

Table 1: Experimental results for pairwise comparison in our
split evaluation dataset

Sub-task 2 Average MPP and ML Value
PLMs Golden MPP Golden ML Pred MPP Pred ML
RoBERTa-wwm-ext
(Cui et al., 2021)

6.51% -10.92% 3.2% -3.21%

Astock
(Zou et al., 2022)

9.36% -10.58% 4.23% -3.11%

BERT-base-Chinese
(Wolf et al., 2020)

6.51% -10.92% 2.86% -3.85%

Table 2: Experimental results for the unsupervised ranking
task in our split evaluation dataset, ’Golden’ represents the
real value and ’Pred’ represents the predicted value

RoBERTa-wwm-ext achieved the best performance
in MPP and ML accuracy on sub-task 1 as shown
in Table 1. In sub-task 2, as shown in Table 2,
the predicted MPP values and ML values of As-
tock are closer to the real values than other models,
Golden MPP values are also approximately 3%
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higher than others. Astock achieved outstanding
performance than other PLM models on sub-task
2 in our split evaluation dataset. Therefore, we
employed RoBERTa-wwm-ext for sub-task 1 and
Astock for sub-task 2 due to the excellent perfor-
mance as our final submission.

4.5 Official Released Results

The official results of each model across all teams
are shown in Table 3. The listed MPP and ML
results range from 62.07% to 44.83%, and 59.77%
to 36.78%, respectively. Our result with 52.87% is
ranked 2nd position (in Table 4) when taking the av-
erage of MPP and ML accuracy, which shows our
model’s high robustness and effectiveness. Specifi-
cally, UOA_1 yields an outstanding performance
in MPP with an accuracy of 51.72%, and the accu-
racy of ML is 54.02%. Average MPP value and

Accuracy
Model Name MPP Model Name ML
Jetsons_1 62.07% DCU-ML_1 59.77%
Yet_1 57.47% DCU-ML_3 59.77%
Yet_2 57.47% PromptShots_2 54.02%
Yet_3 57.47% UOA_1 54.02%
LIPI_2 57.47% aimi_1 52.87%
LIPI_1 54.02% LIPI_2 50.57%
fiona 54.02% fiona 48.28%
DCU-ML_1 52.87% LIPI_3 48.28%
DCU-ML_3 52.87% DCU-ML_2 45.98%
UOA_1 51.72% PromptShots_1 45.98%
DCU-ML_2 51.72% LIPI_1 44.83%
Jetsons_3 49.43% Jetsons_2 41.38%
aimi_1 48.28% PromptShots_3 41.38%
PromptShots_2 48.28% Yet_1 40.23%
Jetsons_2 47.13% Yet_2 40.23%
PromptShots_3 47.13% Yet_3 40.23%
PromptShots_1 47.13% Jetsons_1 37.93%
LIPI_3 44.83% Jetsons_3 36.78%

Table 3: Official results for pairwise comparison task

Average Accuracy
Team Name MPP+ML
DCU-ML 56.32%
UOA 52.87%
fiona 51.15%
PromptShots 51.15%
aimi 50.58%
Jetsons 50%
LIPI 49.43
Yet 48.85

Table 4: Best average accuracy on MPP and ML for each
group

average ML values are used to evaluate the model
performance in sub-task 2. Following the task in-
struction, a higher average MPP and a lower ML

Pairwise sub-task 2 Averaged Value
MPP ML

Baseline 17.61% -2.46%
UOA-1 12.35% -9.39%

Table 5: Official results for the unsupervised ranking task

value suggest a better performance. Compared to
the baseline (Table 5), UOA_1 provides an average
MPP value of 12.35%, which is 5.26% lower than
the baseline result. Regarding the average ML, the
average value provided by UOA_1 is -9.39% lower
than the baseline by 6.93%.

In terms of model improvement, there are two
directions we can move on. 1) Different layers
of BERT capture different levels of semantic and
syntactic information. The current UOA_1 model
only uses the extracted features from the last layer,
which loses much information. Future work can ad-
dress this by fine-tuning the output features of each
layer of the BERT model and invoking methods
such as ablation strategies to extract more useful
information from these features (Wang and Neu-
mann, 2018). 2) A more considerable amount of
data is preferred as BERT usually requires large
quantities of data in regression tasks for a better
result. Utilizing data augmentation techniques such
as GPT-3 (Brown et al., 2020) could be a promising
method.

5 Conclusion

This work presents the UOA team with how to
tackle the ERAI shared tasks. For sub-task 1, we
proposed a model by appending the class-label de-
scription from a pre-trained language model to ac-
complish the classification task. This suggests that
our model is able to learn more discriminative fea-
tures. Specifically, in sub-task 1, our proposed
system achieved the second position considering
the average of MPP and ML accuracy by statis-
tical manually. For sub-task 2, we leveraged a
regression framework to rank ML and MPP values.
The official results show that our approaches could
effectively solve the two tasks. Our models are
simple but effective, and we achieved competitive
performance on the shared tasks.

6 Limitations

Since our framework relies on a pre-trained model
based on BERT, we have not considered other pre-
trained models like GPT-3 (Brown et al., 2020),
and will be explored in the future.
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Abstract

Identifying posts of high financial quality from
opinions is of extraordinary significance for
investors. Hence, this paper focuses on evaluat-
ing the rationales of amateur investors (ERAI)
in a shared task, and we present our solutions.
The pairwise comparison task aims at extract-
ing the post that will trigger higher MPP and
ML values from pairs of posts. The goal of
the unsupervised ranking task is to find the top
10% of posts with higher MPP and ML values.
We initially model the shared task as text clas-
sification and regression problems. We then
propose a multi-learning approach applied by
financial domain pre-trained models and mul-
tiple linear classifiers for factor combinations
to integrate better relationships and informa-
tion between training data. The official results
have proved that our method achieves 48.28%
and 52.87% for MPP and ML accuracy on pair-
wise tasks, 14.02% and -4.17% regarding unsu-
pervised ranking tasks for MPP and ML. Our
source code is available1.

1 Introduction

The fast-growing financial social media has be-
come a mainstream information source for in-
vestors. They prefer to follow high quality view-
points with persuasive rationales. However, brows-
ing numerous and noisy posts is time-consuming
and inefficient. Therefore, automatically identify-
ing high quality posts in the financial field is vital.
FinNLP workshop of EMNLP-2022 (Chen et al.,
2022) publishes a shared task regarding the above
problem focusing on evaluating the rationales of
amateur investors. There are two sub-tasks: pair-
wise comparison and unsupervised ranking for on-
line posts. The posts are all from the financial
social platforms of Chinese. Regarding sub-task1,
we are asked to select high financial quality posts
from pairs of posts. Regarding sub-task2, all given

1Source code: https://github.com/Zhaoxuanqin/EMNLP-
competition

posts are required to rank by their potential finan-
cial quality. As evaluation, it is difficult to assess
the quality of a post directly. Therefore, we propose
and utilize the maximum possible profit (MPP) and
the maximum loss (ML) in a certain period (Chen
et al., 2021a) as the evaluation metric of opinion
quality.

Several recent findings evaluate user-generated
social media content, such as posts, tweets, and
blogs, by NLP technology. Chen et al. (2021b)
explores using AI models for detecting financial
fine-grained sentiment tendencies. They proved the
importance of mining the premises and evaluating
the rationales of a financial opinion. Moreover, Pa-
tel and Ezeife (2021) investigated that Bidirectional
Encoder Representations from Transformers (Bert)
(Devlin et al., 2018) is an advanced deep learning
model for fine-grained aspect-based opinion min-
ing on social media posts. Besides, many natural
language processing (NLP) technologies have been
widely used to analyze financial-related domain
information, for instance, stock price prediction
(Mehtab and Sen, 2019) and financial sentiment
analysis (Sohangir et al., 2018).

In our work, we leverage several pre-trained lan-
guage models (PLM) for two tasks, roughly de-
scribed as (1) Posts classification: Comparing fi-
nancial quality for two given posts. (2) Posts rank-
ing: Ranking all the test posts by the financial
quality and selecting the top 10% of posts. We
propose two strategies which are financial domain
pre-training and multi-task learning. We are mainly
concerned with shared word embedding learning
through extracting financial semantic information
on a large financial corpus for the pre-training pro-
cess. Financial embedding would give precise and
helpful semantic information for models in order
to settle downstream financial tasks. Also, we in-
troduce a multi-task learning approach that com-
bines regression and classification tasks. In ad-
dition, multi-task learning can make good use of
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the relationship between tasks. Specifically, we
combine our models with multiple linear classifiers
regarding both tasks and optimize the models by
joint weighted loss calculation.

At last, we introduce our methodology and solve
the task as follows. Section 2 elaborates on the
ERAI shared task and the datasets for sub-tasks
Pairwise Comparison and Unsupervised Ranking.
We introduce our methodology and models in Sec-
tion 3 and present the experimental setup and offi-
cial results in Section 4. Finally, We conclude our
work in the final Section 5.

2 Datasets

We conduct experiments on two different datasets
corresponding to two sub-tasks.

2.1 ERAI-Dataset-Pairwise

ERAI-Dataset-pairwise train dataset comprises 200
pairs of Chinese posts and their English translation
version. Each piece of data includes 10 rows: Chi-
nese post1 text, Chinese post2 text, English post1
text, English post2 text, post1 MPP value, post2
MPP value, post1 ML value, post2 ML value, MPP
label, and ML label. MPP and ML labels repre-
sent the comparison result of MPP and ML values.
For the MPP and ML values comparison settings,
MPP Label "1" : "MPP1" < "MPP2"; MPP La-
bel "0": "MPP1" > "MPP2" , on the other hand,
ML Label "1": "ML1" < "ML2"; ML Label "0":
"ML1" > "ML2". (Chen et al., 2021a). ERAI-
Dataset-pairwise test dataset has 87 pieces data
and identical settings with the train dataset except
without the MPP and ML labels.

2.2 ERAI-Dataset-Unsupervised

The ERAI-Dataset-unsupervised dataset contains
210 Chinese rational posts and their English trans-
lation version without actual MPP and ML values.
Our target is to rank all the posts by their potential
MPP values and ML values, then select the top 10%
of posts that will lead to higher MPP and lower ML.

MPP labels 1 labels 0
109 97

ML labels 1 labels 0
105 91

Table 1: ERAI-Dataset-pairwise labels distribution

Figure 1: Our multi-learning process is composed of
two modules. (a) text classification by the output of
linear classifiers after [CLS] token from PLM. (b) text
regression by the output of shared linear classifiers from
the input post1 and post2 averaged sentence embedding.
Two modules are trained together in the PLM, while
they do not share the same linear classifiers in different
tasks.

3 Method

3.1 In-domain Pre-training
In recent works, the pre-training of language mod-
els on specialized domains has been illustrated
to have advantages for NLP downstream tasks.
(Alsentzer et al., 2019; Yang et al., 2020). We
compare three financial domain pre-training mod-
els to extract financial features that can improve the
performance of the deep learning model.
Fin-Bert: We utilize Fin-Bert model (Yang et al.,
2020), which is pre-trained on massive financial
domain communication corpora including 4.9 bil-
lion tokens.
Sec-Bert-Shape: We also fin-tune Sec-Bert-Shape
model (Loukas et al., 2022), which pre-trained
on financial domain corpus on both tasks of our
original dataset. The Sec-Bert-Shape model also
trained word embedding by ’[SHAPE]’ pseudo-
tokens. The English version datasets are applied to
the models for extracting a financial representation
Astock: For Chinese models, We apply the Chinese
financial domain adapted pre-trained RoBERTa
model called Astock from Zou et al. (2022) on
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the Chinese financial news corpus .

3.2 Sub-task 1: ERAI Pairwise Comparison
Multi-task learning is explored for the task because
the original dataset contains not only MPP and ML
labels for text classification but specific MPP and
ML values for text regression. Our proposed multi-
task learning method is to classify the given post1
and post2 over MPP and ML labels. We consider
this process a combination of text classification and
a text regression task. Figure 1 illustrates the over-
all architecture of our multi-learning models. We
add linear classifiers to process the [CLS] token em-
bedding output from PLM, and shared linear clas-
sifiers to process the averaged post1 and post2 sen-
tence embedding output from PLM. Specifically,
the model is jointly optimized by the binary cross
entropy loss and mean squared error text classi-
fication and regression. Furthermore, losses are
weighted from those double tasks because there
is a significant numerical difference, and it is es-
sential to balance the losses. The formula 1 and
formula 2 show how MSE loss and BCE loss are
calculated where ŷi represents the predicted labels
and yi represents the ground truth labels.

ℓmse =
1

N

N∑

i=1

(yi − ŷi)
2 (1)

ℓbce = −(yi · log(ŷi)+ (1− yi) · log(1− ŷi)) (2)

The final loss we apply is composed of the
weighted MSE loss and BCE loss, shown in the
formula 3 below.

ℓtotal = (1− ω) · ℓbce + ω · (ℓmppmse + ℓmlmse) (3)

As the total loss function ( ℓtotal) defined, the learn-
ing loss function is modeled as the summation
of weighted BCE loss (ℓbce) of classification and
weighted MSE loss (ℓmse) for MPP and ML of re-
gression. Specifically, The modeled MSE loss func-
tion consists of MPP and ML because the model
can output MPP and ML values together in regres-
sion tasks. On the other hand, BCE loss is calcu-
lated by MPP and ML label together, so there is no
need to sum the sub-BCE loss of MPP and ML.

3.3 ERAI Unsupervised Ranking
As sub-task2, there is no ground truth label for
the posts in ERAI unsupervised dataset, so we use
ERAI-Dataset-pairwise as the train and validation
dataset on which we perform our experiment. This

task requires a text regression task, and the model
receives one sentence as input. Therefore, we sepa-
rately trained the models which can output a single
MPP or ML value. The PLM last hidden layer
[CLS] token embedding is taken as the input of a
one-dimension linear classifier to obtain predicted
labels.

4 Experimental Setup and Evaluation

4.1 Evaluation Metric
All our experiments for both tasks use different
evaluation metrics, where accuracy for the sub-
task1 and averaged top 10% ranked values for the
sub-task2 (Chen et al., 2021a). Accuracy deter-
mines how close the predicted labels are to their
true labels:

Accuracy =
1

nsample

nsample∑

i=1

1(ŷi = yi) (4)

where ŷi is the predicted values in our samples with
their true labels yi.
In sub-task2, we use the average MPP value of
the sorted top 10% to evaluate the model where
a higher average MPP or a lower ML refers to
better model performance. The evaluation metric
is shown in the formula 5:

Averaged Rank =
1

ntop

ntop∑

i=1

yi (5)

where yi represents ith sample in the final MPP or
ML rank list.

4.2 Experimental Details
We implement our approach with PyTorch 1.12.1 .
We train all models for 30 epochs and choose the
best model with the validation set. We use a batch
size of 16, a maximum sequence length of 256, and
a dropout probability of 0.1. For the optimizers,
we utilize AdamW (Loshchilov and Hutter, 2017)
with a learning rate of 2e-6.

4.3 Experimental Evaluation
We split the original ERAI pairwise train dataset
into 80% for the new train dataset and 20% for the
validation dataset. For both task1 and task2, we
select four models which are Chinese base Bert
(Devlin et al., 2018), Astock (Zou et al., 2022),
Fin-Bert (Yang et al., 2020), and Sec-Bert-Shape
(Loukas et al., 2022) respectively.
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4.4 Experimental and Official results

We report the accuracy and mean rank based on
five runs with different seeds for the above method.
The averaged results of those 5 runs are shown in
Table 2 and Table 3. As sub-task1, Table 2 has
shown all the experimental performances on our
validation dataset, which can be seen that Chinese
Bert reaches a relatively high accuracy compared
with the other three pre-trained models, which
are 63.75% and 63% for MPP and ML prediction
respectively. Astock and Sec-Bert-Shape perform
best on MPP and ML values rank, respectively,
with predicted averaged top 10% MPP 5.08%
against true averaged top 10% MPP 9.04%, and
predicted averaged top 10% ML -11.30% against
true averaged top 10% ML -7.5%. We apply
Chinese Bert, Astock, and Sec-Bert-Shape to the
official test datasets.

Models MPP ML
Chinese-Bert 63.75% 63%
Fin-Bert 61% 54.20%
Sec-Bert-Shape 52.75% 59.30%
Astock 59.3% 60.25%

Table 2: MPP and ML accuracy

Models MPP ML
Chinese-Bert 3.94% -12.05%
Fin-Bert 3.48% -12.63%
Sec-Bert-Shape 3.30% -11.30%
Astock 5.08% -11.57%

Table 3: Average MPP and ML of Top 10% Posts

Our official results of submitted files are shown
in Table 4. Our team achieves 48.28% and 52.87%
regarding MPP accuracy and ML accuracy. As sub-
task2, we report 14.02% and -4.17% over averaged
top 10% MPP and ML values.

pairwise sub-task 1 accuracy
team name MPP ML
aimi-1 48.28% 52.87%

pairwise sub-task 2 averaged values
team name MPP ML
aimi-1 14.02% -4.17%

Table 4: Official results

5 Conclusion

This paper describes a multi-task learning approach
based on financial domain PLM for dealing with
pairwise comparison and unsupervised ranking de-
rived from rationales of amateur investors dataset.
We demonstrate that joint loss optimization based
on PLM can achieve competitive results. We also
observed that Chinese-based PLM performs better
than English-based PLM because the English trans-
lation cannot accurately express the exact meaning
represented by the original Chinese version. For
the results regarding both tasks, our models obtain
an accuracy of 48.28% and 52.87% for MPP and
ML labels in the first task. Besides, our second task
achieves 14.02% and -4.17% for MPP and ML in
the second task.

6 Limitations

There exist additional limitations in the current
methods based on our method. Firstly, the Pre-
trained Sec-Bert-Shape model tends to capture ad-
vanced representations of numerical tokens, while
numerical token rarely appears in original datasets
based on our observation. Secondly, we can not
provide an efficient data augmentation method for
a limited original dataset. The limitation of data
may bring an overfitting problem for leading to an
inferior result.
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Abstract

The financial reports usually reveal the recent
development of the company and often cause
the volatility in the company’s share price.
The opinions causing higher maximal poten-
tial profit and lower maximal loss can help
the amateur investors choose rational strategies.
FinNLP-2022 ERAI task aims to quantify the
opinions’ potentials of leading higher maximal
potential profit and lower maximal loss. In this
paper, different strategies were applied to solve
the ERAI tasks. Valinna ‘RoBERTa-wwm’
showed excellent performance and helped us
rank second in ‘MPP’ label prediction task.
After integrating some tricks, the modified
‘RoBERTa-wwm’ outperformed all other mod-
els in ‘ML’ ranking task.

1 INTRODUCTION

With the development of data mining and natural
language processing techniques, more and more
people are looking at textual information in vari-
ous fields. One such area is finance. Based on the
financial corpora, researchers have pre-trained sev-
eral models, like Mengzi-Fin (Zhang et al., 2021)
and various versions of FinBERT (Liu et al., 2021;
Yang et al., 2020; Araci, 2019), which help better
learn the semantic layer of financial domain knowl-
edge and more comprehensively learn the feature
distribution of financial domain words and phrases.
Besides, there are a number of researchers who pre-
dict future events with texts (Zong et al., 2020), like
mining the sentiment of financial posts to predict
which stock has better returns (Chen et al., 2021b).
Chen et al. (2021a) compares the rationales of ex-
perts and those of the crowd from stylistic and
semantic perspectives to find the top-ranked opin-
ions, and find they can increase potential returns
and reduce downside risk.

In addition, FinNLP teams holds a series of
workshops to help collect the research related to

∗*Corresponding author

AI in FinTech (Chen et al., 2019, 2018; Zong et al.,
2020; Chen et al., 2020), and to handle some fron-
tier financial problems. This year they have part-
nered with EMNLP and hold ERAI shared task
to evaluate the rationales of amateur investors by
predicting the maximal potential profit (MPP) and
maximal loss (ML) of the given analytical opin-
ions (Chen et al., 2022). We participated it and
came up with several solutions like changing the
optimizer, using ‘Stochastic Weight Averaging’
method, which helped us rank 2nd in the ‘MPP’
classification subtask and 1st in the ‘ML’ ranking
subtask.

2 TASK SETTING AND DATASETS

There are two subtasks in the Evaluating the Ra-
tionales of Amateur Investors (ERAI) shared task
(Chen et al., 2022), namely ‘Pairwise Comparison’
and ‘Unsupervised Ranking’. The former one in-
cludes two binary classification tasks. One aims
to determine, given the opinion pairs, whether the
given opinion 1 will lead to higher maximal poten-
tial profit (MPP) than the given opinion 2, while
another requires to determine whether the opinion
1 will to higher maximal loss (ML) than the given
opinion 2. ‘Unsupervised Ranking’ task requires
to find out the top 10% of the given posts that will
lead to higher MPP. The datasets are collected from
one of the largest financial social media platforms
in Taiwan, PTT Stock 1 and MObile01 (Chen et al.,
2022). And the posts are available in both English
and Chinese. There are 200 post pairs and their
corresponding ‘MPP’ values and ‘ML’ values in
the training phase, while 87 post pairs in testing
phase of ‘Pairwise Comparison’ task and 210 posts
in testing phase of ‘Unsupervised Ranking’ task.

1https://www.ptt.cc/bbs/Stock/index.html

132



3 METHOD

We applied different strategies to handle the ERAI
tasks. In both subtasks, we used a BERT-type pre-
trained model (Devlin et al., 2018), but we treated
‘Pairwise Comparison’ subtask as a sentence pair
classification task and ‘Unsupervised Ranking’ sub-
task as a regression task.

We processed Chinese posts in one more step
than English posts, i.e. turning Traditional Chinese
into Simplified Chinese using ‘zhconv’ library 2

for that many models were pre-trained on simpli-
fied Chinese corpus (Cui et al., 2021). Then we
removed the ‘\n’ characters, urls, and Emoticons
in the posts. Finally, we used a max length of 128
truncation of the posts and fed the cleaned posts
into the models.

3.1 Models for Pairwise Comparison Subtask

We used only the original pre-trained model in
this task, in both Chinese and English, and applied
three-fold cross validation for model fusion. Mod-
els include but are not limited to:

FinBERT 3 incorporated knowledge from the
financial domain, introduced phrase and semantic
level tasks, extracted proper nouns or phrases from
the domain, and was pre-trained using a full word
mask and two types of supervised tasks on Chinses
corpora in the BERT pre-training procedure (De-
vlin et al., 2018).

Mengzi-Fin (Zhang et al., 2021) was pre-trained
on financial news, announcements, research reports
crawled from the web following RoBERTa pre-
training procedure (Liu et al., 2019).

RoBERTa-large-pair (Xu et al., 2020) was prt-
trained on CLUECorpus2020 using a semantic sim-
ilarity model. It has a high probability of working
better than using a direct pre-trained model in se-
mantic similarity or sentence pair problems.

RoBERTa-wwm (Cui et al., 2021) was pre-
trained on Chinese corpora using whole word mask-
ing (WWM). Points to note that the model is not the
original RoBERTa model, but only a BERT model
trained in a similar way to RoBERTa training, i.e.
RoBERTa-like BERT.

3.2 Models for Unsupervised Ranking
Subtask

We used the values of the ‘MPP’ and ‘ML’ columns
corresponding to the two posts in ‘Pairwise Com-

2https://pypi.org/project/zhconv/
3https://github.com/valuesimplex/FinBERT

parison’ subtask as targets to train the regression
model. Three strategies were applied.

BERT-LR fed the features of [CLS] token from
the BERT-base model into a regression layer, which
consists of a dropout layer and linear layer. The
model updated the weights of BERT-model and the
regression layer.

BERT-lightGBM selected BERT-base model as
the feature extractor, and put the selected features
from the [CLS] token into lightGBM regressor. It
is important to note that the model only updated
the weights of lightGBM and not the weights of
BERT.

Modified-RoBERTa-wwm chose RoBERTa-
wwm as the backbone and modified it with
‘Stochastic Weight Averaging’ (SWA) (Izmailov
et al., 2018), ‘MADGRAD Optimizer’ (Defazio
and Jelassi, 2022) and multi-sample dropout (Inoue,
2019). Specifically, SWA generates an aggregate
by combining the weights of the same network at
different training stages, and then uses this model
with the combined weights to make predictions.
Here we trained the first 7 out of 10 epochs with
learning rate 2e-5, and trained the left 3 epochs
with learning rate 1e-4. Besides, we replaced the
Adaw optimizer with MADGRAD optimizer for
that the latter one showed excellent performance on
deep learning optimization. Then the [CLS] token
of all hidden states were averaged for multi-sample
dropout, and the output were averaged for the final
predicting.

4 EXPERIMENTS AND RESULTS

Seven models were adapted in ‘Pairwise Compar-
ison’ task and accuracy was selected as the eval-
uation metric, while three strategies were applied
in ‘Unsupervised Ranking’ task and average MPP
and ML are used as the evaluation metric, just as
table 1 and table 2 show. The definition and the
calculation method of MPP and ML can be found
in Chen et al. (2021a).

4.1 Experiments and Results on Pairwise
Comparison Subtask

To better compare the effectiveness of each model,
we first split the data into three folds and then
trained the three models accordingly. The offline
evaluation metric was the average accuracy of the
three models. All the seven models we used in
‘Pairwise Comparison’ task shared a fixed train-
ing config. They were all trained for 3 epochs with
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Models MPP Offline MPP Online ML Offline ML Online
FinBERT 55.48 - 59.01 40.23

Mengzi-Fin 61.48 - 59.01 40.23
BERT-en 62.98 57.47 58.05 40.23

RoBERTa-en 60.48 - 58.47 -
RoBERTa-large-pair 63.00 57.47 - -

RoBERTa-wwm 63.98 57.47 58.47 -
RoBERTa-large 57.53 - - -

Table 1: The evaluation metric is accuracy. ‘-’ denotes that we don’t test the corresponding model. The figures in
‘MPP Offline’ and ‘MPP Online’ columns are the averaged validation accuracy and test accuracy of the three-fold
models in ‘MPP’ label prediction task repectively, and the highest accuracy is highlighted in boldface.

Models Average MPP of Top 10% Posts Average ML of Top 10% Posts
BERT-LR 8.52% -4.35%

BERT-lightGBM 12.10% -5.77%
Modified-RoBERTa-wwm 14.61% -3.24%

Baseline 17.61% -2.46%

Table 2: The evaluation metric was the average MPP and ML of the top 10% posts. Values in ‘Average ML of Top
10% Posts’ column are all negative may because the given golden label values are all negative. The best performance
is highlighted in boldface and the baseline scores are underlined.

learning rate 4e-5, max input length 128, weight de-
cay rate 0.01 and the Adam parameter 1e-8. Table
1 shows the offline and online performance differ-
ent models. ‘FinBERT’, ‘Mengzi-Fin’, ‘RoBERTa-
large-pair’ and ‘RoBERTa-wwm’ were trained on
the Chinese posts, while the others were all trained
on the English opinions. Although ‘FinBERT’ and
‘Mengzi-Fin’ were pre-trained on financial domain
texts, they still performed worse than the models
pre-trained on general domain corpora like ‘BERT-
en’. And the models pre-trained on Chinese cor-
pora showed better performance than the ones pre-
trained on English corpora. This may be because
the English posts were translated and the transla-
tion can lead to errors, in addition to the fact that
there are inherent differences between different lan-
guages. ‘RoBERTa-wwm’ achieved the best accu-
racy, which ranked 2nd in the MPP prediction task.
However, all three models we submitted showed
same accuracy on the test set, which may imply we
should not split the dataset into three folds, or there
is gap between the training and test dataset and our
model don’t learn anything.

4.2 Experiments and Results on Unsupervised
Ranking Subtask

The training config of the models in ‘Unsupervised
Ranking’ task were not the same. ‘BERT-LR’ was
trained for 5 epochs with learning rate 4e-5 and

max input length 300 while ‘Modified-RoBERTa-
wwm’ was trained for 10 epochs with max input
length 256. Besides, the first 7 epochs were trained
with learning rate 2e-5 and the last 3 epochs with
learning rate 1e-4. The [CLS] token of all hidden
states were averaged and then put softmax layer,
normalization layer, regressor with multi-sample
dropout sequentially. Finally, the average output
were used to make predictions. The baseline only
used stylistic and semantic features of the posts,
which can be found in Chen et al. (2021a).

The performance of the three models could be
seen in table 2. The performance of all our models
don’t exceed the baseline. ‘Modified-RoBERTa-
wwm’ outperformed the left two models in both
tasks, while ‘BERT-LR’ performed worst in ‘MPP
’ rank subtask and second worse in ‘ML’ subtask.
It is important to notice that ‘Modified-RoBERTa-
wwm’ ranked first in all competition teams in ‘ML’
rank subtask. Due to time constraints, we did not
apply either the ablation study or the model from
the ’unsupervised ranking’ task to the ’pairwise
comparison’ task, which may also be a good solu-
tion.

5 CONCLUSION

In this work, we introduced our system mod-
els in FinNLP-2022 ERAI task. In ‘Pairwise
Comparison’ task, seven models were discussed
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and ‘RoBERTa-wwm’ outperformed other models
and helped us rank 2nd in the ‘MPP’ classifica-
tion among all submissions. While in ‘Unsuper-
vised Ranking’ task, we tried three strategies and
‘Modified-RoBERTa-wwm’, which incorporated
‘Stochastic Weight Averaging’ (SWA), ‘MAD-
GRAD Optimizer’ and multi-sample dropout,
showed best performance and ranked 1st in the
‘ML’ ranking subtask.

In the future, we want to apply the models in
‘Unsupervised Ranking’ task to ‘Pairwise Compar-
ison’ task through predicting the ‘MPP’ and ‘ML’
values of the posts. Besides, we found that the
values of ’MPP’ and ’ML’ showed a negative cor-
relation in both ‘Pairwise Comparison’ task and
‘Unsupervised Ranking’ task. This may be because
the ‘MPP’ values are all positive and the ‘ML’ val-
ues are all negative, and we are trying to figure out
if this is the reason or not.
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Abstract

Social media and online forums have made it
easier for people to share their views and opin-
ions on various topics in society. In this paper,
we focus on posts discussing investment related
topics. When it comes to investment , people
can now easily share their opinions about on-
line traded items and also provide rationales to
support their arguments on social media. How-
ever, there are millions of posts to read with
potential of having some posts from amateur
investors or completely unrelated posts. Identi-
fying the most important posts that could lead
to higher maximal potential profit (MPP) and
lower maximal loss for investment is not a triv-
ial task. In this paper, propose to use determi-
nantal point processes and variational autoen-
coders to identify high quality posts from the
given rationales. Experimental results suggest
that our method mines quality posts compared
to random selection and also latent variable
modeling improves improves the quality of se-
lected posts.

1 Introduction

The internet revolution and the social media era
has made it easy for the public to create and share
information including their opinions about certain
aspects in society like politics (Chambers et al.,
2015), economy (Pekar and Binner, 2017), finance
(Chen et al., 2021b) and investment (Wang et al.,
2020). When it comes to investment, it is now
so simple for people to share their opinions about
online traded items in online platforms, stock in-
vestment websites in real time. These numerous
public comments are of great value in reflecting
market conditions and making trading decisions.

The open nature of most of these online plat-
forms means that anyone can share any informa-
tion whether they are experts on the topic being
discussed or not. This presents a serious challenge
in identifying high quality opinions especially for
critical purposes like investment from such a large

crowd of mined results. When people are giving
their investments opinions, they provide supporting
augments which we define as rationales supporting
their reasoning. In the paper, we use the rationales
behind the view points by sorting out the opin-
ions that would to higher maximal potential profit
(MPP) and lower maximal loss (ML) (Chen et al.,
2021a).

The majority of the previous studies have lied on
the idea of large numbers using average results ob-
tained from popular tasks for example opinion min-
ing and sentiment analysis. The most recent and
competitive approach by (Chen et al., 2021a) identi-
fies posts of high quality by making an assumption
that these posts will have similar characteristics as
those written by experts.

In this work, we present an approach based on
idea that high quality opinions are those that are
less redundant but at the same time highly valu-
able. Unlike the previous approaches, we do not
use any documents written by experts since they
may not be available but rather only base on con-
textualized representations from the provided ra-
tionales using sentence transformers (Reimers and
Gurevych, 2019). We select begin by identifying
groups of similar opinions by performing joint di-
mensionality reduction and deep clustering on the
embedding space of the opinions using variational
autoencoders (Märtens and Yau, 2020). Determi-
nantal point process (Kulesza and Taskar, 2010)
are then used to select a set of representative opin-
ions from the groups identified by variational au-
toencoders while maintaining high diversity among
them.

2 Related Work

Social media and online data have exponentially
grown in the last few years and many domains are
trying it to leverage to their advantage. Some previ-
ous works have focused on utilizing user-generated
data from social media (Ghosh Chowdhury et al.,
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2019; Rouhizadeh et al., 2018), online forums
(Wang et al., 2010), and e-commerce platforms
(Backus et al., 2020). Most existing works aims to
find clusters, topics, classes or categories from so-
cial media data (Jiang et al., 2019; Preoţiuc-Pietro
et al., 2019). These approaches usually take into
account the law of large numbers and simply aver-
age the results extracted from tasks such as opinion
mining and sentiment analysis.

Few of the previous works have focused on eval-
uating opinion quality. Zhongyu and Yang used
feature-based methods using textual information
in the comments and social interaction related fea-
tures (Wei et al., 2016). Ying and Duboue provided
an annotated pilot dataset and used a vanilla neural
network with semantic information to classifica-
tion (Ying and Duboue, 2019). The most recent
work is then one by (Chen et al., 2021a) that lever-
ages high-accuracy models trained on documents
written by experts and the crowd to mine high qual-
ity opinions from the crowd. In contract, to the
existing work, we take a purely unsupervised ap-
proach using determinantal point processes and
variational autoencoders without assuming access
to documents written by experts.

3 Methodology

This section describes our proposed methodology
to identify the most import important opinions from
a pool of opinions provided by amateur investors.
Our methodology is based on the assumption that
the most important articles should not be redundant
but at the same time should contain the most valu-
able information that could lead to higher MPP and
lower ML.

3.1 Text Representation

We obtain embeddings for all the input sentences
using a pre-trained SBERT (Sentence Bidirec-
tional Encoder Representations from Transform-
ers) (Reimers and Gurevych, 2019). SBERT is
a modification of the pre-trained BERT networks
using Siamese and triplet networks, which make
it able to derive semantically meaningful sen-
tence embeddings. This model was trained using
Stanford Natural Language Inference(SNLI) and
Multi-Genre Natural Language Inference (MNLI)
datasets. SNLI contained 570, 000 annotated sen-
tence pairs and MNLI contained 430000 annotated
sentence pairs.

3.2 Latent Variable Modeling
In this section, we use a variational autoencoder (a
likelihood based deep generative model) for iden-
tifying the most interesting groups from a large
collection of online posts. Deep generative mod-
els define a joint probability distribution over a set
of random variables composed of multiple layers
of hierarchies. Our methodology is based on an
assumption that online posts belong to a certain
unobserved latent space, and it is only sufficient
to read through only representative posts from the
same group.

More formally, let x = {x(i)}Ni=1 be a dataset
consisting of N Independent and identically dis-
tributed (i.i.d) samples of a variable x in a poten-
tially high-dimensional space. We make an assump-
tion that data is generated by some random process
involving an unobserved continuous random vari-
able z in a much lower dimensional space. Suppose
that z has a normal prior distribution z ∼ N (0, 1)
and that fθ(z) is a family of deterministic func-
tions given by deep neural networks. The process
of latent variable modeling involves of two steps:
(1) Latent variables z are generated from some
prior distribution p(z). (2) Observed variables x
are generated from some conditional distribution
p(x|z).

The goal here is to learn the model distribution
p(x) to fit parameters of the true data distribution
as well as possible. This is achieved by minimiz-
ing the Kullback-Leibler (KL) divergence between
the two distribution equivalent to maximum like-
lihood objective. Our focus is on latent variable
models, which define the marginal log-likelihood
via a latent variable z

log p(x) = log

∫
p(x|z)p(z)dz (1)

Assuming that conditional likelihood is described
by the Gaussian likelihood just like the prior distri-
bution; xi|zi, θ ∼ N (fθ(zi), σ

2).
Estimating log pθ(x) involves an intractable in-

tegral, VAE instead optimizes maximizing a varia-
tional lower bound LV AE(x) on the log-likelihood
log p(x) ≥ LV AE(x) where:

LV AE = Eq(z|x)[log p(x|z)]−KL(q(z|x)||p(z))
(2)

In a standard VAE, the variational approxima-
tion q(z|x) is known as the encoder and the latent
variable z is known as the decoder. Since our inter-
est lies in identifying the groups of similar articles
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from where we can sample from, we use a decoder
that has a mixture prior during the decoding pro-
cess as proposed by Martens and Yau (2020).

The mixture prior is introduces a set of basis
functions f (k)

basis parameterized by neural networks.
The decoder in the standard VAE is replaced with
a basis decoder network fbasis : RQ → RP with
output mapped to the data via a categorical ran-
dom variable, that is for every data dimension
m ∈ {1, ..,M}

f
(m)
decoder(z) =

K∑

k=1

wm,k.f
(k)
basis(z) (3)

where {wj,1, ...wj,K} ∼ Categorical(λ1, ..., λK)
(Märtens and Yau, 2020).

We identify the high quality opinions by
selecting from the categorical distributions
Categorical(λ1, ..., λK) using determinantal
point process (DPP).

3.3 Determinantal Point Process
Let S = {1, .., n} denote a finite ground set con-
taining n items corresponding to all sentences from
one of the K groups identified by the variational au-
toencoder. Our goal is to find subsets of sentences
s ⊆ S from all the K group that are most likely to
lead to higher maximal potential profit (MPP) and
lower maximal loss (ML).

A point process P on a discrete set S is a proba-
bility measure on 2S (the set of all possible subsets
of S). P is called a determinantal point process
if there exists a positive semi-definite matrix L in-
dexed by elements of S such that if S ∼ P , we
have

P(Y ;L) =
det(Ls)

det(L+ I)∑

s⊆S
det(Ls) = det(L+ I)

(4)

where det(.) is the determinant of a matrix; I is
the identity matrix; L ∈ Rn×n is a positive semi-
definite matrix known as L−ensemble. Lij is a
measure of the correlation between sentences i and
j, Ls is a sub matrix of L containing only entries
indexed by elements of s ⊆ S.

We decompose the kernel matrix L−ensemble
matrix assuming L is Gram matrix adopted from
(Kulesza and Taskar, 2010): Lij = qi.Zij .qj where
qi ∈ R+ is a positive real number indicating the
quality of a sentence and Zij is a measure of simi-
larity between sentences i and j. Let s = {i, j} be

a summary containing only two sentences i and j,
its probability P(Y ;L) can be computed as:

P(Y = {i, j};L) ∝ det(LY )

=

∣∣∣∣
qiZiiqi qiZijqj
qjZjiqi qjZjjqj

∣∣∣∣
= q2i .q

2
j .(1− Z2

ij)

(5)

If two sentences i and j are similar to each other,
denoted by Zij , then any subset containing both
sentences will have low probability of inclusion.
The selected subset S achieving the highest prob-
ability thus should contain a set of high-quality
sentences while maintaining high diversity among
the selected sentences via pairwise repulsion.

4 Experimental Results

4.1 Evaluation
The quality of the top retrieved opinions are eval-
uated using maximal potential profit (MPP) and
lower maximal loss (ML). To calculate MPP and
ML, we follow the opinion of the post on day t
when entering the market at opening price on day
t+ 1. The maximum possible profit and the maxi-
mum loss are traced during the backtesting period
to find the unrealized return of the trading based on
the opinions of amateur investors. For bullish opin-
ions posted on day t, MPP and ML are calculated
as shown in Equation 6 (Chen et al., 2021a):

MPPbullish = (max(H(t+1,T ))−Ot+1)/Ot+1

MLbullish = (min(L(t+1,T ))−Ot+1)/Ot+1

(6)

where Ot represents the opening price of the day
t, Ht,T denotes a list of the highest price of the day
t to day T , Lt,T denotes a list of the lowest prices
of day t to day T , and T is the last day of the back
testing period.

For bearish opinions posted on day t, the MPP
and the ML are calculated as follows in Equation 7
(Chen et al., 2021a):

MPPbearish = (Ot+1 −min(L(t+1,T )))/Ot+1

MLbearish = (Ot+1 −max(H(t+1,T )))/Ot+1

(7)

4.2 Data
The dataset used for experiments in this paper was
provided by the organizers of the shared task on
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Model Average MPP Average ML
Random 11.94% -17.28%
DPP 11.34% -6.77%
DPP-VAE 14.81% -5.85%

Table 1: Experimental results showing average Maximal potential profit (MPP) and Maximal Loss (ML) of the the
top 10% of the posts identified by proposed method (DPP-VAE) and the comparison methods

Evaluating the Rationales of Amateur Investors
(ERAI) organized at FinNLP: The Fourth Work-
shop on Financial Technology and Natural Lan-
guage Processing at EMNLP 2022. The dataset
consists of of social media posts from 2019/05/13
to 2019/06/13 consisting of 210 texts of investors’
opinions written in text (Chen et al., 2021a).

4.3 Experimental Setup
We used sentence transformers library (Reimers
and Gurevych, 2019) to obtain sentence represen-
tations of opinions. BasicVAE(Märtens and Yau,
2020) was used for latent variable modeling and im-
plementing translation invariant variational autoen-
coder. Determinantal Point Processes (DPP) were
implemented using submodlib library (Kaushal
et al., 2022).

4.4 Discussion
In this section, we discuss the results obtained with
our model (DPP-VAE) and other comparison meth-
ods in terms of average maximal potential profit
(MPP) and lower maximal loss (ML). Table 1 sum-
marizes the average results of the top 10% of the
posts on the ERAI dataset. For interpretation pur-
poses, the higher the MPP and the lower the aver-
age absolute ML, the better the model performance.

Our results demonstrate that selecting the most
important and diverse opinions from the a pool of
investor opinions can lead to a lower average ML
(−6.77% against −17.28%). Contrary to our ex-
pectations, a naive random selection for our case
can sometimes be better than a careful selection
in terms of average MPP (11.94% versus 11.34%).
The difference in average lower maximal loss (ML)
between random selection and DPP could be possi-
bly be attributed to the fact that DPP select the most
diverse opinions. This can be seen as a more risk-
averse strategy of investment which would lead to
lower maximal loss but not necessary higher prof-
its.

Our proposed methodology (DPP-VAE) which
combines latent variable modeling and DPP reg-
isters a significant performance gain in terms of

average MPP over naive random selection (14.81%
against 11.94%) and average ML (−5.85% ver-
sus −17.28%). These performance differences re-
enforces that careful selection rather random selec-
tion of opinions or articles to read is very key to
achieve optimal results.

Our experimental results as demonstrated in Ta-
ble 1 also demonstrate the importance of latent
variable modeling in reducing redundancy over se-
lected opinions from the crowd. The performance
difference can be attributed to the fact that the
marginal benefit of reading two important articles
from the same groups (assumed to be similar) is
much less than reading two important articles from
different groups.

However, the proposed method (DPP-VAE)
is still out-performed by the top method pro-
posed in (Chen et al., 2021a) in terms of average
ML (−2.46% versus −5.77%) and average MPP
(17.61% versus 14.81%). The difference in per-
formance can be attributed that methods leverages
high accuracy models trained on documents written
by experts to mine top of opinions. Much as their
method is unsupervised but stylistic and semantic
features learned from expert documents contributes
significantly to their performance. Our method
assumes no access to any documents written by ex-
perts which in most cases may not be available and
thus takes a completely unsupervised approach.

5 Conclusion

In this paper, we propose an approach that iden-
tifies the most diverse and important opinions a
large pool of opinions as high quality opinions.
The proposed approach approach (DPP-VAE) com-
bines variational auto-encoders and determinantal
point process (DPP) to mine top quality opinions.
The rationale behind our methods is that looking
at diverse and well-represented opinions from a
large crowd is more likely to lead to average max-
imal potential profit (MPP) and lower maximal
loss (ML). Experimental results reveal that our pro-
posed method improves over baseline determinan-
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tal point process (DPP) and also achieves signifi-
cant performance gains over random selection.

Results further reveal that the gain obtained from
our method (DPP-VAE) on average ML is much
more than that obtained on average MPP. We at-
tribute this to the fact that reading diverse opinions
from different investors may be seen as a more risk
averse strategy. As future work, it is important
to experiment how guiding a determinantal point
process selection with a few opinions written by
experts would boost its performance and also ex-
tending the methodology beyond the ERAI dataset.
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Abstract
In this paper, we discuss the various approaches
by the Jetsons team for the “Pairwise Com-
parison” sub-task of the ERAI shared task to
compare financial opinions for profitability and
loss. Our BERT-Chinese model considers a
pair of opinions and predicts the one with a
higher maximum potential profit (MPP) with
62.07% accuracy. We analyze the performance
of our approaches on both the MPP and maxi-
mal loss (ML) problems and deeply dive into
why BERT-Chinese outperforms other models.

1 Introduction

Natural language processing (NLP) has the poten-
tial to uncover meaningful insights from the vast
amounts of unstructured data and impact the fi-
nancial services industry. The use cases for finan-
cial NLP range from quantitative trading, portfolio
selection, and risk assessment to speech recogni-
tion and customer chatbots on various unstructured
sources, including transcripts of quarterly earnings
calls, research reports, company filings, and social
media chatter. People frequently express opinions
about financial products, services, investments, and
the stock market on social media. Such financial
opinions can be effectively mined to provide rec-
ommendations and influence user/enterprise per-
ception.

The Evaluating the Rationales of Amateur In-
vestors (ERAI) shared task (Chen et al., 2022) fo-
cuses on opinions that would lead to profitable out-
comes by using forecasting skills as a proxy. It is
formulated as follows: given two opinions about a
company extracted from Chinese social forums by
amateur investors, predict the opinion that would
lead to a higher profitable outcome or higher loss.
We approach this problem using several strategies
to represent and classify opinions, including: (1) us-
ing BERT-Chinese1 on the original Chinese posts,

*These authors contributed equally to this work
1https://huggingface.co/bert-base-chinese

(2) using RoBERTa (Liu et al., 2019) and other
BERT (Devlin et al., 2018) variants on the English
translated opinions, (3) using (2) in conjunction
with POS tag features and (4) an ensemble of some
of these approaches. Our approach using BERT-
Chinese topped the test leaderboard for the MPP
task.

We present the results of all these approaches
and analyze how these models perform for the MPP
task. We also examine what we may have lost in
translation between Chinese and English and why
the BERT-Chinese model outperforms the English-
language BERT models.

2 Related Work

2.1 NLP on User generated content

The world of NLP has started focusing on user-
generated content on the internet. There have been
several works (Yadav et al., 2018; Wang et al.,
2010) targeted at blogs, online forums (Yates et al.,
2017), e-commerce platforms, and social media.
Most of these works are oriented towards mining
data from these sources, while of late, work tar-
geted towards evaluating the opinion quality has
garnered the community’s interest. In (Diaz and
Ng, 2018), authors present a survey in the context
of e-commerce platforms. Chen et al. (2019) pro-
pose numeral attachment highlighting the relation-
ship between cashtags and numerals in financial
content. Lin et al. (2019) use sentiment on social
media platforms to predict company sales while
Xu and Cohen (2018) adopt tweets to predict stock
movement. Basile et al. (2019) find that the style
information of restaurant reviews can provide infor-
mation about the authors. Zhang et al. (2019) show
that authorship styles can predict the trafficker. Our
current work follows the ideology of employing
user-generated content online. Specifically, we are
interested in comparing a pair of opinions presented
by amateur investors and identifying the profitable
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one among them.

2.2 Ranking Opinions

Feature-based approaches have been developed to
rank argumentative comments (Wei et al., 2016)
and product reviews (Eirinaki et al., 2012). In Ying
and Duboue (2019), authors annotate a pilot dataset
and classify rationales into four levels for educa-
tional purposes. In Chambers and Jurafsky (2008);
Chambers et al. (2007), authors demonstrate how
action words impact the narrative chain. In our
work, we apply a similar strategy to opinions by
grounding the model on action words in the opin-
ion.

2.3 NLP based on Machine Translation

Several works have documented the advantages of
employing a machine translation model to perform
NLP tasks in a target language. Back translation
has been a very useful part of several tasks such
as sentence simplification (Vo et al., 2022), style
transfer (Prabhumoye et al., 2018), semantic role
labeling (Wu et al., 2022), etc. However, transla-
tion has been shown to cause confounding errors
due to the errors in the translated content. In our
current work, we highlight this by comparing the
performance of models trained directly on Chinese
and the models trained on the translated English
version of the data. We identify two categories of
translation errors and highlight them in our analy-
sis.

3 Dataset and Methods

The training dataset contains 200 instances of opin-
ion pairs in Chinese, their English translations,
along with an MPP (maximum potential profit)
label and an ML (maximum loss) label (Chen
et al., 2021). In every instance, the pair of opin-
ion posts have associated MPPi and MLi values
where i ∈ {1, 2}, MPPi ∈ [0.0, 0.16) and MLi
∈ (−0.24, 0.0]. If opinion 1 leads to higher MPP
than opinion 2 i.e., MPP1 ≥MPP2, the MPP label
is 1, otherwise 0. Similarly, if opinion 1 leads to
higher loss than opinion 2 i.e. ML1 ≤ ML2, the
ML label is 1, otherwise 0. Out of the 200, there are
only seven instances where the absolute difference
between ML values of opinion 1 and 2 is greater
than 0.1. Similarly, for MPP values, there are only
six instances where the absolute difference between
opinions 1 and 2 is greater than 0.1. The dataset
distribution of ML and MPP labels as shown in Ta-

Dataset Labels ML MPP
Training 1 105 109

0 95 91
Testing 1 63 44

0 24 43

Table 1: Distribution of labels

ble 1. The test dataset contains 87 pairs of Chinese
opinion posts and their English translations.

For the “Pairwise Comparison” subtask, given
pairs of opinions in Chinese and their English trans-
lations as input, we train two separate classification
models to predict the MPP label and ML label, re-
spectively. We describe some of our approaches in
the following subsections.

3.1 BERT-Chinese (BBC)

Since Chinese is the original language of the posts,
we consider using a language model to process
the information embedded in Chinese. We choose
the ‘bert-base-chinese’ model (BBC), a pre-trained
Chinese model based on the ‘bert-base-uncased’
model. We finetune a classification model based
on the pre-trained BBC model by adding a binary
classification layer on top of the pre-trained model.
We tokenize and append the opinion pairs separated
by a [SEP] token and feed it to our models as input.
The learning rate is set to 1e− 5, and the model is
trained for 20 epochs.

3.2 Using POS Tags and Named Entities

Given the small size of the training set, we con-
sider hand-crafted features to train our classifi-
cation models. We fine-tune ‘xlm-roberta-large’
(Conneau et al., 2019) on verbs (XRL-VERBS in
table 2) and named entities (XRL-ENTITIES in ta-
ble 2) extracted from the opinions using the ‘spacy’
python library 2. Instead of feeding the entire posts
as input to the models, we use space-separated
verbs or named entities. The tokenization, input
sequence, and final classification layer for both
models are generated as described in subsection
3.1. The learning rate is set to 8e − 6, and the
models are trained for ten epochs.

3.3 Ensemble

We also develop an ensemble model combining
the Chinese posts and the corresponding English
translations. We feed the Chinese posts into the

2https://spacy.io/usage/linguistic-features
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Model MPP-test ML-test
BBC 62.07 37.93
XRL-VERBS 49.43 36.78
XRL-ENTITIES 53.49 59.30
ENSEMBLE 47.13 41.38

Table 2: Results of the experiments on the test set.

BBC model and the English posts into the ‘xlm-
roberta-large’ model, respectively. We concatenate
the final hidden states from the two models and
add a linear layer on the combined hidden states to
generate the binary classification results. Consider-
ing the complexity of the model, a dropout layer is
added with a dropout ratio set to 0.3, and weighted
cross-entropy loss is used as the loss function. The
learning rate is set to 1e − 5, and the model is
trained for 15 epochs.

4 Experimental Results

All models are trained using 10-fold cross-
validation on the training set. The model corre-
sponding to the best fold accuracy is used to obtain
predictions on the test set. Table 2 shows the ac-
curacy scores on the test set. The table shows that
the BBC model performs the best on the test set
for the MPP task with an accuracy of 62.07%. The
XRL-ENTITIES model performs the best for the
ML task with an accuracy of 59.30%.

5 Analysis

This section focuses on analyzing the impact of
using the original Chinese posts for classification.
The analysis is carried out in two ways - under-
standing the translation errors and probing the BBC
model. All analysis presented in this section is for
the MPP classification task.

5.1 Translation Errors
Out of the 87 test instances, the BBC model in-
correctly classifies 33 instances. We further filter
these instances using three steps. First, train an
equivalent English model, Me, for the MPP classi-
fication task. Second, Let Se be the set of instances
where the model Me makes an incorrect classifi-
cation. Lastly, filter Se to obtain Se−c by keeping
instances that BBC correctly classified.

The BBC model is the ‘bert-base-uncased’
model further pre-trained on the Chinese Wikipedia
data. Therefore, for Me we use the ‘bert-base-
uncased’ model and obtain Se−c containing 17 in-

stances. One annotator fluent in both languages
manually analyzed the English translations of these
17 posts. The observed errors are divided into two
categories:

1. Literal translation of idioms - In some cases,
the Chinese text span that represents an id-
iom is translated literally and not contextually.
For example, ‘盤中給賣掉，現在給我漲
起∼∼氣死人’ in the provided dataset is trans-
lated to ‘Sold it on the plate, and now give me
up ∼∼ Furious people’ where the span ‘盤中
給賣掉’ literally translates to ‘Sold it on the
plate’. However, contextually, the span means
‘sold it in the middle of the day’.

2. Missing words/insertion of new words - In
some cases, the translation of a span of Chi-
nese text does not match the actual meaning
or inserts new words. For example, in the pro-
vided dataset, ‘發哥每天的利多還是比利空
多但股價磨人阿 三不五時還會破底支撐
都不是支撐能抱的住真的很厲害’ is trans-
lated to ‘Big Brother’s daily Lido is still Billy,
But the stock price is grinding It will break
the bottom of three or five o’clock Support
is not support It’s really amazing to hold it.’
However, the span ‘每天的利多還是比利空
多’ actually translates to ‘is more bullish than
bearish every day.’

5.2 BBC Model Probing

The BBC model has been pre-trained first on En-
glish text, followed by Chinese text. Since the
model has been trained in both languages, we eval-
uate the model using posts in different training and
test languages. In addition to using the original
English-translated posts, we also generate training
and test datasets using Google Translate3 to eval-
uate the effect of using another translation system.
Table 3 shows the results of these experiments. The
table reports the average test set accuracy across
the ten folds and the best test set accuracy.

The results show that using Chinese as the train-
ing language and English as the testing language
results in the highest accuracy and average accu-
racy. Additionally, we see an increase in the test set
accuracy when the English posts generated using
Google Translate are used, showing the impact of
the translation errors. These observations lead to
two questions - (1) if the BBC model vocabulary

3https://translate.google.com/
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Train Test Avg. Best
language language accuracy accuracy
zh zh 59.8 64
zh en-old 63.9 66
zh en-cor 66.3 67
en-cor en-cor 62.3 66
en-cor zh 47.6 52
zh es 63.7 64

Table 3: Results of experiments using different lan-
guages for train and test set with the BBC model on the
MPP label classification task. zh - Chinese, en - English,
en-old - the original English posts, en-cor - the corrected
English posts, es - Spanish.

is in Chinese, what information is the model ex-
tracting from English tokens to classify the posts
correctly? and (2) what happens when a third lan-
guage is used for the test set?

To answer the first question, we use the
transformers-interpret4 package to visualize the
token level attentions to understand which tokens
helped the model in correctly classifying the posts.
For this experiment, we use two models - the
BBC model trained on Chinese posts but tested
on the corrected English posts (BBCCE), and a
BBC model trained on Chinese posts and tested on
the Chinese posts (BBCCC). We look at two exam-
ples: both models make a correct prediction, and
only BBCCE makes a correct prediction. Figures 1
and 2 show two examples, first, where the model
makes a correct prediction for both languages, and
second, where the model predicts correctly only
for the English language. The attention weights
(in green) in Figure 1 show that the models mostly
attend to the same tokens when making the predic-
tion. However, this is not the case for the second
example in Figure 2, where the model attends to
different tokens when given the Chinese posts as in-
put. The attention scores also show that the model
significantly attends to UNK tokens. We intend to
investigate this observation as part of our future
work.

In the final set of analyses, we experiment by us-
ing Spanish for the test set to evaluate if the model
can transfer the learning to another language owing
to its impressive performance when using English
for testing. Table 3 shows that using Spanish results
in the best test set accuracy of 64%. Empirically,
this seems to match the accuracy obtained when

4https://github.com/cdpierse/transformers-interpret

Figure 1: Test example showing the BBC model with
token attentions for English and Chinese language with
correct predictions for both languages

Figure 2: Test example showing the BBC model with
token attentions for English and Chinese language with
correct predictions for English

using Chinese for the test set. However, when an-
alyzed, we observe that the model predicts class
label 1 for all test samples resulting in high accu-
racy. This experiment yields two key observations
- (1) the BBC model exhibits impressive perfor-
mance on the English test set as it is pre-trained on
the language, and (2) the accuracy metric cannot
be used to evaluate models for this task owing to
its class imbalance. Another metric, like Macro F1,
can alleviate the class imbalance and help in better
model comparison.

6 Conclusion

This paper discusses the models submitted for the
ERAI Pairwise Comparison subtask organized at
FinNLP 2022. Of the submitted models, the BERT-
Chinese model trained on the Chinese posts ranks
first on the MPP label leaderboard. We investi-
gate why using Chinese posts over translated En-
glish posts results in higher accuracy and attribute
the behavior to errors in translation. Additionally,
we probe the BERT-Chinese model using differ-
ent training and testing language combinations to
evaluate the impact of two language pre-training.
We show that the model did better when trained on
Chinese posts and tested on English translations.
Lastly, we show that the accuracy metric is not
suited for the task owing to its inability to handle
class imbalance.
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subtask. The high variance in the scores is due to
the dataset’s small size.
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k MPP-test ML-test
0 45 60
1 80 60
2 55 55
3 80 60
4 65 80
5 35 60
6 50 50
7 50 60
8 55 65
9 60 20

Table 4: Ten-fold cross validation accuracy scores of
the BBC model for the MPP task and the XRL-ENTITIES
model for ML task.
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Abstract
Previous work has demonstrated the viability of
applying deep learning techniques in the financial
area. Recently, the task of stock embedding learn-
ing has been drawing attention from the research
community, which aims to represent the character-
istics of stocks with distributed vectors that can be
used in various financial analysis scenarios. Ex-
isting approaches for learning stock embeddings
either require expert knowledge, or mainly focus
on the textual part of information corresponding
to individual temporal movements. In this pa-
per, we propose to model stock properties as the
combination of internal attributes and relational at-
tributes, which takes into consideration both the
time-invariant properties of individual stocks and
their movement patterns in relation to the market.
To learn the two types of attributes from financial
news and transaction data, we design several train-
ing objectives based on contrastive learning to ex-
tract and separate the long-term and temporary in-
formation in the data that are able to counter the
inherent randomness of the stock market. Experi-
ments and further analyses on portfolio optimiza-
tion reveal the effectiveness of our method in ex-
tracting comprehensive stock information from var-
ious data sources.

1 Introduction
With the prosperity of machine learning, a whole new range
of powerful data analysis tools has been introduced to ap-
plied fields such as health and economics. One of the areas
that benefit most from this revolution is the area of finan-
cial technologies, where machine learning has been widely
used in tasks including stock trend prediction [Li et al., 2020;
Zhao et al., 2021] and optimal execution [Ning et al., 2018].

In this work, we focus on the task of stock embedding
learning. Similar to the well-studied task of word embed-
dings, stock embedding learning aims to represent the char-
acteristics of a stock with a densely distributed vector. Stock

∗These authors contributed equally to this work.
†Contact Author.

embeddings that capture the comprehensive properties of
stocks accurately can provide valuable stock information for
downstream financial analysis.

Previous methods for learning stock embeddings broadly
fall into two categories. Methods in the first category pro-
pose to combine stock representation learning with traditional
technical analysis and learn the intrinsic properties or indica-
tors based on the investment behavior of fund managers [Li
et al., 2019; Chen et al., 2019]. However, the professional
knowledge of human experts is usually difficult to access for
the public, limiting the scope of application. Also, due to the
vast amount of data in the stock market, even experts cannot
take a comprehensive view of all available information.

The second category consists of methods that are more fo-
cused on data-driven deep learning techniques and bear more
resemblance to our approach [Du and Tanaka-Ishii, 2020].
These methods make use of financial news and stock price
data by employing learnable stock embeddings in the stock
movement prediction or classification task. The main draw-
back of these approaches is that they only focus on the textual
part of information corresponding to the movement of stock.
Consequently, they either neglect the intrinsic properties of a
stock or fail to explicitly model the relations between stocks,
both of which carry valuable information for the process of
financial analysis.

In view of the downsides of existing work, we propose
a method to extract comprehensive stock information solely
from news and price data. To be specific, we model the char-
acteristics of a stock from two aspects: the internal attributes
and the relational attributes. For example, consider the fol-
lowing excerpt from a financial news article:

...Carmakers Toyota [7203.T] and Nissan [7201.T],
for instance, have both underperformed the
Nikkei’s 5.6 percent gain this year, posting losses
of 11 percent and 6.6 percent respectively. ...

Here, “Carmakers” conveys information about the internal at-
tributes of Toyota (7203.T) and Nissan (7201.T), i.e., both
are in the industrial sector of “Transportation Equipment”.
On the other hand, “both underperformed” reflects the re-
semblance in the market performance of these two stocks, an
example of what we define as the relational attributes .

However, information regarding the two types of attributes
is implicit, largely blended in the data and subject to the ran-
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domness of the market. To address these issues, we propose
to disentangle the long-term information and the temporary
information in the data for mining the stable properties of in-
dividual stocks and stock relations. Inspired by the success
of contrastive learning, we design several contrastive train-
ing objectives that extract long-term and temporary informa-
tion from data to learn internal and relational attributes, re-
spectively. Compared to previous methods, our stock em-
beddings are able to capture more comprehensive informa-
tion contained in the text and price data, thus modeling the
inherent properties and relations of stocks more accurately.

To testify the effectiveness of our approach, we apply our
learned stock embeddings to the task of portfolio optimiza-
tion. The portfolio yielded by our method achieves the high-
est return and the lowest risk of all tested approaches, demon-
strating the superiority of our approach.

Our contributions can be summarized as follows:
• We propose to model stock properties as the combina-

tion of internal attributes and relational attributes and to
learn these attributes from the long-term information and
temporary information in the data.

• We design several contrastive objectives to counter the
effect of randomness in the market and extract long-term
and temporary information into stock embeddings.

• Experiments on portfolio optimization and further anal-
yses show the effectiveness of our method in learning
internal and relational attributes of the stocks.

2 Method
In this section, we describe the model architecture and the
designed contrastive objectives to capture the internal and re-
lational attributes of stocks from textual news and transaction
data in our embeddings, as shown in Figure 1.

2.1 Overview
We argue that the stock embeddings should contain the in-
trinsic attributes of stocks from two aspects, internal and re-
lational. Internal attributes refer to the attributes that are
inherent in a stock and remain stable over time, such as the
sector of the stock, while relational attributes encode the
relationship between stocks in the market. Whereas internal
attributes contain information about individual stocks, rela-
tional attributes can tell us about their positions in the stock
market and allow us to infer knowledge of one stock from
other stocks. Our goal is to capture these two types of at-
tributes into stock embeddings from textual financial news
and time series transaction data.

However, learning these attributes is non-trivial as they are
not explicitly available in the data. To make matters worse,
we observe that both news articles and price history are sub-
ject to large temporal variations rooted in the randomness of
the market. To solve these problems, we propose to view the
relevant information in the data as the combination of two in-
dependent parts: long-term information and temporary infor-
mation. Long-term information is the time-invariant part of
stock information that usually encodes the internal attributes
of a stock. Temporary information corresponds to the tem-
poral variations specific to a short time period. Despite its

randomness with respect to individual stocks, patterns exist
in the relative fluctuation between different stocks and are
informative of their relationship. By treating the two types
of information separately and focusing on the stable, invari-
ant elements, we are able to alleviate the negative effect of
random market fluctuations and capture the attributes of the
stocks.

2.2 Preliminaries: Contrastive Learning
The key idea behind contrastive learning is that the represen-
tations of similar inputs should be close to each other, while
the representations of dissimilar inputs should lie far apart.
To be more specific, the representation of each input example
is treated as an anchor point. Several positive examples and
negative examples are constructed using heuristic rules. Then
the model tries to reduce the distance between the anchor and
the positive examples while enlarging the distance between
the anchor and the negative examples by minimizing a con-
trastive loss such as InfoNCE [van den Oord et al., 2018] or
the triplet loss [Schroff et al., 2015].

Previous work on contrastive learning has explored various
ways to construct positive and negative examples. Methods to
construct positive examples include applying different data
augmentations or transformation to the input [Ye et al., 2019]
and using different views of the same object such as different
channels of the image [Tian et al., 2020]. Negative exam-
ples are usually randomly sampled from the dataset, within
the same mini-batch or from a memory bank of previously
computed representations [He et al., 2020].

In our work, we regard the stock embedding and data from
different sources on different days as multiple views of the
same piece of information. We use the triplet loss which en-
courages the anchor to be at least closer to the positive exam-
ple than the negative examples by a distance D(·, ·) of 1, i.e.,

Lcont =
1

N

N∑

i=1

max(1 +D(x, x+)−D(x, x−
i ), 0) (1)

where x is the anchor, x+ is the positive example, and
{x−

i }Ni=1 are the negative examples.

2.3 Notations
In this work, we assume access to two types of data: the fi-
nancial news of a given set of stocks over a certain time pe-
riod, and the numerical transaction data of these stocks over
the same period. We also assume each news article is anno-
tated with the stock codes it concerns. Datasets that satisfy
these requirements are readily available as they are provided
by news organizations such as Reuters.

We denote the set of stocks as S and the trading days as
T = {1, 2, . . . , T}. Let es be the embedding of stock s ∈ S.
For each stock s ∈ S and each trading day τ ∈ T , we aim
to extract information from two data sources: the news ar-
ticle concerning stock s on day τ denoted by ns,τ , and the
sequence of transaction data of stock s leading up to day τ
denote by ps,τ . We use h to denote the vector representing the
information in the data. Superscripts l/t indicate whether the
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Figure 1: The model architecture and training objectives of our stock embedding learning method.

representation corresponds to long-term or temporary infor-
mation and n/p indicate whether the information comes from
the news article or the price time series, while subscripts s,τ

indicate the stock and trading date associated with the data.

2.4 Encoder Architecture
We use a transformer [Vaswani et al., 2017] encoder and a
bidirectional LSTM to encode the textual news and trans-
action time series, respectively. After obtaining the news
representation hn

s,τ and price representation hp
s,τ , we ap-

ply separate linear transformations for hn
s,τ (or hp

s,τ ) to ex-
tract the long-term representations hnl

s,τ (or hpl
s,τ ) and tempo-

rary representations hnt
s,τ (or hpt

s,τ ) with different transforma-
tion weights. These long-term and temporary representations
serve as the basis of our contrastive learning objectives.

2.5 Training Objectives
We design the following training objectives to guide the train-
ing of stock embeddings: the internal contrastive lossLint, the
relational contrastive loss Lrel, the semantic loss Lsem and the
independence loss Lindep.

Internal Contrastive Loss Lint
The internal contrastive loss is designed to capture the in-
ternal attributes of the stocks. In most cases, the internal
attributes of a stock should remain invariant over different
time periods despite the temporal fluctuations of the market.
Therefore, information concerning such attributes should ap-
pear consistently in the financial news and transaction data
associated with the same stock on different days, which we
define as long-term information.

Based on this observation, our internal contrastive loss
aims at reducing the distance between the long-term repre-
sentation and the embedding of its associated stock while en-
larging the distance between the long-term representation and
other stock embeddings. We choose the long-term represen-
tation vector as the anchor and stock embeddings as positive

and negative examples:

Lint = Lcont(xint, x
+
int, {x−

int,i}Ni=1),

xint = h·l
s,τ , x+

int = es, , x−
int,i = es′i

(2)

where {s′i}Ni=1 are N randomly sampled stocks.
By minimizing the internal contrastive loss of these repre-

sentations with respect to the same positive example (i.e., the
corresponding stock embedding), the encoders are encour-
aged to extract from the data the long-term information that is
consistent over time. Furthermore, since all these long-term
representation vectors are encouraged to be close to their cor-
responding stock embeddings, we implicitly tell the model to
capture the information concerning internal attributes in the
stock embeddings.

Relational Contrastive Loss Lrel
Besides regarding each stock as an individual entity, it is also
crucial to consider its position in the market and its relation
to other stocks. One rationale behind this is that the stocks in
a stock market are inter-correlated and information about one
stock may reveal some information about other stocks. Also,
some financial analytic methods such as portfolio optimiza-
tion explicitly call for the modeling of stock correlation. This
motivates us to design the relational contrastive loss.

Whereas the computation of internal contrastive loss only
concerns a single stock, for the relational contrastive loss we
need to represent the relationship between two stocks or the
temporary information with a vector. Inspired by Socher et
al. [2013], we design the following REL module which pro-
duces a relational vector for any two d-dimensional vectors
h1 and h2 as follows,

REL(h1, h2) = tanh(hT
1 W

[1:k]h2 + V

[
h1

h2

]
+ b) (3)

where W [1:k] ∈ Rd×d×k is a tensor, and the result of
hT
1 W

[1:k]h2 is a k-dimensional vector with the i-th dimen-
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sion being hT
1 W

[i]h2. W [1:k] ∈ Rd×d×k, V ∈ Rk×2d,
b ∈ Rk are all learnable parameters.

For simplicity, we view the relation between any stock pair
as a stable quantity that remains unchanged throughout de-
spite the temporal fluctuations of the market. Reflected in the
data, this means that for the temporary information of the two
stocks on the same day τ , their relational vector is consis-
tent over different τs. Our relational contrastive loss strives
to mine this stable pattern by comparing the relational vector
computed using the temporary information of different stocks
and the relational vector of their stock embeddings,

Lrel = Lcont(xrel, x
+
rel, {x−

rel,i}Ni=1)

xrel = REL(h·t
s,τ , h

·t
s̃,τ )

x+
rel = REL(es, es̃), x−

rel,i = REL(es, es′i)

(4)

where {s′i}Ni=1 are N randomly sampled stocks.
Similar to the internal contrastive loss, the relational con-

trastive loss tries to push the temporary information relational
vector towards the stock embedding relational vector of the
corresponding stock pair, while pushing it away from that of
other pairs. By assigning the same positive example (i.e., the
relational vector of the corresponding stock embeddings) to
the temporary information of the same stock pair, the model
is encouraged to extract the stable relational attributes implied
in the data and capture them in the stock embeddings.

Semantic Loss Lsem
The contrastive losses serve the purpose of guiding the model
to filter out relevant information that benefits stock embed-
ding learning from the deluge of extracted information. How-
ever, due to the complexity of natural language, such high-
level guidance alone is insufficient for the extraction of useful
information from the news. Inspired by the success of masked
language modeling (MLM) in pretrained language models,
we incorporate an MLM-based semantic loss to inject our
training objective with low-level supervision signals that en-
dow the text encoder with the capability of understanding nat-
ural language and extracting semantic information from news
articles. In this way, the text encoder not only learns the se-
mantics of textual data, but also aligns the stock embeddings
with the embeddings of natural language, providing extra su-
pervision signals for capturing long-term information into the
internal attributes of the stocks.

Independence Loss Lindep
Ideally, the relational contrastive loss should only capture the
attributes that are not inherent to a stock and extract the tem-
porary information that is only invariant when considered in
relation to the temporary information of another stock. In
reality, however, since the long-term information and tempo-
rary information are intertwined with each other in the data,
it is difficult for the model to tell them apart from each other,
leading to the degeneration of representations. To alleviate
this problem, we incorporate an independence loss to encour-
age statistical independence between the long-term represen-
tations and temporary representations by training the model
to minimize the mutual information (MI) between them.

As calculating the MI between continuous random vectors
is intractable, following Belghazi et al. [2018], we leverage a

neural network Tθ to estimate the MI between the long-term
representation random vector H ·l and the temporary repre-
sentation random vector H ·t by maximizing

Î(H ·l, H ·t) = EP
H·lH·t [Tθ]− log(EP

H·l⊗PH·t [e
Tθ ]) (5)

where PH·lH·t denotes the joint distribution of H ·l and H ·t,
and PH·l⊗PH·t denotes the product of marginal distributions.

In the meantime, our encoder serves as an adversary for
the estimator Tθ, trained to minimize the MI between H ·l

and H ·t. To allow the entire model to be trained in an end-to-
end manner, a gradient reversal layer [Ganin and Lempitsky,
2015] is inserted between the representations and the estima-
tor Tθ. Through the independence loss, we are able to sepa-
rate the long-term and temporary information in the data and
prevent potential representation degeneration.
Final Objective Our final training objective is a linear com-
bination of all the aforementioned losses,

L = λintLint + λrelLrel + λsemLsem + λindepLindep (6)
where the λs are manually chosen hyper-parameters to bal-
ance the effect of different objectives.

3 Experiments
3.1 Dataset
We carry out our experiments on the 500 largest stocks of
Tokyo Stock Exchange known as TOPIX 500. Our data is
composed of hourly transaction data (open, high, low, close,
volume) and Reuters news articles of these stocks from 2013-
01-01 to 2018-09-30. We use the data from 2017-10-01 to
2018-03-31 as the validation set and the data from 2018-04-
01 to 2018-09-30 as the test set.

3.2 Model
We set the dimension of the stock embeddings to 512. Our
price encoder is a 2-layer bidirectional LSTM with a hidden
size of 512. The news encoder is a randomly initialized 6-
layer transformer encoder with a vocabulary size of 50000.

We use the Adam [Kingma and Ba, 2015] optimizer with
a batch size of 64 and a weight decay of 1e-4. The learning
rate is warmed up linearly to 1e-4 for the first 10,000 steps
and then decays on a cosine annealing schedule. For stability,
the model is trained only with the semantic loss during the
warmup stage before we add other objectives into the training
process.

3.3 Portfolio Optimization
To demonstrate that the information captured in our stock em-
beddings is useful in real-world financial analysis, we follow
Du and Tanaka-Ishii [2020] and evaluate the quality of our
stock embeddings on the task of portfolio optimization.

The goal of portfolio optimization is to decide the propor-
tion of capital to invest in each stock within a stock list to
maximize the expected return or minimize the risk. Based on
the intuition that risk can be reduced by investing money in
uncorrelated or negatively correlated stocks, the problem is
formulated by Markowitz [1959] as

min
wj∈[0,1],1≤j≤J

wTΣw

s.t. wT r = E, wT1 = 1
(7)
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Figure 2: Results on portfolio optimization. Our model achieves higher gain (income) and lower drawdown rate (risk) than baseliness.

where Σ ∈ RJ×J is the risk matrix measuring the correlation
between each two stocks; w is a weight vector that sums to
1 denoting how much capital to invest in each stock; r is the
vector indicating the historical returns for each stock; and E
is a parameter set by the investor denoting the expected port-
folio return. In other words, the goal is to minimize the corre-
lation between invested stocks contingent on a given amount
of expected return.

Following Du and Tanaka-Ishii [2020], we define the cor-
relation between two stocks i and j as the cosine similarity
between their stock embeddings, i.e.

Σi,j = cos(ei, ej) (8)

The expected return is set to different values in
{0.05, 0.06, . . . , 0.29}. The optimization problem is then
solved using quadratic programming.

We measure the quality of our stock embeddings primarily
based on the realized gain of the portfolio, which is the profit
rate over the test period. To assess the risk of the portfolio
induced by our embeddings, we also compute the maximum
drawdown rate, i.e., the maximum loss rate from a historical
peak at any time point over the period.

We compare our method against three baselines that restrict
available external data to news articles and transaction data:

• TOPIX 500 Market Index: The captalization-weighted
portfolio of all TOPIX 500 stocks;

• Markowitz: The portfolio computed by the original
Markowitz model where the risk matrix is the covari-
ance matrix of stock returns;

• Du and Tanaka-Ishii: Our re-implementation of the
stock embedding-based portfolio propose by Du and
Tanaka-Ishii [2020].

The results are presented in Figure 2. As can be seen, our
method achieves higher realized gain (higher income) and
lower maximum drawdown rate (lower risk) compared to all
the baselines. The original Markowitz model constructs the
risk matrix only from the correlation between stock price se-
ries. This approach neither utilizes information from textual
data, nor takes the randomness of the market into account,
and therefore performs considerably worse even compared to

Figure 3: Results on news/price history classification

the market baseline of the TOPIX 500 Index. On the other
hand, although taking advantage of both price and news data,
Du and Tanaka-Ishii [2020] only focuses the textual infor-
mation concerning stock movements and therefore performs
only slightly over the TOPIX 500 Index. In contrast, our
method is able to make use of the comprehensive information
regarding both internal and relational attributes in the data,
thus modeling the relationship between different stocks more
accurately and obtaining the best-performing portfolio out of
all considered approaches.

3.4 News and Price History Classification
To verify that our stock embeddings can capture the internal
attributes of a stock by extracting stock-specific long-term in-
formation from data, we apply our model and stock embed-
dings to the task of news and price history series classifica-
tion, where the model is asked to predict which stock corre-
sponds to a given news article or price time series.

We directly encode the news article or price history with
our model and make predictions based on the distances be-
tween the stock embeddings and the long-term representation
of the input data. Note that no further training or fine-tuning is
required for our model, which means that our model works in
a purely unsupervised way. For simplicity, we only consider
the 30 stocks from TOPIX Core 30 Index. We compare our
results with two LSTMs trained on the news article or price
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history from the training data and report hit@1 and hit@5 on
the test set. As shown in Figure 3, although not trained on the
classification task, our model achieves comparable or even
better results than the baseline methods. This demonstrates
that our method is able to encode the long-term information
in the data and capture stock attributes in its embedding.

3.5 Clustering
To examine whether our stock embeddings indeed encode in-
ternal attributes of the stocks, we perform spectral clustering
[Shi and Malik, 1997] on the learned representations of the
stocks. Two examples of the resulting clusters are shown in
Table 1. Cluster 1 is primarily composed of stocks from the
industrial sector of “Electric Power & Gas”, while the second
cluster contains several of Japan’s largest carmakers. This
result lends credence to our statement that our stock embed-
dings manage to capture internal attributes of the stocks such
as the industrial area of the company.

3.6 Ablation Study
We conduct ablation studies to verify the effect of the de-
signed objectives on portfolio optimization.

For simplicity, we average the realized gains and maximum
drawdown rates over different expected returns. As shown in
Table 2, although using long-term information or temporary
information alone leads to positive results compared to the
baselines, their performance lags far behind our whole model.
This supports our motivation of jointly learning the internal
and relational attributes by utilizing the two types of infor-
mation. Removing the independence loss also causes slight
performance degradation, which may be the consequence of
representation degeneration.

We further remove all training objectives related to one of
the data sources. Unsurprisingly, the removal of information
from either financial news or transaction data leads to a sig-
nificant drop in the realized gain. This substantiates the im-
portance to leverage information from both data sources.

4 Related Work
4.1 Distributed Representations
Representing the semantic meaning of tokens with distributed
vectors has been studied for a long time. Mikolov et
al. [2013a; 2013b] first propose to learn the semantic mean-
ing of words from their context. Apart from natural lan-
guage, efforts have also been made to represent the enti-
ties and relations in knowledge bases [Bordes et al., 2013;
Wang et al., 2014; Lin et al., 2015] or the nodes and
edges in graphs [Perozzi et al., 2014; Tang et al., 2015;
Grover and Leskovec, 2016]. In this work, we focus on the
topic of learning stock embeddings where we introduce both
textual financial news and time series transaction data to learn
both internal and relational attributes of stocks.

4.2 Contrastive Learning
Contrastive learning is a promising approach in unsuper-
vised representation learning. Early attempts in this area in-
clude Mikolov et al. [2013b] which designs a negative sam-
pling method based on noise-contrastive estimation [Gut-

Cluster 1
Hokuriku Electric Power Electric Power & Gas
Osaka Gas Electric Power & Gas
Daiwa House Industry Construction
Tokyo Gas Electric Power & Gas
Sumitomo Forestry Construction
Chugoku Electric Power Electric Power & Gas
Chubu Electric Power Electric Power & Gas
Shikoku Electric Power Electric Power & Gas
Cluster 2
Hino Motors Transportation Equipment
Honda Motor Transportation Equipment
Subaru Corporation Transportation Equipment
Toyota Motor Corporation Transportation Equipment
Tohoku Electric Power Electric Power & Gas
Skylark Holdings Retail Trade
Kawasaki Heavy Industries Transportation Equipment
Mitsubishi Gas Chemical Chemicals
Suzuki Motor Corporation Transportation Equipment
JGC Holdings Corporation Construction
Japan Tobacco Foods
Daicel Corporation Chemicals

Table 1: Examples of the clusters acquired from our embeddings.

Method Gain(+) Drawdown(-)
Ours 11.20% 8.02%
w/o Lindep 10.01% 7.65%
w/o Lint 7.16% 9.11%
w/o Lrel 7.10% 9.50%
w/o price 9.42% 8.27%
w/o news 7.27% 9.53%

Table 2: Ablation study. (+): the higher the better; (-): the opposite.

mann and Hyvärinen, 2010] to learn word embeddings. Re-
cent years have witnessed a flourishing of literature concern-
ing contrastive learning. CPC [van den Oord et al., 2018;
Hénaff, 2020] proposes to predict subsequent inputs based on
previous inputs to learn representations for any data that is se-
rializable on the dimension of time or space. MoCo [He et al.,
2020] formulates contrastive learning as a dictionary lookup
task and propose to use a momentum encoder to improve the
consistency between the key-value pairs. In this work, we
first introduce contrastive learning into stock representation
learning to help extract information from news and price data
and learn expressive stock embeddings.

5 Conclusion
In this paper, we propose to model the properties of a stock
from two aspects: its internal attributes as an individual stock,
and its relational attributes relative to other stocks. We pro-
pose to extract long-term information and temporary infor-
mation from financial news and transaction data to learn these
two types of attributes. To capture these attributes in the stock
embeddings, we design several training objectives based on
contrastive learning that are able to counter the randomness of
the stock market. Comprehensive empirical evidence demon-
strates that our stock embeddings are able to model stock
properties and relations more accurately.
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Abstract

Pricing a firm’s Initial Public Offering (IPO)
has historically been very difficult, with high
average returns on the first-day of trading. Fur-
thermore, IPO withdrawal, the event in which
companies who file to go public ultimately re-
scind the application before the offering, is an
equally challenging prediction problem. This
research utilizes word embedding techniques to
evaluate existing theories concerning firm sen-
timent on first-day trading performance and the
probability of withdrawal, which has not yet
been explored empirically. The results suggest
that firms attempting to go public experience
a decreased probability of withdrawal with the
increased presence of positive, litigious, and
uncertain language in their initial prospectus,
while the increased presence of strong modular
language leads to an increased probability of
withdrawal. The results also suggest that fre-
quent or large adjustments in the strong mod-
ular language of subsequent filings leads to
smaller first-day returns.

1 Introduction

Underpricing, the high average return over a stock’s
Initial Public Offering (IPO) price on the first-day
of trading, is a subject of great financial research
(Ritter and Welch, 2002; Huibers, 2020). While the
price of the offering is believed to be the best ef-
forts of the underwriter, the individual or firm who
assigns the final price, the average first-day return
tends to be between 10–14% (Ritter and Welch,
2002). The difference between the first-day closing
price and the IPO price, magnified by the number
of shares sold, is referred to as ‘money left on the ta-
ble’ since it would seem that the firm whose stock
is being sold at a premium was undervalued by
the underwriter (Ritter and Welch, 2002). A great
wealth of literature has attempted explanations us-
ing industry, year, momentum, and an assortment
of variables and incentive theories (Sherman and
Titman, 2000; Lowry and Schwert, 2004; Loughran

and Ritter, 2004; Quintana et al., 2005; King and
Banderet, 2014; Tao et al., 2018; Seth et al., 2019;
Moran and Pandes, 2019), to name a few.

The Efficient Market Hypothesis (EMH) (Fama,
1970) theorizes that current stock prices incorporate
all present market information, including the pre-
vious price for which a stock traded. IPOs do not
have this luxury; market information that would be
contained in its price must be discovered through
other means, such as within the documents that
must be filed with the SEC in order to conduct the
IPO: the prospectus filings. Incorporating informa-
tion from text sources, such as news articles and
financial documents, has become exceedingly pop-
ular in stock pricing and market valuation, (Hanley
and Hoberg, 2012; Loughran and McDonald, 2013;
Bajo and Raimondo, 2017; Sehrawat, 2019; Yan
et al., 2019; Araci, 2019; Desola et al., 2019; Ly
and Nguyen, 2020).

The sentiment construction described below is
a strong middle-ground between percentage-of-
words in a user defined list techniques common
in the finance literature, (Loughran and McDonald,
2013; Hanley and Hoberg, 2012; Loughran and
McDonald, 2020), and the effective techniques of
word embedding (Araci, 2019; Sehrawat, 2019; Pi-
casso et al., 2019; Peng and Jiang, 2016). In place
of counting the number of times sentiment specific
words occur in a document, the results utilize the
cosine similarity between the embeddings of all
words1 and all words in each of the sentiment word
lists of Loughran and McDonald (2011). Four pre-
trained embeddings are compared with standard
percentage-of-words.

Therefore, the contribution of this work is three-
fold. Firstly, the analysis of initial prospectus sen-
timent in withdrawal prediction. The second con-

1All non-English words, symbols, and common stop words
(‘a’,‘an’,‘the’, etc.) are purged from the document using the
python package ntlk.corpus and are not included in the analy-
sis.
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tribution of this work is the expansion of existing
sentiment scoring techniques to utilize a stronger,
more modern tool: word embeddings. The third
contribution of this work is the incorporation of all
prospectus amendment document sentiments pub-
lished before issuing, contributing to the growing
literature studying the information revealed during
the IPO filing process and how it relates to IPO
valuation.

2 Literature Review

2.1 IPO Pricing

Many IPO intrinsic variables have been shown to be
correlated with first-day returns; Ritter and Welch
(2002) offer a review of IPO pricing factors. A re-
cent investigation into the influence venture capital-
ist (VC) support has on IPOs shows that such firms
are less susceptible to financial distress (Megginson
et al., 2016) supporting the screening hypothesis,
wherein VCs conduct their own screening analy-
sis so only those firms that will perform well will
receive VC backing, contrary to the treatment hy-
pothesis in which VC backed firms do well because
of the influence the VC has on the firm.

The litigation risk theory, as extended by Hanley
and Hoberg (2010) and Hanley and Hoberg (2012),
hypothesizes that underpricing exists to decrease
the chance of a lawsuit for misleading investors on
the positive quality of a firm (overpricing). In both
papers, the authors use the number of root words
(i.e if ‘will’ and ‘willing’ occurred in the section
of text, the root word ‘will’ would only be counted
once), as the total amount of information in each of
section of the prospectus filing. Surprisingly, their
findings suggest that firms whose filings contain
more standard content experience higher first-day
returns. Recently, McGuinness (2019) examines
how IPO disclosures contained in the Risk Factors
and Use of Proceeds sections affect returns and
trading volume. Unsurprisingly, firms who deploy
more of their proceeds to pay down debt (reduce
risk factors) experience less IPO subscriptions and
lower first-day and following returns; however, this
has little affect on trading volume, compared to
those firms that apportion more proceeds to internal
investments.

2.2 IPO Withdrawals

Helbing (2019) offer a comprehensive review of
the withdrawal literature, calling for more atten-
tion from NLP techniques. Busaba et al. (2001)

hypothesize that the ability to withdraw from an
IPO grants additional power to the issuing firm,
since the underwriter can make no profits from
underpricing if the offering never happens. Their
study focuses on 113 firms that withdraw between
1990 and 1992 identified by the Securities Data
Company (SDC) database and employs a probit
model for the probability of withdrawal. They find
a negative correlation between underpricing and
probability of withdrawal, suggesting that under-
pricing is compensation for information revelation
rather than information production, contradicting
theories relating positive information to increased
underpricing. Their findings also support the claim
that IPO withdrawals are more common in peri-
ods of poor market performance. Importantly, the
authors suggest that higher uncertainty about the
firms value on the part of the underwriter creates a
higher chance to receive negative news, increasing
the possibility of withdrawal.

Benveniste et al. (2002) theorize that underwrit-
ers (investment banks) are responsible for the clus-
tering of IPO timings by industry to overcome the
coordination problem of pioneering firms taking
the bulk of the cost, through underpricing, in newly
developing industries; the authors take the exam-
ple of Internet based firms following the highly
successful Netscape IPO of 1995. Their research
includes the ‘option-to-abandon’ by firms and with-
draw their offering if a more favorable option, such
as private funding, is available. Their study finds
that despite the strong/poor performance of pioneer
offerings, follower firms often withdraw/complete
their IPO, contrary to original beliefs.

2.3 ML and NLP in Finance

Loughran and McDonald (2020) and Ke et al.
(2019) offer recent reviews of natural language
processing in finance.

Most famously, Loughran and McDonald (2013),
examine the influence of initial prospectus senti-
ment, final prospectus sentiment, and the time be-
tween initial and final prospectus filings on IPO
return and post IPO return volatility. Using a
percent-of-words approach and regressing the per-
centage of words within each of a 6-sentiment cor-
pus (Loughran and McDonald, 2011), their results
are mixed, leaving more questions about how to
quantify and evaluate the sentiment of these cru-
cial documents, though they do find a strong cor-
relation between prospectus uncertainty and high
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first-day returns. This follows the theory that un-
derpricing is a reward to the underwriter for their
assumed risk. McGuinness (2019) amend Hanley
and Hoberg (2012) and suggest that each section
of the prospectus may have different sentiment for
different reasons, such as having different audi-
ences. Thng (2019) examine the differences in tone
between firms with and without VC backing, us-
ing only the Management Discussion and Analysis
section of the prospectus filing, and they conclude
that VC-backed firms tend to be less optimistic.
Similarly, González et al. (2019) use the Loughran
McDonald approach to investigate the impact of
tone in IPO prospectus filings in Latin America
and find a significant positive relationship between
board size and underpricing and a negative relation-
ship between board independence and underpricing
when controlling for uncertain tone.

Araci (2019) compare the performance of pub-
licly available BERT, (Devlin et al., 2018), which is
trained on a corpus of Wikipedia articles and books,
to the performance of the BERT model trained
solely on 10-k’s from 1998-1999 and 2017-2019,
which they call ‘FinBERT,’ on the task of sentiment
classification for financial documents. There are
several other published ‘FinBERT’ models includ-
ing Desola et al. (2019), Yang et al. (2020), and
(Liu et al., 2020)2. Their results show a clear im-
provement on language comprehension by the mod-
els on masked language model accuracy (MLM)
and next sentence accuracy (NS) on new 10-Q data.
Thus, as expected, domain knowledge and ver-
biage differ greatly from ordinary language, but
for Earnings Calls, the models trained on financial
documents are over-training, suggesting another
language barrier. Araci (2019) compares the aver-
age in-list similarity of each Loughran McDonald
sentiment using the publicly available pre-trained
BERT embeddings and BERT embeddings trained
on a corpus of financial documents; the results in-
dicate that there is a significant difference between
the resultant word embeddings, suggesting that the
language of financial documents is unique to the
field.

Tao et al. (2018) deploy deep learning techniques
to extract ‘forward looking statements’ (FLS) from
the final prospectus filing for successful IPOs be-
tween 2003 and 2013 to train a custom word2vec
embedding. FLS are statements concerning the

2Araci (2019) is used in the results as it was easily available
at the start of this project Python FinBERT.

firms future projects, works-in-progress, and goals.
Latent Dirichlet allocation (LDA) (Blei et al., 2003)
is used to determine the common topics to which
the FLS are addressing across all firms. The FLS
features, including their Loughran McDonald sen-
timent and topics are combined with common IPO
features (underwriter rank, industry, etc.) in several
ML algorithms (Decision Tree, Bayes Classifier,
Neural Network, etc.) and feature importance al-
gorithms for the prediction tasks. With all of the
machinery in place, the authors best report a 0.76
area under the curve (AUC) in predicting if the
IPO will have a positive first-day return from an
ensemble ML model and a 0.68 AUC if the IPO
will have a positive up-revision. While this work is
extensive and well-documented, the authors only
review the final prospectus document and ignore
the probability of withdrawal by only focusing on
successful IPOs.

Recently, Ly and Nguyen (2020) apply several
machine learning algorithms to prospectus senti-
ment factors as calculated using percent-of-words
modeling and Loughran McDonald word lists to
predict if the third, fifth, tenth, twentieth, and thirti-
eth day closing price is higher than the IPO offer
price. Despite the expected strength of ML models,
the logistic regression model performed the best
and above 50% accuracy at all event horizons, with-
out any market controls – the only data uses were
text derivatives from the prospects filing such as
total number of non-stop words, total characters in
the document, and the Loughran McDonald word
counts.

3 Data Collection

Following the method used by Lowry et al. (2017)
and their published R code, IPO data is first col-
lected from Thomson Financial Securities Data
New Issues database (SDC) for firms who issue
or withdraw between 2004 and 2020. Using the
given SEC File Number, the correct CIK numbers
are identified and all prospectus related forms, the
initial prospectus (S-1), prospectus amendments (S-
1/A, 424A, all 424B3 variants), are collected using
Loughran and McDonald (2013). Only those CIKs
who filed an S-1 between 2004 and 2020 and is-
sued or withdrew in that time are considered. Firms
that have a non-missing Withdrawn Date field from
SDC are considered to have withdrawn. While the

3Form 424B has variants 424B1-424B8, although Tao et al.
(2018) only cite ‘424B’ as the final prospectus.
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withdrawn firms seldom publish after the S-1, the
initial prospectus and final prospectus are fractions
of the final picture for those that issue. The infor-
mation revealed in the amendments must be taken
into consideration when forecasting the final offer
price and first-day return as it was likely disclosed
strategically, (Hanley and Hoberg, 2012; Dambra
et al., 2021); this is especially true considering
that the final prospectus is often published after
the issue date, (Loughran and McDonald, 2013).
A total of 2201 unique CIK firms are found with
sufficient, non-missing control variables following
the method of (Lowry et al., 2017) with a total
of 10,683 forms to evaluate, after the removal of
common stop words (a, an, the, etc.) and all non-
English characters4.Of these, a remaining 1908
CIK firms have qualifying forms to be processed
and analyzed in this model.

Index and first-day returns are collected from
the Center for Research in Security Prices (CRSP)
database accessed through the Wharton Research
Data Services (WRDS). The collection of addi-
tional firm identifiers was attempted, but the best
results were obtained by uniquely identifying all
PERMNOs5 on their first day of record, taking their
CUSIP66 matches with the firms and taking the
sample with the least missing data following Lowry
et al. (2017). Carter and Manaster (1990) continue
to publish a ranking on underwriters. While this
ranking is standard in the underpricing literature,
(Loughran and Ritter, 2004; Hanley and Hoberg,
2012; Loughran and McDonald, 2013), it only sup-
plies a ranking in 1984, 1991, 2000, 2004, 2007,
2009, 2011, and 2015; therefore an underwriter
ranked 8 in 2000 is still considered to be rank 8 in
2003, but if their rank is missing in 2004, it will
also be missing in 2005. The most recent ranking is
from 2015. The up-to-date 7-sentiment Loughran
McDonald word lists are downloaded from their
website.

4As Lowry et al. (2017) mention, there is nevertheless
room for some errors of firm identification and form acquisi-
tion. Only those forms with more than 16 ‘clean words’ are
evaluated, as 16 was the 10th percentile of all documents and
the 10.1th percentile was 35. This is to account for errors in
form acquisition and noisy data.

5All publicly traded stocks are assigned a PERMNO
(permanant number) by WRDS that follows them through
Merger and Acquisition (M&A) activity, re-branding, corpo-
rate restructuring, etc. Some firms may have more than one
PERMNO if they have multiple classes of stock traded.

6CUSIP is a 9-character identifier issued by CUSIP Global
Services and uniquely identifies financial instruments and
their issuers; CUSIP6 uses the first 6 characters of the CUSIP,
which identify only the issuer.

4 Methodology

For these results, instead of using a percentage
of words to represent each sentiment, the cosine
similarity between every word in a document and
every word in each Loughran McDonald senti-
ment list is calculated using the publicly avail-
able GloVe (Pennington et al., 2014) embeddings
trained on Wikipedia, Sehrawat’s GloVe embed-
dings (Sehrawat, 2019) trained on 10-K filings,
BERT (Devlin et al., 2018) embeddings trained
on BookCorpus and Wikipedia, and the FinBERT
model from Araci (2019).

Algorithm 1 Sentiment Score Matrix: T
1: Inputs:

Embedding Matrix: M
Loughran McDonald Word List: LM
Vocabulary: V

2: Output:
Sentiment Score Matrix: T

3: for all w ∈ V do
4: score = zeros(7)
5: if w ∈ any LMcategory then
6: scorecategory = 1
7: else
8: vw = Mw

9: vlm = Mlm

10: scorei = maxi(cossim(vw, vlm))
11: end if
12: Tw = score
13: end for

Algorithm 2 Document Scoring

1: Inputs:
Score Matrix: T
Document: D

2: Output:
Document Score: score

3: for all w ∈ D do
4: score+ = Tw
5: end for
6: score = 1

||score||2
score

All seven Loughran McDonald categories are
used (Positive, Negative, Constraining, Litigious,
Uncertain, Strong Modal, and Weak Modal), giving
every word a sentiment vector of dimension seven.
Each word in the Loughran McDonald list receives
a score of ‘1’ for its category, and zero in all other
categories; words not in an Loughran McDonald
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list receive a score equal to its maximum similarity
to any word in the Loughran McDonald lists for
the category of that word, and zero else7. See Algo-
rithm 1 for the construction of the word sentiment
score matrix T . The formulas are the same for the
standard GloVe, Sehrawat, BERT, and FinBERT
embeddings8. For an entire document, the simi-
larity vectors of all words are vector-summed into
the document’s total vector, which is normalized
by dividing by the 2-norm to be the document’s
score vector; see Algorithm 2. This process is very
similar to the one used by Araque et al. (2019).
All documents are scored for each sentiment cat-
egory by each embedding model; the percentage
of words metric is also calculated for comparison.
Additionally, for every document after the initial
prospectus of each firm, the difference between
its sentiment score over the previous document
is recorded; these sentiment differences are then
summarized by an expanding average leaving the
final prospectus with an average difference in the
changing published sentiment. This metric will
capture large spikes in new sentiments that had
not yet been revealed; a similar metric that takes
the average in absolute differences between the
documents was tested, but the results were insignif-
icant. The following predictions are made: use the
initial prospectus sentiment, present market aver-
age return, and underwriter ranking to predict if a
firm will withdraw, for those firms that issue, use
the sentiment of the final prospectus to predict the
first-day return, for those firms that issue,use the
sentiment of the final prospectus and the average
sentiment update difference to predict the first-day
return.

Supplementary materials for reproducibility are
available upon request; however, the complete data
set will take over a week of machine time due to
the inclusion of four embedding models and the
number of forms to process. Moreover, WRDS
and SDC are proprietary, restricting the ability to
publicize the entire data set. As noted in (Ritter and
Welch, 2002), the years being evaluated often have
measurable effects on the final results and thus a
large volume of data is preferable.

7A few words appear in more than 1 list; these words are
given a 1 in each category they appear.

8Both GloVe and Sehrawat embedding vocabularies were
missing several words in each Loughran McDonald list but
never more than 10%

5 Results

5.1 Probability of Withdrawal

Table 1 shows logistic regression coefficients and
p-values of the left column regressors with with-
drawal as the dependent variable9. While the
pseudo R-squared is unimpressive, the p-values
show significant relationships between the regres-
sors and withdrawal. All of the sentiment scoring
methods agree on the general form of the results,
but the Sehrawat model achieves the highest pseudo
R-squared with a significant positive relationship
between negative, strong modal, and constraining
language at a 0.05% level and a significant nega-
tive relationship between positive and weak modal
language at a 0.05% level. The more positive lan-
guage a firm includes in its filing, the less likely
it will withdraw; this can be read as the firm has
good intentions or good prospects within the offer,
rather than needing to cover debts. Strong modal
language is likely taking the role of commitments
to future projects or ventures that firms are but
eventually either drop or find cheaper capital.

While the percentage model only finds strong
significance for the litigious and strong modal co-
efficients, the embedding methods capture a sig-
nificantly positive coefficient on constraining lan-
guage, suggesting that the embedding methods are
better at disentangling the presence of constraining
language from litigious. Additionally, the positive
coefficient suggests that firms are more likely to
withdraw given more obligations, and likely debt,
acknowledged in their prospectus, all else equal.
The change in significance of the litigious language
factor between the percent and the proposed meth-
ods is likely due to the overlap between Loughran
McDonald word lists and the concentration of legal-
language words in the S-1 filing, being it is a regis-
tration statement; this confusion is better handled
by the embedding methods as seen by the increased
significance of negative, constraining, and weak
modal language in the Sehrawat construction. Un-
certain language in the context of new firms that
are conducting their IPO is likely to be closely tied
with projects whose possible outcomes upon are
still under review, works-in-progress, and the FLS
of Tao et al. (2018); thus, firms who have docu-

9Year fixed effects, the average market return at the time
of S-1 filing, top tier, and log sales were included, but are
not displayed for brevity. Additionally, the inclusion of the
VC factor resulted in a singular matrix as did the separate
inclusion of industry fixed effects.
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Percent Coef. Percent p GloVe Coef. Glove p Sehrawat Coef. Sehrawat p BERT Coef BERT p FinBERT Coef FinBERT p
Positive -51.572 0.0041 -62.7989 0.0004 -66.6374 0.0002 -49.3533 0.0011 -49.4866 0.001
Negative 7.1987 0.5731 32.8713 0.014 33.8713 0.0126 31.5083 0.0218 31.0429 0.0234
Uncertainty -9.008 0.694 1.4227 0.9495 19.517 0.3971 10.4519 0.6568 11.1548 0.6349
Litigious 60.167 0 18.4975 0.1427 18.9262 0.1187 20.9076 0.0838 21.1957 0.0804
StrongModal 67.3125 0 89.6144 0 90.6276 0 93.2129 0 93.6087 0
WeakModal -31.1342 0.2533 -45.7306 0.0843 -65.6305 0.017 -56.0963 0.0454 -56.2674 0.0441
Constraining -21.3634 0.5155 63.4077 0.0127 51.4216 0.0374 68.447 0.0219 66.3964 0.0289
Pseudo R2 0.0961 0.1065 0.1073 0.1065 0.1067

Table 1: Probit regression coefficients and p-values for predicting the probability of withdrawal at time of S-1 filing.

mented an abundance of future projects are less
likely to withdraw. While this insignificant result
does not support existing theories that uncertainly
should increase the probability of withdrawal, (Hel-
bing, 2019), it opens the door for the potential of a
more in-depth analysis as to why.

5.2 Amendment and Final Prospectus
Sentiment on Underpricing

Since the initial and final prospectus sentiments are
well studied (Hanley and Hoberg, 2010; Loughran
and McDonald, 2013; Bajo and Raimondo, 2017;
Tao et al., 2018), the tables are available upon re-
quest10. In Table 2, sentiment factors from the
final filing and the average difference as described
above bring all models significant coefficients on
litigious and uncertainty at a 10% level. However,
the Sehrawat, BERT, and FinBERT methods strong
modal coefficient to significance at a 10% level
and the strong modal average difference to be sig-
nificant at nearly a 5% level. This result suggests
that a sudden increase in the committal language
during the filing process decreases first-day returns,
all else equal. Given the significant coefficient on
strong modal, this decrease is lessened if it is main-
tained in the final filing. The percentage based
method appears to be unable to capture this in-
process information spike. As stated previously,
the current status of this technology is has a diffi-
cult time disentangling strong modal and uncertain
language particularly with respect to opportunity,
though they have different key words. Inclusion of
more methods inspired by Tao et al. (2018), Bajo
and Raimondo (2017), and Araque et al. (2019)
may provide the answer.

5.3 Amendment and Final Prospectus
Sentiment on IPO Price

As before, the analysis of the initial and final fil-
ings alone on IPO price is well documented, but the

10Controls for year, industry, market return, sales, positive
earnings per share, number of shares, VC backing, mid-point
price, top tier, share overhang, and a constant are employed in
both Table 3 and Table 2 but not shown for brevity.

associated tables are available upon request. For
all factors, the Sehrawat and FinBERT methods
capture as many or more significant factors than
their general counterparts. The Sehrawat embed-
dings capture a significant value for the probability
of withdrawal derived from the initial prospectus,
unlike the other metrics. Although it is debated
whether or not the probability of withdrawal should
increase the offer price, to entice the issuer to carry
out the offer or be lower to hedge the underwriter
against a bad investment, (Helbing, 2019), the re-
sults are unable to capture any significant relation-
ship, all else equal.

Table 3 reinforces the conclusions on strong
modal language from the underpricing regression;
the joint conclusion is that it causes a belief be-
tween the underwriter and investors that firm is less
valuable or a lower quality investment. All methods
significantly suggest that average increases in the
litigious language of filings over time increase the
offer price over time while the degree to which
it is present in the final filing decreases the of-
fer price. This result is likely an escalation effect
or a bi-product of the filing process itself, but a
greater analysis could reveal more acute reasoning,
such as appropriate compliance or inappropriate
deviation from the law that causes improved or
disproved evaluations. The GloVe method shows
significant positive affects from the average differ-
ence in uncertainty with strong collaboration, save
the Sehrawat model. While uncertain language ap-
peared to have no relationship to underpricing from
the market, it has a strong negative relationship to
price of the IPO itself; however, if this language
changed during the filing process, it was strongly
positive. Coupled with the effects of constraining
and modal language, this suggests that the uncer-
tainty factor is better capturing growth opportu-
nities rather than pitfalls for those that ultimately
issue, being as those that do encounter unexpected
hardship during the filing process have the option
to withdraw.

Perhaps most interesting of all is that the change
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Percent Coef. Percent p GloVe Coef. Glove p Sehrawat Coef. Sehrawat p BERT Coef BERT p FinBERT Coef FinBERT p
Positive 1.9765 0.3259 1.257 0.5356 1.5567 0.4448 1.2468 0.4715 1.0749 0.5343
Negative 2.0639 0.16 2.6669 0.088 2.463 0.1192 2.65 0.0958 2.7093 0.0878
Uncertainty -5.0807 0.0684 -5.0429 0.0616 -4.8004 0.0842 -5.1086 0.065 -5.1058 0.0653
Litigious -1.3484 0.0665 -1.4648 0.0869 -1.4729 0.0851 -1.5364 0.0613 -1.5559 0.0584
StrongModal 3.1631 0.1288 3.6144 0.1284 3.899 0.0989 3.9006 0.0992 3.8934 0.0994
WeakModal 3.8294 0.2569 3.1572 0.3409 2.901 0.4047 3.107 0.3662 3.0628 0.3716
Constraining -3.6886 0.3373 -4.0297 0.1962 -2.5583 0.3755 -3.1642 0.3745 -3.3668 0.3512
Positive_diff_av -9.5925 0.3854 -6.0314 0.5721 -8.2718 0.4416 -7.4402 0.411 -6.3503 0.4833
Negative_diff_av 1.0585 0.912 -3.4888 0.7117 -2.7914 0.7717 -3.2401 0.7388 -3.7394 0.6995
Uncertainty_diff_av 16.8429 0.3593 17.1491 0.3427 19.3985 0.2707 18.2553 0.3189 19.0574 0.2971
Litigious_diff_av 5.5487 0.1983 8.5279 0.0771 9.0347 0.0585 8.1941 0.0758 8.4348 0.0679
StrongModal_diff_av -19.3434 0.1745 -28.911 0.0721 -33.0815 0.0408 -32.9693 0.0429 -32.6582 0.0426
WeakModal_diff_av -21.7586 0.312 -19.7252 0.3361 -22.2543 0.2909 -22.0189 0.3013 -22.3597 0.2903
Constraining_diff_av 35.2237 0.1005 18.9233 0.2967 9.9023 0.5515 16.8016 0.4076 18.7874 0.3625
Prob. Withdraw -0.0132 0.8734 -0.0413 0.6314 -0.0443 0.6038 -0.0543 0.5231 -0.056 0.5103
Adj. R2 0.2347 0.2362 0.2363 0.2364 0.2364

Table 2: OLS regression coefficients and p-values for predicting the first-day return at time of last prospectus filing
before the issue date and average sentiment difference factors.

Percent Coef. Percent p GloVe Coef. Glove p Sehrawat Coef. Sehrawat p BERT Coef BERT p FinBERT Coef FinBERT p
Positive -6.1661 0.8453 5.2554 0.8694 19.521 0.5439 23.72 0.3851 18.9184 0.4878
Negative -7.6335 0.741 -14.1084 0.5666 -21.1526 0.3965 -14.5755 0.5611 -12.723 0.6109
Uncertainty -108.394 0.0132 -110.549 0.0091 -101.639 0.0202 -102.34 0.0188 -103.334 0.0177
Litigious -20.5922 0.0745 -22.2152 0.099 -19.556 0.1472 -19.298 0.1356 -20.3935 0.1152
StrongModal 100.47 0.0022 100.85 0.0072 106.814 0.0042 106.684 0.0043 107.174 0.0041
WeakModal 140.97 0.0078 146.841 0.0048 136.551 0.0128 137.419 0.011 137.896 0.0105
Constraining -209.425 0.0005 -144.483 0.0033 -99.3955 0.0293 -131.574 0.0192 -142.266 0.0125
Positive_diff_av -35.6215 0.8375 -131.485 0.4345 -204.96 0.2272 -219.687 0.1239 -196.378 0.1693
Negative_diff_av -75.4334 0.616 -11.5933 0.9378 29.436 0.8462 -15.7184 0.9182 -22.5583 0.8825
Uncertainty_diff_av 579.447 0.0446 662.025 0.0198 434.901 0.1173 546.091 0.0582 555.273 0.0536
Litigious_diff_av 162.524 0.0166 163.973 0.0309 133.752 0.0759 142.764 0.0497 146.61 0.044
StrongModal_diff_av -429.83 0.0552 -517.888 0.041 -510.633 0.0455 -517.604 0.0438 -529.138 0.0371
WeakModal_diff_av -424.648 0.2089 -592.593 0.0659 -368.377 0.2675 -458.019 0.172 -463.063 0.164
Constraining_diff_av 967.254 0.0041 592.201 0.0382 333.329 0.2042 506.593 0.1133 558.24 0.0861
Prob. Withdraw -1.6947 0.1929 -1.4496 0.285 -1.1776 0.3823 -1.4537 0.2782 -1.4774 0.2703
Adj. R2 0.7338 0.7333 0.7324 0.7331 0.7332

Table 3: OLS regression coefficients and p-values for predicting the IPO price at time of last prospectus filing before
the issue date and average sentiment difference factors.

in language is opposite in relationship to price to
its level in the final filing. This implies that the
the act of revealing this information during the IPO
process has a measurable affect on the IPO price
beyond the effect it has by being present in the final
filing. This is especially true for the uncertain and
litigious language that were themselves insignifi-
cant before the inclusion of their change factors in
the final filing.

6 Contributions and Continuing Future
Research

This work contributes to the ever growing literature
on NLP in finance by first evaluating prospectus
sentiment on the likelihood of withdrawal, second
by expanding the sentiment evaluation to the use of
word embedding methods, which does significantly
better at disentangling uncertainty and constraining
language from that of strong and weak modality,
and thirdly by incorporating a measurement for
the change in sentiment throughout the filing pro-
cess, rather than just at the beginning and end. The
BERT embedding method has additional strength
beyond the embeddings themselves, which would

imply that training a model on this data directly
would likely improve the significance of the BERT
factors by better capturing the context of prospec-
tus filings. While the inclusion of a probability of
withdrawal factor was statistically insignificant, its
insignificance raises more questions. The method
presented is able to disentangle the effects of un-
certain and litigious language throughout the fil-
ing process, but more work needs to be done to
better evaluate the factors behind the IPO price
and first-day returns. Moreover, the ability of the
embedding-based methods to first replicate and
second out-perform that of the basic percentage-of-
words method is a necessary bridge to advance the
existing financial literature to more modern tech-
niques.
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Abstract
With the goal of reasoning on the financial textual
data, we present in this paper, a novel approach for
annotating arguments, their components and rela-
tions in the transcripts of earnings conference calls
(ECCs). The proposed scheme is driven from the
argumentation theory at the micro-structure level of
discourse. We further conduct a manual annotation
study with four annotators on 136 documents. By
that, we obtained inter-annotator agreement of αU

= 0.70 for argument components and α = 0.81 for
argument relations. The final created corpus, with
the size of 804 documents, as well as the annotation
guidelines are publicly available for researchers in
the domains of computational argumentation, fi-
nance and FinNLP.

1 Introduction
The rise of data and the development of machine
learning have led to the interdisciplinary financial
technology (FinTech) that aims at supporting the finan-
cial industry with digital innovations and technology-enabled
business models [Philippon, 2016]. Different applications
have been explored such as fraud detection, digital payment,
blockchain and trading systems. In terms of the latter, several
factors impact its movement and it is hard, in reality, to get
a very accurate prediction of the future stock prices. The
efficient market hypothesis theory [Fama, 1970] states that it
is impossible to ”beat the market” consistently since current
prices incorporate all available information and expectations.
Nevertheless, the current view of the market comes from
behavioural economics which see humans as irrational beings
who are influenced by biases and experience when making
investment decisions. In our previous work [Alhamzeh et al.,
2021b], we analysed the impact of stockTwits 1 and online
news using a hybrid approach which consists of sentiment
and event-based features as well as the price information
for different observation and prediction time windows.
[Chen et al., 2021a] aimed at capturing expert-like rationales
from social media platforms without the requirement of

∗Contact Author, + Equal Contribution
1https://stocktwits.com/

the annotated data. Similarly, [Zong et al., 2020] hit the
question: what makes some forecasters better than others?
By exploring connections between the language people use to
describe their predictions and their forecasting skills. On the
other hand, [Keith and Stent, 2019] targeted the prediction
of professional analysts recommendations who influence
the decisions of many investors towards buying or selling
in particular markets. Their findings confirm that earnings
calls are moderately predictive of analysts’ decisions even
though theses decisions are function of different parameters
including private communication with company executives
and market conditions.

Moreover, while different works considered the sentiment
and semantic analysis of text, we are looking towards a
deeper understanding and interpretation of the language by
the means of argument mining. According to [Chen et al.,
2021b], argument mining can be applied to understand the
public’s expectations for the market, providing valuable in-
formation for investment and other close applications. While
they mostly studied the investors’ posts on social platforms,
we aim to particularly study the impact of arguments on the
professional analysts themselves during the earnings confer-
ence calls (ECCs). Therefore, we present in this paper the
first step of that methodology by discovering and annotating
argumentation structures in ECCs.

ECCs are generally held in every fiscal quarter and consist
of three main parts: a safe harbor statement, a presentation
and the question answering (Q&A) session. In the presen-
tation, executives give the statements about the performance
of company in the last quarter and exhibit their expectations
for the next one. During the Q&A session, professional an-
alysts ask their questions and demand clarifications from the
company’s representatives. Different studies found that the
discussion during the question answering session is the most
informative and influencing part on the market [Matsumoto
et al., 2011; Price et al., 2012]. Therefore, we focus in our
study on these sessions, and more specially on annotating the
arguments, their components and relations in the given an-
swers of the company executives, where they try to justify
their opinions and convince the other party to believe in them,
which is indeed the essence of argumentation [Alhamzeh et
al., 2021a].

To the best of our knowledge, no prior work has been car-
ried out to annotate arguments in earnings calls transcripts.
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Therefore, the contributions of this paper are the following:

• First, we introduce a novel annotation scheme for mod-
eling arguments in the answers of Q&A sections of earn-
ings calls conferences.

• Second, we present our annotation study and the relia-
bility of data by the inter-annotator agreement with four
annotators.

• Third, we evaluate our data on using a fine-tuned Distil-
BERT model [Sanh et al., 2019] for the argument iden-
tification task.

• Fourth, we provide our annotated FinArg corpus freely
to encourage future research 2.

This paper is organized as follows: in Section 2, we explore
a conceptual background of argumentation modeling, and we
highlight related works on argumentation in finance and on
ECCs in particular. In Section 3, we present our proposed
annotation scheme to model the argument components and
relations in the executives’ answers stated during the earn-
ing call. We further illustrate in Section 4 the whole process
of corpus creation. We move to DistilBERT results on our
dataset in Section 5. We finally move back to the big picture
of the financial application and discuss the future directions
in Section 6.

2 Related Work
2.1 Argumentation Models: Background
Argumentation is a fundamental aspect of human commu-
nication, thinking, and decision making [Alhamzeh et al.,
2021a]. The simplest form of argument consists of one
premise (also known as evidence or reason) supporting one
claim (also known as a conclusion). Therefore, recogniz-
ing arguments in text includes several subtasks [Stab and
Gurevych, 2014]: (1) argument identification by separating
argumentative from non-argumentative text units. (2) argu-
ment unit classification by further identifying premises and
claims in the argumentative units, and (3) argument structure
identification to associate relations between argument com-
ponents.

Since the study of argumentation involves philosophy,
logic, communication science, and more recently computer
science, the literature reports a diverse range of proposals to
model argumentation based on the text genre and the task at
hand. [Bentahar et al., 2010] organized arguments models
into three categories:

• Monological models: focus on the internal structure of
an argument (micro-structure).

• Dialogical models: focus on the relations between ar-
guments in a discussion, debate or similar (macro-
structure).

• Rhetorical models: focus on the rhetorical patterns of
arguments (neither micro nor macro-structure).

2https://github.com/Alaa-Ah/The-FinArg-Dataset-Argument-
Mining-in-Financial-Earnings-Calls

Those three perspectives on the study of argumentation are
closely related [Walton and Reed, 2003]. In our study, we
focus on the monological perspective, which is more rele-
vant to our data type and well-suited for developing computa-
tional method [Peldszus and Stede, 2013]. Toulmin’s model
[Toulmin, 2003] is a well known argument model that for-
malize the internal micro-structure of an argument optimally
by means of six parts: claim, data, warrant, backing, qual-
ifier and rebuttal. [Chen et al., 2021a] proposed to use this
model to structure argumentation in analysts’ opinions (in
analysts’ reports). However, this model has several draw-
backs to model the daily life argumentation [Habernal and
Gurevych, 2017a; Palau and Moens, 2009], mainly due to the
fuzzy distinction between the defined argument components.
For instance, the distinction between data, warrant and back-
ing is often vague in practice [Freeman, 2011]. Therefore,
we do not follow this model and instead we design a sim-
pler annotation scheme which we will discuss in details in
Section 3.

2.2 Earnings Conference Calls (ECCs)
The analysis of financial textual data has been studied from
multiple aspects and types of documents in the state of the
art. In terms of earning calls, one inspiring work is the
study of [Keith and Stent, 2019] who identified a set of 20
pragmatic features of analysts’ questions (e.g., hedging, con-
creteness and sentiment) during the earning conference calls
which they correlate with analysts’ pre-call investor recom-
mendations. They also analyze the degree to which seman-
tic and pragmatic features from an earnings call complement
market data in predicting analysts’ post-call changes in price
targets. [Matsumoto et al., 2011; Price et al., 2012] found
that the question-answer portions of earnings calls to be most
informative. Moreover, given that executives cannot predict
analysts’ questions with complete certainty, executives’ re-
sponses tend to be more unscripted than in the presentation
section. Therefore, in our work, we focus only on Q&A ses-
sions especially that it implies also the interaction with the
analysts who we seek to understand their persuasion and de-
cision making process via argumentation at the first place. In
other words, we investigate only on the arguments stated in
the answers of company representatives to the questions of
professional analysts.

2.3 Argumentation in Finance
Argumentation in financial domain has been addressed
mainly in communication studies in the literature
[Palmieri, 2017; Hursti, 2011; Estrada and others, 2010].
Recently, [Pazienza et al., 2019] introduced an abstract
argumentation approach for the prediction of analysts’
recommendations following earnings conference calls.
They actually did not apply any argument mining method.
Instead, they abstractly considered each question and answer
as an argument, and they applied sentiment analysis between
them to be considered as the relation itself.

On the other hand, there are huge efforts in the FinNLP
domain, presented by Chen et al. [Chen et al., 2021b]. How-
ever, most of their work efforts are towards the Chinese lan-
guage (and market) while we consider mainly the English
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language with respect to S&P 500. Furthermore, they have
also organized a series of FinNum tasks that consider the nu-
merical understanding with respect to the financial text prop-
erties. The challenge of 2021, namely, FinNum-3 3 consid-
ers the classification of in-claim and out-of-claim numerals
in the manager’s speech during the earning call [Chen et al.,
2022]. However, this data answers only if a numeral is play-
ing a role in a claim or not, without any extra information
about premises or non-argumentative sentences. Moreover,
sine one sentence may have two different labels of numerals
(in and out of claim), we cannot know if this sentence rep-
resents a claim or not. In other words, the data is not about
argument units, rather the focus is on the numeral understand-
ing itself [Alhamzeh et al., 2022].

Based on those studies and on our own experiments on dif-
ferent types of text, we found that ECCs are the best candidate
for an argument-based solution. This could be justified by
different reasons like the fact that social media posts are re-
stricted with a maximum character count, and people tend to
express their opinions and views more that structuring them
in sort of premises and claims. For example, according to our
analysis on stockTwits, different posts are only claims with
no premises. Therefore, we build henceforth on the ECCs and
we present the annotation study in the following sections.

3 Argumentation Structure in Earnings Calls
In this section, we discuss our proposed annotation scheme to
model the argument components as well as the argumentative
relations that constitute the argumentative discourse structure
of earnings calls. We have first to point that the answers do
not exhibit any common structure among all of them, to be
hence structured as a connected tree or graph with circular re-
lations. Rather, the answers are full of arguments that may or
may not be directly related. This could be justified by the fact
that those answers are part of an oral argumentation limited
by time. Therefore, the company representatives tend to basi-
cally enumerate their evidences (premises) that support their
claims. They may make the link between different claims
and reasons they mentioned (or reformulate the same claim
as well), whereas in most cases, they move to the next ques-
tion. Hence and to simplify the task enough, we did not ask
the annotators to define the relations between the arguments
(macro-structure level) or to follow more fine-grained annota-
tion scheme that will differentiate the major claim from other
claims as in [Stab and Gurevych, 2014]. Instead, we are inter-
ested in detecting the arguments themselves as independent
units. In particular, we model the structure of each argument
using one-claim-approach proposed by [Cohen, 1987]. This
approach considers only the root node of an argument as a
claim and the remaining nodes in the structure as premises.
The arrow from the premise to the claim composites the re-
lation which can be either a support or an attack relation.
Figure 1 represents a sample of our annotation scheme which
implies that we can have different types of micro-structure
arguments (e.g., basic, convergent and serial) in one answer.

3https://sites.google.com/nlg.csie.ntu.edu.tw/finnum3/task-
definition?authuser=0

Company's Representative Answer

Argument 1 Argument 2 Argument N 
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P

C

P

P
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Figure 1: Argument annotation scheme (a sample) including argu-
ment components and argumentative relations (support/attack) indi-
cated by arrows

Moreover, you can see a real example of the data in
Figure 2. As we have mentioned, we are in particular
interested in annotating the arguments stated by the com-
pany representatives. Therefore, in the answer of Luca
Maestri, we see first some general information that is not
argumentative (stated in Italic face), then the speaker start
to argue about his claim (C1) by stating different premises.
The annotator marked every sentence (P1 to P4) as a premise
since they all emphasize the stance of the speaker. In this ex-
ample, all those premises belong to the same claim and they
are all marked with a support relation type.

4 Corpus Creation
The motivation for creating a new corpus is threefold:

• First, we believe that it’s time to reason the financial data
and to move from shallow linguistic features and opinion
mining to the reasons behind it, the analysis of persuad-
ing and decision making process via argument mining.

• Second, the lack of publicly available datasets is one of
the big issues for the researchers who focus on both NLP
and finance [Chen et al., 2020].

• Third, the same challenge applies for argumentation
field, where available datasets are often of small size
and very domain and task dependent [Habernal and
Gurevych, 2017b]. Therefore, our dataset can serve the
computational argumentation scholars as well.

4.1 Data
We downloaded our data using the Financial Modeling Prep
API 4. We used Label Studio 5 as an annotation tool.

Our annotated data concerns the quarterly earnings calls
of four companies: Amazon, Apple and Microsoft and Face-
book for the period of 2015-2019 (i.e., we have 80 earning
call transcripts). For each transcript, we created the list of
all the speakers. After having determined the role of each of
them (Analyst, Representative or an Operator), we were able

4https://site.financialmodelingprep.com/developer
5https://labelstud.io/
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to split the whole text into different documents. Each docu-
ment contains one or two questions asked by a single analyst
and the corresponding response(s) by the company’s repre-
sentatives. We formulated these documents following Label
Studio guidelines, and imported them to be further labeled
with the argument units and relations.

In other words, we have a set of documents equal to the
number of questions for each earning call, as far as every an-
alyst asks only one question. In most cases, the same ana-
lyst will have two questions and two (or more) answers in the
same document. Therefore, we observe a difference between
the number of documents, number of questions, and the num-
ber of answers in our final corpus (cf. Table 1).

4.2 Argument Unit Segmentation
In the basic case, an argument component would be one com-
plete sentence. However, in some cases, a sentence may con-
tain several argument components. Accordingly, we anno-
tated argument components at the clause-level (at minimum)
and at the sentence level (at maximum). In other words, if
we have complete statements in the same sentence we only
consider them as different argument components if there is
an inference relation between them. Particularly, neither
statements connected with conjunctions like “and” or “or ”
nor conditional sentences (if, then) imply an inference rela-
tion. On the contrary, inference could appear in the following
forms:

“claim because of premise”
“Since premise then claim.”

“In view of the fact premise that it follows that claim”
However, since there is no punctuation in spoken

language, segmentation is more challenging and it must be
based on breaks, pitch, etc. In our case, we let the annotators
segment each sentence based on the context with respect to
the splitting roles we defined earlier.

4.3 Annotation Study
Our annotation study consists of three stages:

1. Annotation guidelines: We conduct a preliminary study
to define the annotation guidelines with one of our an-
notators.

2. Pilot annotations: The goal of this stage was to test the
annotation guidelines before a complete corpus is anno-
tated. This was done by training sessions and discus-
sions with the annotators. We got feedback from them
to update the guidelines and solve unclear situations. We
observed at this step that the annotation is more compli-
cated in practice and even with our simple annotation
scheme, one quarter takes between 2 to 3 hours to be
completely annotated. This confirms our choice of anno-
tation at the micro-structure level of argument and with
the one-claim-approach.

3. Inter annotator agreement: To compute how homoge-
neous and thus reliable the annotations are.

4.4 Inter-Annotator Agreement (IAA)
To evaluate the reliability of our data, we determine a group
of 12 earnings calls that represent about 20% of the whole

data and covering all four companies to be annotated by a
permutation of two annotators (out of four) separately. Those
individual versions of the annotations are used later to com-
pute the inter annotator agreement. To this end, we used
Krippendorff’s αU [Krippendorff, 2004] and Krippendorff’s
α [Krippendorff, 1980] for the argument components and ar-
gument relations annotations respectively. That’s because the
former considers the differences in the markable boundaries
of the two annotators and thus allows for assessing the reli-
ability of argument units annotations. However, in terms of
the relation annotation, the markables are the set of premise-
claim pairs. We obtained a degree of αU =0.70 for argument
components and α=0.81 for argument relations. Hence, we
conclude that the annotation of arguments in earnings calls
is reliably possible. However, it can be tricky to get iden-
tical annotations given that the argument component types
are strongly related (i.e., the annotation of a claim depends
on its connected premises). Therefore, every permutation of
two annotators had to meet and discuss their disagreement
cases to produce the last validated document (gold annota-
tions). As a result, we discovered that the primary source
of uncertainty is due to the missing of sentence boundaries
and the connected context that covers multiple sentences.
Therefore, we asked the annotators to read the entire ques-
tion to identify the controversial topic before starting with the
actual annotation task on the answer paragraph. Despite the
fact that this approach is more time-consuming than a direct
identification of argument components and relations, it yields
to a more reliable annotated data. Furthermore, the under-
standing of the question will help to assess the quality of the
arguments which we will address in our future work.

4.5 Creation of the Final Corpus: the FinArg
Dataset

Once we extracted our data annotated using LabelStudio, the
output file is a very long document in JSON format. How-
ever, before using this data, we ran some scripts to detect
annotations that did not follow the guidelines. In most of
the cases, a document was classified wrong because it con-
tained at least one of these three issues: the answer part of the
document was not fully annotated, the same piece of text was
annotated twice or a relation was misdirected. When it is pos-
sible, the issue was corrected by code. Otherwise, we ask the
corresponding document’s annotator to correct that mistake.
Thereafter and to increase the usability and reproducibility of
our FinArg dataset, we structured the important information
of arguments in a similar way to the student essays dataset
[Stab and Gurevych, 2014] since it is simply understandable
and almost the most used one in computational argumenta-
tion.

Hence, the annotation document includes for every
premise, claim or Non-argument text:

”Id, label, start index, end index, text”
and for every argument component relation:

”Id, label, ARG1: source component id, ARG2: target
component id”

Moreover, we provide an additional JSON file including the
following labels:
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Operator (Intro): From JPMorgan, Rod Hall.
Rod Hall (Question): Hi, guys. Thanks for taking my questions. I wanted to start off just going back to the 165 million
subscriptions and ask Tim or Luca if you could comment on the unique number of users there. And I think you had made
a comment, Tim, in your prepared remarks that the average revenue per user was up, or maybe that was you, Luca. But
if you guys could just talk about any more color around that average revenue per user, it would be interesting to us. And
then I have one follow-up to that. Thanks.
Luca Maestri (Answer): Yes, I’ll take it, Rod. We don’t disclose into the number of sub-
scriptions. Of course, we’re just giving you the total count of subscriptions that are out
there. Of course, there are several customers that subscribe to more than one of our services.
[ There is some level of overlap, but the total number of subscribers is very, very large, obviously less than 165 million ]P1.

[ But it’s very good for us to see the breadth of subscriptions that we offer and that customers are interested in ]C1. It

is very large.[ And if you remember, we quoted the same number a quarter ago and we talked about 150 million ]P2

[ So when you think about a sequential increase of 15 million subscriptions from the December quarter to the March

quarter, it really gives you a sense for the momentum that we have on our content stores ]P3.

[ It’s quite impressive to add 15 million subscriptions in 90 days. ]P4. [.....]

Figure 2: An example of the Apple Q2 2017- the annotation covers the answer where the Italic text is for Non-argument, Claim is marked
as C1 and Premises are marked with Pcount

Operator, Analyst, Representative, Intro, Question, Answer
This latter annotations could be useful especially for a finan-
cial application scenario.

4.6 Corpus Statistics
Table 1 shows statistics about our annotated data distribu-
tions. The number of documents represents the number of
different analysts. However, usually an analyst asks two dif-
ferent questions. Also, for some questions, two of the com-
pany representatives will answer separately. Therefore, the
number of annotated answers can be (and it is) more than
number of questions and about twice the number of docu-
ments. The found proportion between claims and premises is
also common in argumentation and confirms the findings of
[Mochales and Moens, 2011; Stab and Gurevych, 2014] that
claims are usually supported by several premises for ensur-
ing a complete and stable standpoint. Additionally, the pro-
portion between support and attack relations is normal, since
discussing the opposite point of view (as a strategy to prevent
any future criticism) is less commonly used in argumentation
comparing to the direct supporting premises. There is also a
couple of unlinked premises or claims in the data, mostly for
”reformulated” claims since we ask our annotators not to link
them again to the same premises as the original stated claim.
In other words, we want to avoid counting them as new argu-
ments. Furthermore, Table 2 shows a detailed version of the
classes distributions per different companies.

5 Evaluation
As a base-line model, we fine-tuned DistilBERT [Sanh et al.,
2019] with our dataset on the argument identification task
(i.e., argument/ non-argument classification) at the sentence-
level. Table 3 shows that we got an accuracy of 0.84
and F1-score of 0.80, which are comparable to DistilBERT

Type Count %
Documents 804 -
Questions 1553 -
Answers 1777 -
Premises 4894 35.856%
Claims 4478 32.808%
Non-argument 4277 31.336%
Support 4604 98.355%
Attack 77 1.645%
Unlinked 1778 18.971%

Table 1: Corpus statistics and class distribution

outcomes on the well known argumentation corpora: Stu-
dent essays [Stab and Gurevych, 2014] and User-generated
web discourse [Habernal and Gurevych, 2017a] presented in
[Alhamzeh et al., 2021a] and the BERT-based results pre-
sented in [Wambsganss et al., 2020].

Hence, our primary findings suggest that we can automat-
ically export further earnings conference calls annotations
with a good degree of reliability using a supervised machine
learning algorithm trained on our corpus. Based on that, we
can reach the granularity of data needed for future work on
the prediction of analysts’ post-call recommendations.

6 Conclusions and Future Work
Recently, different cutting-edge technologies have been ad-
dressed in FinTech domain, including numeracy understand-
ing, opinion mining and financial document processing. In
this paper, we contribute to the (1) theory, (2) data and
(3) evaluation aspect of argumentation structure in the finan-
cial domain by (1) proposing a micro-structure argumenta-
tion scheme for modeling arguments presented in analysts’
responses during the earnings conference calls, (2) work-
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Type FB AAPL AMZN MSFT
Documents 264 140 213 187
Questions 421 431 330 371
Answers 489 431 330 527
Premises 1722 1035 1010 1127
Claims 1423 1103 969 983
Non-argument 1332 1183 924 838
Support 1638 949 924 1093
Attack 20 35 6 16
Unlinked 385 499 457 437

Table 2: Distribution per company where FB: Facebook, AAPL:
Apple, AMZN: Amazon, MSFT: Microsoft

Model Accuracy Precision Recall F1-score
DistilBERT 0.84 0.83 0.78 0.80

Table 3: Evaluations of the DistilBERT fine-tuned model on the Fi-
nArg dataset

ing on the related annotation covering a period of five years
(2015-2019) on four companies (FB, AMZN, MSFT, AAPL)
to produce the FinArg dataset with a size 804 documents, and
(3) evaluating this data using DistilBERT as a baseline model.

We aim in the future work to employ this data and train
models to the end of prediction of analysts’ post-call rec-
ommendations. This opens up different research questions
like the required granularity of the data, the emission time of
the recommendation’s announcement, the analyst’s questions
(topic and sentiment) during the earning call (if applicable)
and others. However, we believe that it’s time to reason on
financial textual data and to move from basic linguistic fea-
tures, semantics and sentiment analysis to the reasons behind
it and the quality of it with the help of argument mining and
argument quality assessment which we will address in our fu-
ture work as well. As a conclusion, we claim that our dataset
presented in this paper will foster the research in FinTech do-
main in parallel with computational argumentation as an NLP
task itself.
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Abstract
Business Relation Extraction between market
entities is a challenging information extraction
task that suffers from data imbalance due to the
over-representation of negative relations (also
known as No-relation or Others) compared to
positive relations that corresponds to the tax-
onomy of relations of interest. This paper pro-
poses a novel solution to tackle this problem,
relying on binary soft-labels supervision gener-
ated by an approach based on knowledge distil-
lation. When evaluated on a business relation
extraction dataset, the results suggest that the
proposed approach improves the overall per-
formances, beating state-of-the art solutions
for data imbalance. In particular, it improves
the extraction of under-represented relations as
well as the detection of false negatives.

1 Introduction

Nowadays, the web is considered as an important
source of business and financial information that
can be used to analyze business interactions be-
tween market entities. These interactions enable
financial institutions to take well-informed deci-
sions (Oberlechner and Hocking, 2004), as well
as business professionals to sustain and innovate
in a rapidly changing business world. However,
structuring this information remains a challenging
task, given the volume and velocity of the textual
data generated online. Hence, the availability of
systems that automatically extract business inter-
actions between organizations (e.g., startups, com-
panies, non-profit organizations, etc.) from textual
content becomes crucial.

Business Relation Extraction (BRE) is an NLP
task that aims at discovering relations involv-
ing different companies (e.g. company-customer,
company-partner) at the sentence level (Zhao et al.,
2010). For example, from the sentence in (1), ex-
tracted from BIZREL dataset (Khaldi et al., 2021),
a relation extraction system can infer that the com-
pany Airbus is a supplier for the company Inmarsat.

Dataset # Sent. #Rel. % NR
TACRED 106,264 42 79.5
BioRel 533,560 125 50
BizRel 10,034 6 63

Table 1: NR in existing generic and domain specific
datasets.

Example 1 The [Airbus]E1 group has signed a
contract with [Inmarsat]E2 for the delivery of three
reconfigurable geostationary satellites in orbit.

Recent works for BRE rely on supervised ap-
proaches, where neural models are trained on an-
notated datasets for business relations (Collovini
et al., 2020; De Los Reyes et al., 2021; Reyes et al.,
2021; Khaldi et al., 2021). In general, supervised
approaches consider relation extraction (RE) as a
multi-class classification problem where each class
corresponds to a predefined relation type (Zhang
et al., 2017; Wu, 2019). In addition to the set of pos-
itive relations (henceforth PR) which corresponds
to the taxonomy of relations of interest (like hyper-
nymy, meronymy, and cause-effect relationships),
most popular datasets manually annotated either
for generic (e.g., SemEval-2010 Task 8 (Hendrickx
et al., 2010), TACRED (Zhang et al., 2017)) or do-
main specific relations (e.g., ChemProt (Krallinger
et al., 2017), BizRel (Khaldi et al., 2021)) include a
negative relation (henceforth NR) to account either
for the absence of a relation between two target
entities (see NO-RELATION in TACRED), or any
other types of relations not present in the annota-
tion scheme (see OTHERS in SemEval-2010 and
BizRel). NRs share two main characteristics: (C1)
they have irregular and unstable linguistic realiza-
tions and (C2) are often over-represented making
PR hard to predict due to the highly imbalanced
nature of the problem (see the ratio of NR in Table
1).

Several solutions have been proposed to address
NR: discard them during training (Doddington
et al., 2004), ignore them at the evaluation stage
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focusing only on the performances of PR as done
in most RE shared tasks (Zhang et al., 2017; Hen-
drickx et al., 2010), or include them during training
by treating all relations equally (Wu, 2019; Zhou
and Chen, 2021). These strategies however fail to
deal with the sparseness of PR and the characteris-
tics of NR in a real world scenario. To overcome
the data imbalance problem, four main solutions
have been proposed in the literature:

(1) Data augmentation where different strate-
gies based on lexical variations are used to
generate new instances for minority classes
(Su et al., 2021; Papanikolaou and Pierleoni,
2020).

(2) Cost-sensitive learning by assigning higher
wrong classification costs to classes with
small proportion (Lin et al., 2018; Zhang et al.,
2017) .

(3) Multitask learning where auxiliary tasks help
the main task to improve performances of
under-represented classes (Khaldi et al., 2021;
Wang and Hu, 2020).

(4) Knowledge distillation (henceforth KD) that
aims to transfer knowledge from a complex
teacher model to a small student model, where
the outputs of the teacher network, called
soft labels, are used to train a student net-
work (Hinton et al., 2015; Zhang et al., 2020;
Song et al., 2021). The basic idea behind
KD is that the teacher’s soft probabilities have
more knowledge about classes than the one
hot-encoded labels used usually to train the
student.

The first three solutions rely on hard labels supervi-
sion, where the ground truth labels are represented
using one-hot encoded vectors that are not able to
represent the semantic information among relations.
Indeed, NR can have unstable patterns, and can
share similar linguistic realizations with PR. For
example, the SemEval 2010 Task 8 dataset (Hen-
drickx et al., 2010) includes the OTHERS relations
for near misses of PR as NR instances, while in
the BIZREL dataset (Khaldi et al., 2021) sentences
expressing PR and NR at the same time between
different pair of entities are one of the main sources
of false negatives. While hard label supervision suc-
cesses to counter the class imbalance problem (i.e.
(C2)), it does not however fully capture the dissim-
ilarities between PR and NR, making the optimiza-

tion of model’s output probabilities hard. Recent
studies show that soft labels generated via KD by a
teacher model are more adequate to efficiently han-
dle the inherent characteristics of NR (C1) (Song
et al., 2021). In this paper, we aim to continue these
efforts by proposing a new knowledge distillation
approach based on binary soft labels supervision
(BSLS). The soft outputs generated by the teacher
model trained for binary classification (PR vs. NR),
are used to supervise the student model to perform
multi-class RE. Our contributions are three folds:

• A new knowledge distillation approach to ac-
count for NR characteristics in imbalanced
RE problem based on binary soft labels super-
vision. As far as we know, KD has never been
used for business RE.

• A comparison of our approach against several
state of the art hard labels (data augmentation,
cost-sensitive learning, multitask) and soft la-
bels approaches.

• An evaluation of the performances of our
model on a business relation extraction dataset.
Our results show that our approach improves
the extraction of under-represented relations
as well as the detection of false negatives, ad-
dressing therefore both (C1) and (C2).

This paper is organized as follows: We first
present the related work, then describe our KD
architecture. We finally detail the carried experi-
ments and give our results.

2 Related Work

2.1 Knowledge Distillation for RE

The main idea behind KD is to design a simple
student model that mimics the behavior of a com-
plex, more informed, or a large teacher model in
order to achieve comparable results in performing
a specific task. It has first been proposed for model
compression task (Hinton et al., 2015).

KD has been recently proposed for RE. Zhang
(2020) incorporates knowledge about type con-
straints between entities and relations into the
teacher model then use knowledge distillation to
generate well informed soft labels used to supervise
a student model that is able to inherit this knowl-
edge from its teacher. Song et al. (2021) integrate
ground truth sentence-level identification informa-
tion into the teacher network during training then
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transfer it to the student by sharing the classifica-
tion layer to counter data imbalance problem. KD
has also been used to alleviate the interference of
noise from relation annotations in distant supervi-
sion via label softening (Li et al., 2022).

Our work is close to (Song et al., 2021) but in-
stead of adding more features to the teacher model,
we rather train the teacher and student models on
two different complementary tasks: binary relation
identification (PR vs. NR) and multi-class rela-
tion extraction. We assume that training a teacher
model on binary relation identification helps to
learn discriminative features that differentiate PR
from NR, on a less imbalanced dataset, since all PR
are merged into one class. The student model can
therefore inherit from the teacher’s produced binary
soft labels the salient learnt features about PR and
NR, to mitigate NR irregular patterns problem. We
also experiment with different data-imbalance sen-
sitive loss functions in the student model in order
to alleviate the (PR vs. NR) imbalance problem.

2.2 Business Relation Extraction

Most existing works for BRE have used semi-
supervised approaches relying either on lexico-
syntactic patterns generated from dependency trees
(Braun et al., 2018), or lexical patterns based on a
list of keywords which are specific to each prede-
fined relation type (Lau and Zhang, 2011). Recent
works rely on supervised approaches, where neu-
ral models are trained on annotated datasets for
business relations. For example, Collovini et al.
(2020) extract relations between Fintech companies
from news text using Bi-directional Gated Recur-
rent Units. Recently, De Los Reyes et al. (2021),
Reyes et al. (2021), and Khaldi et al. (2021) re-
lied on BERT pretrained language model (Devlin
et al., 2019) fine-tuned on annotated datasets to
classify relations between financial and economic
entities. Most works focus either on business re-
lations classification (Braun et al., 2018; Lau and
Zhang, 2011) where NR is not considered, or on
business relation identification where all relations
are merged into one PR type (Reyes et al., 2021;
Collovini et al., 2020). Only few works handles
both business relation identification (PR vs. NR)
and business relation classification by including a
NR in the set of relations to extract (Khaldi et al.,
2021; De Los Reyes et al., 2021). Our work contin-
ues these efforts by proposing a supervised model
for BRE based on BERT, to perform both business

relation identification and classification, while han-
dling for the first time, as far as we know, business
PR sparsity through knowledge distillation.

3 A Binary Soft-labels Supervision for
Multi-class RE (BSLS)

Our binary soft label supervision approach for
multi-class relation extraction is based on knowl-
edge distillation where binary soft labels generated
by a teacher model noted T are used to supervise
the training of a student model noted S (cf. Fig-
ure 1). Following (Zhou and Chen, 2021), both S
and T have the same architecture based on an im-
provement of R-BERT (Wu, 2019), a transformer
model specifically designed to handle RE tasks.
This architecture has two main components: a) a
sentence encoder noted Encoderi with i ∈ {S, T}
based on the pre-trained BERT model (Devlin et al.,
2019) while using entity markers as sentence rep-
resentation vectors, b) a relation classifier noted
Classifieri composed of two linear layers fol-
lowed by dropout layer then a softmax activation
function.

An input sentence is first fed into Encoderi, to
get its contextual representations that are injected
into Classifieri to predict the relation type. Let
Pi = (Pi0, ..., Pin) the prediction probabilities gen-
erated by Classifieri, with n being the number of
relations to predict. Let PSoftT the soft labels,
i.e., the prediction probabilities generated by a
pre-trained teacher binary classifier ClassifierT
whose weights are frozen and shared with S. Fi-
nally, let Yb and Ym be respectively the binary and
multi-class hard labels that encode the ground-truth
labels as one hot vectors. These soft and hard labels
are used by two different losses in order to optimize
the models parameters through back-propagation:
LcT (resp. LcS) , the classification loss that min-
imizes the errors between PT and Yb (resp. PS
and Ym). and LD, the distillation loss calculated
between a binarised form of PS and PSoftT .

The distillation algorithm consists in the follow-
ing steps:

(1) First, train T on binary relation identification
(PR Vs. NR), while optimizing the teacher
classification loss LcT .

(2) Then ClassifierT ’s weights are frozen and
shared with S.

(3) S is trained on multi-class RE and supervised
by both Ym and PSoftT , while optimizing
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Figure 1: Binary soft-labels supervision architecture for Business Relation Extraction. (1) Teacher training, (2)
Teacher classifier freezing and sharing, (3) Student training through knowledge distillation, (4) Final loss to train the
student.

both the student classification loss LcS and
the distillation loss LD. To this end, PS are
first binarised into PSb following the equation
(1) where PS0 refers to the prediction proba-
bility of NR as given by ClassifierS .

PSb = (PS0,max(PS1, ..., PSn))(1)

(4) The weighted sum of LcS and LD is the final
loss Lf optimized to train the student model,
α =0.6 , β = 0.4, being loss weights.

Lf = α.LcS + β.LD(2)

4 Data and Experiments

4.1 Baselines
We compare our model against four baseline mod-
els used to tackle data imbalance in RE: augmen-
tation of the training data (DA), multitask archi-
tecture (MLT), optimizing using an adapted loss
(ALS), and knowledge distillation (KD) via soft
labels. We describe below each of these configura-
tions.

1- Shortest dependency path data augmenta-
tion (DASDP ) (Su et al., 2021): The main idea
of data augmentation is to generate new instances
that express the same relation. As the shortest de-
pendency path is assumed to capture the required
information to express a relation between two tar-
get entities (Bunescu and Mooney, 2005), the aug-
mentation consists in extracting tokens located in
this path, fixing them, then the rest of tokens are
randomly transformed by: synonyms replacement,

random swapping, and random deletion. In our
experiment, this method augments the positive in-
stances by 300%.

2- Multitask architecture (MLTbin) (Khaldi
et al., 2021): This is a multitask RE model that
performs both relation identification (PR vs. NR)
and relation extraction (multi-class classification).
The relation identification task is an auxiliary task
designed to help the main task of multi-class rela-
tion classification learn more features about PR vs.
NR distinction. We use here a simplified version of
MLT without considering any additional semantic
features.

3- Adapted loss (ALS) : We rely on four adapted
losses as follows:

– Weighted Cross Entropy loss (ALSWCE) :
A variant of cross-entropy loss that assigns to each
class a pre-computed weight that corresponds to
the penalty of miss-classifying its instances.

– Focal loss (ALSFC) (Lin et al., 2017): This
loss has shown to be very effective for object de-
tection from highly imbalanced datasets since it
down-weights easy examples and thus focus the
training on hard negatives by adding a modulating
factor to the cross-entropy loss.

–Adaptive scaling (ALSAD) (Lin et al., 2018):
It is a dynamic cost-sensitive learning algorithm
that optimizes the F-score rather than the accuracy
and adaptively scales costs of instances of different
classes with a marginal utility that quantify the
importance of positive/negative instances during
training.

– Dice loss (ALSDC) (Li et al., 2020): The Dice
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function is a widely used metric for evaluating im-
age segmentation accuracy. It is the harmonic mean
of precision and recall. It attaches equal importance
to false positives and false negatives. We use here
the weighted version of Dice loss to control the
trade-off between precision and recall and down-
weight easy examples. As far as we know, dice loss
has never been used for RE.

4- Soft label supervision using knowledge dis-
tillation (KDSLS): Soft labels generated by a
teacher model trained on multi-class RE task are
use to supervise a student model performing the
same task. We use the focal loss to train the teacher
model in order to handle class-imbalance when
generating soft labels. This is the standard KD fol-
lowing (Hinton et al., 2015), where the teacher and
the student models perform the same task, while
only the teacher classifier is distilled as in (Song
et al., 2021). Note that our teacher model is simpler
as it does not include any additional features.

4.2 Data
We run experiments on the BIZREL dataset,
(Khaldi et al., 2021) a business relation extraction
corpus freely available for research purposes.1 The
dataset has 10k relation instances between named
entities of type Organization. It is composed of 5
positive relations (INVESTMENT, COMPETITION,
COOPERATION, LEGAL-PROCEEDING, and SALE-
PURCHASE) and one negative relation named OTH-
ERS.

Data distribution per relation type and dataset
type (train, test) are presented in Table 2. We can
observe that the NR is over-represented compared
to the other PR, representing 66.2% of the training
data and 66.2% of the test. When looking at NR
instances, we can notice that the patterns used to ex-
press this relation are irregular (see Examples 2 and
3), since a negative relation can be assigned to any
other non-business relation such as: list of spon-
sors, list of innovative companies, or employee’s
transfer from company A to company B.

Example 2 Shira Goodman, the former CEO of
Framingham office supply retailer [Staples]E1, has
been elected to the board of directors of Los Ange-
les real estate giant [CBRE Group]E2.

Example 3 Ten French entities were among the
world’s 100 most innovative organizations in 2016:
three research centers (CNRS, CEA, IFP Ener-
gies Nouvelles) and seven companies (Alstom,

1Link to BizRel dataset

Data Inv. Com. Coo. Leg. Sal. Oth. #Tot.
Train 281 1,675 627 50 248 5,647 8,528
Test 50 296 111 8 44 997 1,506

Table 2: BIZREL dataset distribution per relation type
and per dataset type (train, test).

Inv. Com. Coo. Leg. Sal. Oth.
Avg. w_per_s 32 44 35 29 32 40
Avg. e_per_s 4 8 5 3 4 7
Avg. v_per_s 3 2 3 3 2 2

Table 3: BIZREL dataset complexity per relation type.

[Arkema]E1, [Safran]E2 , Saint-Gobain, Thales,
Total, and Valeo).

In addition, these patterns can be very close to
the ones used to express PR. In Example 4, a NR is
annotated between E1 and E3 while a PR of type
COOPERATION exists between E1 and E2. We can
notice that for both entity pairs, the pattern form
E1 partners with E2 exists.

Example 4 While [Airbus]E1 partners with
[Audi]E2, Boeing is cozying to [Adient]E3,
Mercedes-Benz, and even General Motors.

To measure the complexity of business relations
in BIZREL dataset and their syntactic richness, we
compute the average count of words, verbs, and en-
tities per relation type (Avg. w_per_s, Avg. v_per_s,
and Avg. e_per_s respectively). Table 3 shows the
results. We observe that sentences contain on aver-
age from 3 to 8 named entities of type organization,
therefore, potentially a maximum of 6 to 28 rela-
tions could occur in a single sentence between dif-
ferent entity pairs. In addition, sentences are com-
plex containing in average from 2 to 3 verbs and
the context surrounding a given relation instance
varies from 29 to 44 tokens on average. Overall,
these measures confirm the diversity and complex-
ity of business relations expressed in BIZREL. This
is more salient for OTHERS and COMPETITION

where the average number of entities per sentence
is 7 and 8 respectively, while the context (i.e., num-
ber of words per sentence) is respectively of 40 and
44.

5 Main Results

Results of the baselines and BSLS experiments are
reported in Table 4, in terms of macro precision,
recall, and F-score. 2

2All models are based on bert-base-cased. Using Fin-
BERT (Araci, 2019) did not improve the overall performances,
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Model P R F1
ALSCE 62.5 72.5 66.7
ALSWCE 63.1 75.1 68.1
ALSFC (Lin et al., 2017) 65.9 71.7 68.5
ALSDC (Li et al., 2020) 66.9 65.4 65.7
ALSAD (Lin et al., 2018) 62.6 70.9 66.0
MLTbin (Khaldi et al., 2021) 62.8 73.2 67.2
DASDP (Su et al., 2021) 69.7 67.8 68.2
KDSLS (Song et al., 2021) 63.9 70.9 67.0
BSLSCE 65.4 71.7 68.2
BSLSWCE 63.0 73.2 67.1
BSLSFC 66.1 75.0 69.9
BSLSDC 66.7 69.8 68.1
BSLSAD 66.6 69.8 67.6

Table 4: Experimental results on the BIZREL dataset.
Best results are in bold.

Overall, we can observe that the proposed model
based on binary soft labels supervision (BSLS) op-
timized using a focal loss (FC) is the best, achiev-
ing an F-score of 69.9%, outperforming there-
fore all the baselines (+1.4% over the best one).
Shortest dependency path (ADSDP ) data augmen-
tation obtains the best precision (69.7%) while the
weighted cross entropy loss (ALSWCE) the best
recall (75.1%).

When comparing between knowledge distilla-
tion models, we can observe that our binary soft
labels (BSLS) are more efficient than KDSLS , the
multi-class soft labels state-of-the art (+2.9% F-
score).

When experimenting BSLS with different loss
functions, we notice that, for most of the experi-
ments, BSLS optimized using lossi outperforms
the baseline model optimized using the same lossi.
For example, BSLSCE scores higher than ALSCE
(+1.5 % F-score), BSLSDC is better than ALSDC
(+2.4 % F-score), BSLSAD outperforms ALSAD
(+1.6 % F-score), and finally BSLSFC outperforms
ALSFC (+1.4 % F-score).

6 Discussion and Analysis

We further compare the performances of the best
baseline (ALSFC) with our best performing model
(BSLSFC). Figure 2 gives a confusion matrix that
shows the number of false/true positives/negatives
between PR and NR. We can see that BSLSFC
was able to reduce the number of false negative

where BSLSFC achieves the best F1 (68.9%), followed by
ALSFC (68.7%).

Figure 2: Confusion matrix to compare between busi-
ness and non-business instance classification in our best
model (BSLSFC) and the best baseline (ALSFC)

Inv. Com. Coo. Leg. Sal. Oth.
ALSFC 61.0 78.8 65.0 77.8 41.9 86.6
BSLSFC 68.9 77.2 66.7 73.7 46.2 86.6

Table 5: Best baseline (ALSFC) and our best model
(BSLSFC) F1-score per relation type. Best results of
each relation are in bold.

instances (from 157 to 152), and increase the true
negative (from 840 to 845). We can also observe
the impact of these changes on the recall where
our model achieve one of the best score. It was
however not able to reduce misclassifications due
to false positive, leading therefore to a decrease in
the precision when compared to the best precision.

A closer look into the results per class for the
best baseline and best performing model (cf. Table
5) shows that our model is able to improve the
performances of most under-represented positive
relations, namely: INVESTMENT, COOPERATION

and SALE-PURCHASE that represent 3.3%, 7.3%
and 2.9% of test set. NR results remain stable and
this was expected as our approach was specifically
designed to handle under-represented PR. A final
interesting finding is that PR with less frequencies
are the one that benefits the most from binary soft
labels. For example, an improvement of +7.9 %
(resp. +4.3 %) in terms of F1 is observed for under-
represented relation INVESTMENT (resp. SALE-
PURCHASE) over the best baseline.

In order to gain insights into the main strengths
of the current approach when compared to the best
baseline, we analyse well classified instances by
BSLSFC , that ALSFC fails to classify correctly.
We notice that our approach is able to identify the
NR OTHERS in some cases where many relations
are expressed between different target entities, un-
like ALSFC (See example 5).

Example 5 While there were few mega acquisi-
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tions/ mergers primarily Chinese players acquiring
European and US robotics/ automation companies
(Kuka AG by [Midea Group]E1 , Dematic by [Kion
Group]E2 and KraussMaffei Automation by Chem-
China) and few others by US industry giants (Af-
feymetrix by ThermoFisher and Intelligrated by
Honeywel), most acquisitions were in the sub $ 500
M range .

BSLSFC’s correct label : OTHERS, ALSFC’s
wrong label: INVESTMENT

In addition, our model is also able to distinguish
between semantically close PR such as INVEST-
MENT, SALE-PURCHASE, and COOPERATION,
that uses the same lexical cues to be expressed
such as signing agreement, entering into a contract.
In example 6, the expression entering into a con-
tract refers to service-selling contract rather than a
COOPERATION relation.

Example 6 [General Electric Corporation]E1

has entered into a five - year, $ 128,500 million
contract with [Electronic Data Systems]E2 (EDS)
to handle the corporation’s desktop computer pro-
curement, service, and maintenance activities.

BSLSFC’s correct label : SALE-PURCHASE,
ALSFC’s wrong label: COOPERATION

7 Conclusion

In this paper, we propose a novel solution to tackle
PR vs. NR imbalance and NR irregular patterns
problems, relying on binary soft-labels supervision
generated by knowledge distillation. When evalu-
ated on a business relation dataset, our approach
improves the overall performances by enhancing
the detection of under-represented relations and re-
ducing false negative misclassification rates. As
future work, we plan to evaluate our method to
other generic and domain specific RE datasets in
order to assess its adaptability to other domains.

References
Dogu Araci. 2019. Finbert: Financial sentiment analy-

sis with pre-trained language models.

D. Braun, A. Faber, A. Hernandez-Mendez, and
F. Matthes. 2018. Automatic relation extraction for
building smart city ecosystems using dependency
parsing. In Proceedings of the 2nd Workshop on
Natural Language for Artificial Intelligence, pages
29–39.

R. Bunescu and R. Mooney. 2005. A shortest path
dependency kernel for relation extraction. In Pro-
ceedings of HLT and EMNLP, pages 724–731.

S. Collovini, P. N. Gonçalves, G. Cavalheiro, J. Santos,
and R. Vieira. 2020. Relation extraction for com-
petitive intelligence. In International Conference
on Computational Processing of the Portuguese Lan-
guage, pages 249–258. Springer.

D. De Los Reyes, A. Barcelos, R. Vieira, and
I. Manssour. 2021. Related named entities classi-
fication in the economic-financial context. In Pro-
ceedings of the EACL Hackashop on News Media
Content Analysis and Automated Report Generation,
pages 8–15.

J. Devlin, MW. Chang, K. Lee, and K. Toutanova. 2019.
BERT: Pre-training of deep bidirectional transform-
ers for language understanding. In Proceedings of
NAACL, pages 4171–4186.

G. R Doddington, A. Mitchell, M. A Przybocki, L. A
Ramshaw, S. M Strassel, and R. M Weischedel. 2004.
The automatic content extraction (ace) program-tasks,
data, and evaluation. In Lrec, pages 837–840.

I. Hendrickx, S. N. Kim, Z. Kozareva, P. Nakov,
D. Séaghdha, S. Padó, M. Pennacchiotti, L. Romano,
and S. Szpakowicz. 2010. Semeval-2010 task 8:
Multi-way classification of semantic relations be-
tween pairs of nominals. In Proceedings of the 5th In-
ternational Workshop on Semantic Evaluation, pages
33–38.

G. Hinton, O. Vinyals, and J. Dean. 2015. Distilling
the knowledge in a neural network. In In Proc. of
NeurIPS.

H. Khaldi, F. Benamara, A. Abdaoui, N. Aussenac-
Gilles, and E. Kang. 2021. Multilevel entity-
informed business relation extraction. In Inter-
national Conference on Applications of Natural
Language to Information Systems, pages 105–118.
Springer.

M. Krallinger, O. Rabal, S. A Akhondi, M. P. Pérez,
J. Santamaría, G. P. Rodríguez, G. Tsatsaronis, and
A. Intxaurrondo. 2017. Overview of the biocreative
vi chemical-protein interaction track. In Proceed-
ings of the sixth BioCreative challenge evaluation
workshop, volume 1, pages 141–146.

176



R. Lau and W. Zhang. 2011. Semi-supervised statistical
inference for business entities extraction and business
relations discovery. In SIGIR 2011 workshop, pages
41–46.

R. Li, C. Yang, T. Li, and S. Su. 2022. Midtd: A simple
and effective distillation framework for distantly su-
pervised relation extraction. ACM Transactions on
Information Systems (TOIS), (4):1–32.

X. Li, X. Sun, Y. Meng, J. Liang, F. Wu, and J. Li.
2020. Dice loss for data-imbalanced nlp tasks. In
Proceedings of the 58th ACL, pages 465–476.

H. Lin, Y. Lu, X. Han, and L. Sun. 2018. Adaptive
scaling for sparse detection in information extraction.
arXiv preprint arXiv:1805.00250.

T.-Y. Lin, P. Goyal, R.s Girshick, K. He, and P. Dol-
lár. 2017. Focal loss for dense object detection. In
Proceedings of the IEEE international conference on
computer vision, pages 2980–2988.

T. Oberlechner and S. Hocking. 2004. Information
sources, news, and rumors in financial markets: In-
sights into the foreign exchange market. Journal of
economic psychology, pages 407–424.

Y. Papanikolaou and A. Pierleoni. 2020. Dare: Data aug-
mented relation extraction with gpt-2. arXiv preprint
arXiv:2004.13845.

D.D.L. Reyes, D. Trajano, I. Manssour, R. Vieira, and
R. Bordini. 2021. Entity relation extraction from
news articles in portuguese for competitive intelli-
gence based on bert. In Brazilian Conference on
Intelligent Systems, pages 449–464. Springer.

D. Song, J. Xu, J. Pang, and H. Huang. 2021. Classifier-
adaptation knowledge distillation framework for rela-
tion extraction and event detection with imbalanced
data. Information Sciences, 573:222–238.

Peng Su, Yifan Peng, and K. Vijay-Shanker. 2021. Im-
proving BERT model using contrastive learning for
biomedical relation extraction. In Proceedings of the
20th Workshop BioNLP, pages 1–10. ACL.

W. Wang and W. Hu. 2020. Improving relation ex-
traction by multi-task learning. In Proceedings of
HPCCT’20 BDAI’20, pages 152–157.

Y. Wu, S.and He. 2019. Enriching pre-trained language
model with entity information for relation classifica-
tion. In Proceedings of the CIKM’19, pages 2361–
2364.

Y. Zhang, V. Zhong, D. Chen, G. Angeli, and C. D. Man-
ning. 2017. Position-aware attention and supervised
data improve slot filling. In Proceedings of the 2017
Conference on EMNLP, pages 35–45. ACL.

Z. Zhang, X. Shu, B. Yu, T. Liu, J. Zhao, Q. Li, and
L. Guo. 2020. Distilling knowledge from well-
informed soft labels for neural relation extraction.
In Proceedings of the AAAI Conference, pages 9620–
9627.

J. Zhao, P. Jin, and Y. Liu. 2010. Business relations
in the web: Semantics and a case study. Journal of
Software, (8):826–833.

W. Zhou and M. Chen. 2021. An improved baseline for
sentence-level relation extraction.

177



Proceedings of the Fourth Workshop on Financial Technology and Natural Language Processing (FinNLP), pages 178 - 186
December 8, 2022 ©2022 Association for Computational Linguistics

Astock: A New Dataset and Automated Stock Trading based on
Stock-specific News Analyzing Model

Jinan Zou ∗, Haiyao Cao ∗, Lingqiao Liu, Yuhao Lin, Ehsan Abbasnejad, Javen Qinfeng Shi †

Australian Institute for Machine Learning, The University of Adelaide, Australia
jinan.zou, haiyao.cao, lingqiao.liu@adelaide.edu.au

yuhao.lin01, ehsan.abbasnejad, javen.shi@adelaide.edu.au

Abstract

Natural Language Processing(NLP) demon-
strates a great potential to support financial
decision-making by analyzing the text from
social media or news outlets. In this work, we
build a platform to study the NLP-aided stock
auto-trading algorithms systematically. In con-
trast to the previous work, our platform is char-
acterized by three features: (1) We provide fi-
nancial news for each specific stock. (2) We
provide various stock factors for each stock. (3)
We evaluate performance from more financial-
relevant metrics. Such a design allows us to
develop and evaluate NLP-aided stock auto-
trading algorithms in a more realistic setting.
In addition to designing an evaluation platform
and dataset collection, we also made a tech-
nical contribution by proposing a system to
automatically learn a good feature represen-
tation from various input information. The
key to our algorithm is a method called se-
mantic role labeling Pooling (SRLP), which
leverages Semantic Role Labeling (SRL) to
create a compact representation of each news
paragraph. Based on SRLP, we further incor-
porate other stock factors to make the stock
movement prediction. In addition, we propose
a self-supervised learning strategy based on
SRLP to enhance the out-of-distribution gener-
alization performance of our system. Through
our experimental study, we show that the pro-
posed method achieves better performance and
outperforms all the baselines’ annualized rate
of return as well as the maximum drawdown of
the CSI300 index and XIN9 index on real trad-
ing. Our Astock dataset and code are available
at https://github.com/JinanZou/Astock.

1 Introduction

The stock prediction has been an attractive task
for a long time, and it is still challenging since the
stochasticity of the market and behavior patterns
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Figure 1: Overview of the automated stock trading sys-
tem.

of participators are fluctuating and elusive. Stock
forecasting based on Natural Language Process-
ing (NLP) techniques is a promising solution since
text information, e.g., tweets, financial news etc., is
strongly correlated with the stock prices. However,
the NLP-based stock forecasting research is still
scattered without unified definitions, benchmark
datasets, clear articulations of the tasks, which sev-
eraly hinders progress of this field.

Existing approaches are usually based on market
sentiment analysis (Xu and Cohen, 2018; Cheng
and Li, 2021) and use news to predict the related
securities’ price on the following trading day(s)
(Zhang et al., 2017; Li et al., 2020). Despite the lim-
ited success in those studies, the existing works are
still far from realistic for two reasons: Firstly, pre-
vious methods ignore the financial factors, which
plays a key role in practical trading. Secondly,
these models are evaluated only on intermediate
performance metric, e.g., stock movement predic-
tion accuracy. It is unclear how well they can sup-
port a practical trading system to make sufficient
profit.

To address the problems above, we construct
a China A-shares market dataset with news and
stock factors called Astock. Specifically, we an-
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notate all occurrences of the three trading actions
(long, preserve, short) in 40,963 news originated
from Tushare 1 with a valid official license, which
describes the major financial events. The dataset
also includes various stock factors to build a re-
alistic system. Based on Astock, we establish a
semantic role labeling pooling (SRLP) to build a
compact representation for stock-specific news and
predict the stock movement. This work also ex-
plores how to leverage a self-supervised method
better to upgrade the SRLP method, which achieves
better performance for classification and high do-
main generalization ability.

In experiments, we further propose a realistic
trading platform that outperforms the state-of-the-
art text classification baseline’s average returns and
Sharpe Ratios over the CSI300 index and XIN9 in-
dex of testing period from January 2021 to Novem-
ber 2021. Specifically, we analyze the profitability
of the proposed strategy based on stock movement
prediction result for real trading as shown in Figure
1. The primary contributions of this work can be
summarized as follows:

• We construct a brand new Chinese stock
movement prediction task dataset with stock-
specific news and stock factors.

• Our SRLP characterizes the key attributes of
financial events, which is convenient for in-
corporating other stock factors and further
creating a self-supervised module on top of
the SRLP method. Our self-supervised SRLP
method obtains competitive stock movement
prediction and out-of-distribution (OOD) gen-
eralization results.

• We further evaluate algorithm performance
on real-world trading from more financial-
relevant metrics. By conducting extensive
experimental studies, we show that our self-
supervised SRLP achieves remarkable perfor-
mance on these metrics. Furthermore, we ob-
serve that the proposed trading strategies work
well in practice.

2 Related Work

2.1 Text-based Stock Movement Prediction

In recent years, the use of text-based information,
especially news and social media, has significantly

1http://tushare.org

improved the performance of stock movement pre-
diction tasks and these methods usually rely on
text-based features and sentiment analysis to fore-
cast stock movements (Xu and Cohen, 2018; Hu
et al., 2018; Ding et al., 2015). However, These ap-
proaches assume that the real-trading distribution
was the same as the training distribution, which
is not realistic as it is difficult to generalize to fu-
ture trading. By contrast, our self-supervised SRL
approach pays closer attention to the quality and
comprehensiveness of the news, which could help
with out-of-distribution generalization on the real-
istic trading.

2.2 Semantic Role Labeling and
Self-Supervised Learning Approach

Semantic role labeling (SRL) aims to disclose the
predicate-argument structure of a given sentence,
which could provide a clear overlay that uncov-
ers the underlying semantics of text (Conia et al.,
2021). However, previous stock movement predic-
tion methods (Xu and Cohen, 2018; Hu et al., 2018;
Ding et al., 2015) adopted the word or sentence
level representation to predict the stock movement.
Due to the lack of abstract information of the news,
these approaches can overfit the training data and
fail to distinguish the key features of news. To deal
with this problem, we used the SRL’s characteris-
tics for extracting a clear overlay that uncovers the
underlying semantics of news.

Recently, self-supervised learning has become a
very popular technique in the training stage of NLP,
which generates labels without any human interven-
tion and learns common language representations.
Some researches (Im et al., 2021; Zheng et al.,
2021) have proven that self-supervised learning
strengthens the generalization ability for models as
it improves the performance in many tasks.

3 Dateset Creation

Table 1: The comparison between Astock and other ex-
isting widely-used stock movement prediction dataset.

Dataset Num of Stock Text Source Price-level Stock Factors
DMFT’s dataset
(Zhang et al., 2017) EMNLP 17’

50 % Daily %

StockNet’s dataset
(Xu and Cohen, 2018) ACL 18’

88 Twitter % %

Dingxia’s dataset
(Ding et al., 2014) EMNLP 14’

500 News Daily %

Trade the event ’s dataset
(Zhou et al., 2021) ACL 21’

% News % %

Ours 3680 Stock News
Minute-level when news published

Daily-level for all the stocks
"

The stock movement prediction task aims to ex-
plore a realistic method to predict the stock move-
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ment with comprehensive and reasonable informa-
tion in the China stock market. To this end, it is
important to have minute-level price information
in the dataset and we are motivated to collect one.

3.1 Standard of news and stock factors
collection

There are two main components in our dataset:
News and stock factors for the China stock mar-
ket. In terms of news data, there are 40,963 pieces
of listed company news, including company an-
nouncements and company-related news from July
2018 to November 2021. The news data are split
into two parts: the In-distribution split and the out-
of-distribution split. The in-distribution split is
from July 2018 to December 2020 for training and
testing where the training set occupies by 80%, and
the validation set and test set occupy 10% respec-
tively. The out-of-distribution split is selected from
January 2021 to November 2021, which is used
for OOD generalization testing. Every piece of
news includes its published time and a correspond-
ing news summary. Factor investing is an invest-
ment approach that involves targeting quantifiable
firm characteristics or factors that can explain the
differences in stock returns. Factor-based strate-
gies may help investors meet particular investment
objectives—such as potentially improving returns
or reducing risk over the long term. Our Astock
dataset covers the 24 stock factors on each stock of
the China A-shares including Dividend yield, Total
share, Circulated share, Free Float share, Market
Capitalization, Price-earning ratio, PE for Trailing
Twelve Months, Price/book value ratio, Price-to-
sales Ratio, Price to Sales ratio, Circulate Market
Capitalization, Open price, High price,Low price,
Close price , Previous close price, Price change,
Percentage of change, Volume, Amount, Turn over
rate, Turn over rate for circulated Market Capital-
ization, Volume ratio. Furthermore, We compare
Astock with several widely used stock movement
prediction datasets in Table 1. The value is reflected
in the following aspects: (1) Astock provides finan-
cial news for each specific stock over the entire
China A-shares market. (2) Astock provides var-
ious stock factors for each stock. (3) Astock pro-
vides minute-level historical prices for the news.

3.2 Task Formulation
We divide the automated trading system into two
tasks: stock movement classification and simulated

trading.

3.2.1 Text-based stock movement
classification

The goal of the stock movement classification task
is to classify the effects of the input information.
We measure the impact of each piece of company
news by the stock return rate. In this paper, the
news is annotated by the stock return rate r , and
three cases are considered in our annotation: out-
performing, neutral, and underperforming as shown
in Equation 1. We further model the stock move-
ment by classifying it into three categories. The
ground truth for those categories can be derived
from r. Specifically, we follow the following rules
to categorize the data into three classes after rank-
ing all the news by r, which aims to find the most
strong signal of the stock movement, and to reduce
the disturbance of noises comparing to dividing the
data evenly. After the domain experts gave us the
advice and the experiments with different thresh-
olds was conducted, we set 20% as the threshold
where the tunable parameters a, b, c, and d are 20,
40, 60, and 20, respectively.

label=





outperforming, if r ranked top a%
neutral, if r ranked top b%-c%
underperforming, if r ranked bottom d%

(1)
where r is the return rate of the news. We ran-
domly select 80% of the in-distribution dataset as
the training set, and the other 20% is split evenly
into validation and test sets.

3.2.2 Simulated Trading
Stock movement prediction accuracy may not nec-
essarily translate to a profitability of an auto-trading
system. To further investigate how the stock move-
ment prediction can benefit for the actual trading
practice, we employ a practical trading strategy
based on the stock movement prediction results
and evaluate various metrics for the trading actions.
The trading strategy details can be found at our
github page.

4 Methodology

This section describes the technical contribution
of this work: a novel system for stock movement
prediction. Our system consists of two major com-
ponents: semantic role labeling pooling method
and a self-supervised learning based on SRLP, we
will elaborate on those two parts.
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Figure 2: Overall framework of our approach, including a domain adapted pre-trained model (RoBERTa WWM Ext),
Semantic Roles Pooling, transformer layer, self-supervised module (left part), and the supervised module (right part).
The green arrow represents a duplicate for the SRLP. The final result is generated from the stock movement classifier,
and the total loss is obtained from the self-supervised SRLP part and supervised stock movement classification part.

4.1 Semantic Role Labelling Pooling

In this work, we propose to leverage the off-the-
shelf semantic role labeling, i.e., Propbank (Kings-
bury and Palmer, 2003), to pool the output em-
beddings of a pre-trained language model to con-
struct an alternative representation. The rationale
is that the semantic roles in Propbank, i.e., verb
(V), proto-agent (A0), and proto-patient (A1), are
general-purposed and are also strongly associated
with the event arguments. We show an example for
semantic role labeling for financial news in Figure
3.

Original text:科锐国际股东Career HK减持公司股份199万股,占公
司总股本的1.103%。

Translation: Career HK, a shareholder of Kerui international,
reduced 1.99 million shares of the company, accounting for 1.103%
of the total share capital of the company

A0 V A1

科锐国际股东Career HK 减持 公司股份199万股

Career HK, a shareholder of 
Kerui international reduced 1.99 million shares

Figure 3: A Semantic role labeling example for a piece
of news.

More specifically, we first use the Language
Technology Platform (LTP) (Che et al., 2020) to
automatically mark the semantic roles from the sen-

tences of an entire piece of news and then select
V, A0, and A1 to represent the roles for each sen-
tence. Secondly, we process each sentence with
a pretrained language model to obtain a sequence
of output embeddings {s1, s2, · · · , sn}. We use V ,
A0 and A1 to denote the indices of tokens corre-
sponding to the V, A0, A1 components. At last, we
perform pooling for embeddings with their indices
falling into V , A0 and A1. We call this scheme
Semantic Role Labelling Pooling SRLP in short.
Taking A0 as an example, the SRLP feature for A0
is

eA0 =
1

|A0|
∑

i∈A0

si (2)

For a sentence with N sets of V, A0 and A1,
we concatenate eA0,eA1,eV of each sentence and
the financial factor F of the stock-of-interest into a
data matrix:

E =




e1V ... etV ... eNV
e1A0 ... etA0 ... eNA0
e1A1 ... etA1 ... eNA1
F ... F ... F,


 (3)

where E is output of the above process. Each
column of E, denoted as ej , is the concatenation
of ejV , e

j
A0, e

j
A1 and F. E is then processed by a

Transformer encoder in the same way as the stan-
dard text classification to generate the stock move-
ment prediction.
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4.2 Self-Supervised Learning based on SRLP

Besides standard supervised training loss for stock
movement classification, in this work, we further
propose to use a self-supervised training task as
an auxiliary task to train the network. For stock
movement prediction, good generalization is highly
desirable since the training data is usually sampled
from a period different from the test period. A
significant problem in practice is to ensure that
our model generalizes to scenarios different from
the training set. We further create a self-supervised
learning method on top of the SRLP. Recent studies
(Mohseni et al., 2020; Hendrycks et al., 2019) have
shown that incorporating a self-supervised learning
task along with the supervised training task could
lead to better generalization. As shown in Figure 2,
the self-supervised task is defined as predicting the
position of one randomly masked SRL role from all
the roles of SRL in a piece of news. Intuitively, the
self-supervised learning task should be designed
to encourage the favorable properties of features.
In this work, we propose to randomly mask one
pooled embedding, i.e., ejV , ejA0 or ejA1, from a ran-
domly selected sentence, and then ask the network
to identify the masked embedding from a pool of
candidate embeddings. Such a cloze-style task en-
courages the network to perform reasoning over
other unmasked cues to work out the missing item.
We hypothesize that such a reasoning capability is
beneficial for understanding the financial news and
thus helps stock movement prediction.

Formally, we randomly select a ej from E and
then select one element from ej = { ejV , ejA0, ejA1},
after that we replace the selected element with an
all-zero vector, indicating a "mask" operation. Tak-
ing masked V at the t-th sentence as an example,
we denote the E after this mask operation as E′.

E′ =




e1V ... M ... eNV
e1A0 ... etA0 ... eNA0
e1A1 ... etA1 ... eNA1
F ... F ... F




Then we feed E′ into the transformer to obtain a
query vector sequence q ∈ Rd

q = Transformer(E′)[:, t]

where [:, t] means extract the t-th column of the vec-
tor sequences calculated by the transformer. The
unmasked SRLP-V features (or SRLP-A0, SRLP-
A1 features, depending on which type of SRLP

feature is chosen) is also send to an encoder to
calculate candidate key vectors: Formally, K is
defined as:

K = [fV (e
1
V ), · · · , fv(etV ), · · · , fV (eNV )] ∈ Rd×N

where fV is an encoder specified for encoding V-
type SRLP feature. Then the query vector is com-
pared against each column vector in K and is ex-
pected to have the highest matching score at the t-th
location. This process could be implemented via
matrix multiplication and the softmax operation:

PSSL = Softmax(qK) (4)

and we hope the highest probability entry in Eq. 4
is at the t-th dimension. This requirement could
be enforced via the cross-entropy loss. Finally, the
training loss for the models is

L = αLCLS + (1− α)LSSL (5)

where LCLS is the cross-entropy loss for the text
classification and LSSL is the cross-entropy loss
on the self-supervised learning prediction PSSL. α
here is a trade-off parameter.

5 Experiments

In this section, we conduct experiments to evalu-
ate the performance of the proposed model. We
conduct experiments on two different splits of our
dataset for each model: In-distribution split and
out-of-distribution split. We also feed the predic-
tion result of our method to the proposed trading
strategy to analyze the profitability through back-
testing on real-world stock data.

5.1 Evaluation metrics

We evaluated the stock movement prediction and
simulated trading performance. For the Stock
movement prediction, we applied the Accuracy,
F1 Score, Recall and Precision as evaluation met-
rics. For simulated trading, we applied the Annual-
ized Rate of Return, Maximum Drawdown and
Sharpe Ration as evaluation metrics based on our
simulated trading strategy.

5.2 Compared Methods

We re-implement the current state-of-art stock
movement prediction models as baselines, includ-
ing StockNet (Xu and Cohen, 2018), HAN Stock
(Hu et al., 2018). StockNet (Xu and Cohen, 2018)
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Table 2: The stock movement classification performance(%) of in-distribution evaluation on our scheme and others
demonstrates the effectiveness of our self-supervised SRL method." indicates that the model adopted this Semantic
role’s pooling information. - indicates that the method does not adopt this semantic role’s pooling. % indicates that
semantic role’s pooling is masked.

Model Resource
Semantic Role

Accuracy F1 Score Recall Precision
A0 V A1

StockNet (Xu and Cohen, 2018) ACL 18’ News - - - 46.72 44.44 46.68 47.65
HAN Stock (Hu et al., 2018) ICWSDM 18’ News - - - 57.35 56.61 57.20 58.41

Bert Chinese (Devlin et al., 2019)NAACL 19’ News - - - 59.11 58.99 59.20 59.07
ERNIE-SKEP (Tian et al., 2020) ACL 20’ News - - - 60.66 60.66 60.59 61.85

XLNET Chinese (Cui et al., 2020)EMNLP 20’ News - - - 61.14 61.19 61.09 61.60
RoBERTa WWM Ext (Cui et al., 2020)EMNLP 20’ News - - - 61.34 61.48 61.32 61.97

News + Factors - - - 62.49 62.54 62.51 62.59
Our SRLP News " " " 61.76 61.69 61.62 61.87

News + Factors " " " 64.79 64.85 64.79 65.26
Our Self-supervised SRLP News % " % 61.07 61.11 61.11 61.11

News % " " 62.36 62.32 62.43 62.64
News " " % 62.42 62.46 62.44 62.62
News % % " 62.15 62.15 62.15 62.59
News " % % 61.34 61.23 61.46 61.30
News " % " 62.97 63.05 62.93 63.47

Our Self-supervised SRLP News + Factors % " % 64.59 64.62 64.63 64.65
with Factors News + Factors % " " 66.82 66.81 66.90 66.82

News + Factors " " % 65.54 65.53 65.62 65.50
News + Factors % % " 65.34 65.21 65.43 65.43
News + Factors " % % 65.27 65.35 65.24 65.77
News + Factors " % " 66.89 66.92 66.95 66.92

is a stock temporally-dependent movement pre-
diction model which also uses Twitter data and
price information to predict two classes for stock
movement. Hybrid Attention Networks (HAN)
Stock (Hu et al., 2018) is a stock trend predic-
tion model based on a sequence of recent related
news to predict three classes for stock movement
task, which are the same as ours. We also con-
struct baselines by formulating the stock movement
prediction problem as text classification and use
four strong pre-trained Chinese language models
as backbones such as XLNet-base-Chinese(Cui
et al., 2020), Sentiment Knowledge Enhanced pre-
trained language model(SKEP)(Tian et al., 2020),
Bert Chinese(Devlin et al., 2019) and RoBERTa
WWM Ext(Cui et al., 2020). For the above four
pre-trained language models, we extract sentence
embedding from the [CLS] token and attach a three-
way classifier to predict the stock movements. In
addition, we also compare the CSI300 index, XIN9
index2 against the proposed method when analyz-
ing the profitability of the proposed system. For
our methods, we used RoBERTa WWM Ext as our

2Equivalent to the Standard and Poor’s 500 (S&P 500)
or the Dow Jones Industrial Average (DJIA) in the US stock
market

backbone PLM since the remarkable performance.

5.3 Stock Movement Evaluation

We first compare different methods on the task of
stock movement prediction. We conduct experi-
ments on two different splits of our dataset: In-
distribution split and out-of-distribution split. In
the in-distribution split, both training and testing
data are sampled from the same period while the
out-of-distribution split uses data from different
periods to construct the training and testing data.
In-distribution evaluation

The results are shown in Table 2. From the re-
sults, we made the following two observations:

1. If only text information is used, the proposed
SRLP approach achieves the state-of-the-art perfor-
mance. Interestingly, we find that SRLP achieves
superior performance when further combines the
stock factors. It outperforms RoBERTa WWM Ext
(News+Factors) by more than 2%. We postulate
that this is because the compact representation in
SRLP make incorporation of stock factors easier.
Note that the proposed way of incorporating stock
factors (see Section 3.1) does not only introduce
extra modalities for the stock movement predic-
tion but also could make the text analysis module
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adaptive to the stock factors. This could be useful
to model the scenario like the effect of a similar
event could result in a different impact on the stock
movement for a different type of company.

2. The proposed self-supervised SRLP can fur-
ther boost the performance of SRLP. In the best
setting of self-supervised SRLP, i.e., with V be-
ing masked, self-supervised SRLP achieves more
than 1% improvement over SRLP. The improve-
ment is even larger when the stock factors are pro-
vided, showing more than 2% improvement over
SRLP (News+Factors), achieving 66.89% predic-
tion accuracy. This validates the effectiveness of
the proposed self-supervised learning approach. In-
terestingly, we observe that masking A0 and A1
usually will not bring improvement in contrast to
the case of masking V. Note that V encodes the type
of an event, and the argument is encoded by A0 or
A1. It seems that predicting the type of events is
a more effective self-supervised learning task than
working on the argument.

Out-of-distribution evaluation

In the experiments above, the training data and
testing data are sampled from the same period.
Thus the distributions of training data and testing
data are similar. For real-world applications, the
stock movement prediction model is applied to fu-
ture data unseen at the training time. Hence, it
is critical to evaluate the model in such an out-of-
distribution setting.

Table 3: The comparison (%) of the out-of-distribution
evaluation on stock movement classification with Stock-
Net, RoBERTa-WWM Ext, HAN Stock method and our
method from 1/1/2021 to 12/11/2021.

Model Accuracy F1 Score Recall Precision
StockNet(Xu and Cohen, 2018) 44.35 42.52 45.42 45.82
HAN Stock(Hu et al., 2018) 53.41 53.33 53.69 54.53
RoBERTa WWM Ext(Cui et al., 2020) 60.15 60.08 59.89 60.78
Ours 64.09 63.95 63.90 64.43

To this end, we construct a new training/testing
split by using the data from July 2018 to December
2020 as training data and the data from January
2021 to November 2021 for the testing data. We
first conduct an evaluation on the stock movement
prediction task, and the results are shown in Table
3. From the results, we can see that the proposed
method is still comparably competitive over other
baselines.

Figure 4: The comparison for the real trading per-
formance on Return Rate, Draw Down Rate with
CSI300 index, XIN9, Roberta WWM Ext, HAN Stock,
StockNet and our proposed method from 1/1/2021 to
12/11/2021

5.4 Profitability Evaluation in Real-world

Table 4: The comparison of profitability test on Max-
imum Drawdown(%), Annualized Rate of Return(%),
and Sharpe Ratio Rate(%) with strong baselines, XIN9,
CSI300 and our proposed method from 1/1/2021 to
12/11/2021.

Model
Maximum
Drawdown

↓ Annualized Rate
of Return

↑ Sharpe
Ratio

↑
XIN9 -15.85 -15.38 -32.01
CSI300 -14.40 -9.34 -32.99
StockNet(Xu and Cohen, 2018) -7.40 -22.42 -177.65
HAN Stock(Hu et al., 2018) -7.38 -13.50 -55.84
RoBERTa WWM Ext(Cui et al., 2020) -3.83 1.35 -16.31
Ours -3.60 13.85 40.93

In this section, we discuss the possible profitabil-
ity of the proposed strategy in real-world trading.
We use our trading strategy to conduct trading sim-
ulation (backtesting) on stock data from January
2021 to November 2021 using the stock movement
prediction result of our model trained from July
2018 to December 2020 as mentioned in Section
3.1. In Table 4, we show that our self-supervised
SRLP model achieves a remarkable annualized rate
of return of 13.85% , which surpasses the previ-
ous baselines and market index XIN9 and CSI300.
The resulting baseline HAN Stock (Hu et al., 2018)
and StockNet (Xu and Cohen, 2018) achieve an
annualized rate of return of -13.5% and -22.42% re-
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spectively, and the market XIN9 index and CSI300
were overall declining in 2021, which obtains -
15.38 % and -9.34% respectively. In addition, our
self-supervised learning method also obtains the
lowest Maximum Drawdown of -3.6% and the high-
est Sharpe Ratio of 40.93% , which significantly
outperforms the previous methods and indicates
that our self-supervised could successfully achieve
higher expected returns while remaining relatively
less risky as shown in Figure 4.

6 Conclusion

In this paper, we study the problem of NLP-based
stock movement prediction and build a platform
with a new dataset, AStock, featured by: (1) Large
number of stocks, stock-relevant news. (2) Avail-
ability of various financial factors. (3) Financial-
relevent metrics for Evaluation. The Platform is
based on two novel techniques. One leverages
Propbank-style semantic role labeling results to
create compact news representation. Building on
top of this representation, the other technique is a
customized self-supervised learning training strat-
egy for improving generalization performance. We
demonstrate that the proposed method achieves su-
perior performance over other baselines through ex-
tensive experiments in both in-distribution and out-
of-distribution settings. Also, by feeding our pre-
diction to a practical simulated trading, our method
achieves better profitability in backtesting.
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A Appendix

A.1 Stock Financial Factors
The stock financial factors in our dataset include
Fundamental factors: Dividend yield, Total share,
Circulated share, Free circulated share, Market
Capitalization, Price-earning ratio(PE), PE for
Trailing Twelve Months(TTM), Price/book value
ratio, Price-to-sales Ratio, Price to Sales ratio
(TTM), Circulate Market Capitalization, Open
price, High price,Low price, Close price , Previous
close price, Price change, Percentage of change,
Volume, Amount, Turn over rate, Turn over rate for
circulated Market Capitalization, Volume ratio.
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Abstract

Models for bankruptcy prediction are useful in
several real-world scenarios, and multiple re-
search contributions have been devoted to the
task, based on structured (numerical) as well as
unstructured (textual) data. However, the lack
of a common benchmark dataset and evalua-
tion strategy impedes the objective comparison
between models. This paper introduces such a
benchmark for the unstructured data scenario,
based on novel and established datasets, in or-
der to stimulate further research into the task.
We describe and evaluate several classical and
neural baseline models, and discuss benefits
and flaws of different strategies. In particu-
lar, we find that a lightweight bag-of-words
model based on static in-domain word repre-
sentations obtains surprisingly good results, es-
pecially when taking textual data from several
years into account. These results are critically
assessed, and discussed in light of particular
aspects of the data and the task. All code to
replicate the data and experimental results will
be released.

1 Introduction

Since the seminal work of Beaver (1966),
bankruptcy prediction has received considerable
attention by both academics and practitioners. A
sound prediction model has numerous applications.
For instance, successful quantitative methods can
help professionals, such as creditors and investors,
in managing financial risk (Bielecki and Rutkowski,
2013). Furthermore, as Bernanke (1981) has shown
that economy-wide levels of bankruptcy risk play a
structural role in propagating recession, regulators
can use bankruptcy prediction models to monitor
the financial health of key economic actors and
control systematic risk.

A large number of bankruptcy prediction mod-
els have been proposed in literature, such as the
models from Beaver (1966), Ohlson (1980), Odom

∗* Corresponding author

and Sharda (1990), Kim and Kang (2010) and
Mai et al. (2019). However, it appears difficult
to compare these studies and objectively assess
progress in the field. We have identified the fol-
lowing three aspects that make comparison diffi-
cult: (1) the temporal nature and typical class im-
balance of the bankruptcy prediction task leads to
strongly deviating evaluation scenarios, (2) there
is little consensus on the key evaluation metrics,
and (3) there is no standard benchmark dataset.
These issues are further discussed in section 2.2.
In order to overcome these problems, we have de-
signed and described our experimental setup with
reproducibility on a common benchmark in mind.
To that end, scripts to reconstruct the benchmark
and reproduce the presented results are available
at https://github.com/henriarnoUG/
BankruptcyBenchmarkBaselines. Note
that this paper investigates the potential to predict
bankruptcy from textual disclosures only. Extend-
ing this benchmark to the hybrid case of combined
textual and structured features will be part of our
future work.

The contributions of this paper are as follows:
(1) we introduce a reproducible benchmark for text-
based bankruptcy prediction, based on novel and
established economic datasets, (2) classical as well
as neural baseline prediction models are provided,
including results on next-year bankruptcy predic-
tion from multiple years of textual data, and (3)
insights into the results are given along with point-
ers to potential next steps in bankruptcy prediction.

2 Related Work

After a general overview of research on bankruptcy
prediction (Section 2.1), we describe some key as-
pects that make contributions in literature hard to
compare (Section 2.2).
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Three years prior
to bankruptcy

"We are highly leveraged and a substantial portion of our liquidity needs arise from debt service
requirements and from funding our costs of operations and capital expenditures, including
acquisitions... we entered into a new asset-based revolving credit facility (ABL Facility)...
secured by substantially all of our assets..."

One year prior
to bankruptcy

" ... we received a waiver of certain events of default under the TLA arising from the inclusion
of a going concern qualification from our registered public accounting firm, breach of the
EBITDA financial covenant, and cross-default arising from the default under our ABL Facility...
In order to address our liquidity issues and provide for a restructuring of our indebtedness to
improve our long-term capital structure, we have entered into a Restructuring Support Agreement ...
pursuant to a prepackaged plan of reorganization to be filed in a case commenced under chapter 11
of the United States Bankruptcy Code..."

Table 1: Extracts from the MD&A section of a distressed company in our dataset, one year and three years prior to
bankruptcy. Underlined words correspond to the top 20 tokens most informative for imminent bankruptcy in our
respective Binary Bag-of-Words models.

2.1 Bankruptcy Prediction Research
Beaver (1966) pioneered bankruptcy prediction lit-
erature with a discriminant model based on finan-
cial ratios. Subsequently, well-chosen structured
financial variables were proposed to predict fail-
ure, along with increasingly advanced prediction
models. Statistical models, such as discriminant
analysis (Beaver, 1966; Altman, 1968), have been
dominant in the past but rely on stringent assump-
tions about the data (Balcaen and Ooghe, 2006).
Today, machine learning models are commonplace
as they rely on fewer assumptions and learn di-
rectly from the data. Odom and Sharda (1990)
used neural networks to predict bankruptcy, Kim
and Kang (2010) have built an ensemble model
and Hosaka (2019) generates predictions through a
convolutional neural network with ratios presented
as images. Keasey and Watson (1987) were the
first to include non-financial variables in a corpo-
rate failure model, Shumway (2001) has shown
that market-driven variables are strongly related
to bankruptcy and Cecchini et al. (2010) found
that textual disclosures can be used to discriminate
between bankrupt and non-bankrupt firms. The
information value of textual data was further es-
tablished by Mayew et al. (2015) as they found
that the opinion of management on the future of
the company and the linguistic tone of the Man-
agement Discussion and Analysis has significant
explanatory power for corporate failure. Mai et al.
(2019) provide large-sample evidence of the pre-
dictive power of textual disclosures and show that
deep learning models yield superior results when
using textual data together with traditional account-
ing features. Furthermore, the authors compare
two deep learning architectures based on skip-gram
word representations (Mikolov et al., 2013) and

conclude that an average embedding model leads
to better results than a ConvNet architecture. De-
spite this promising work, bankruptcy prediction
models using textual data are scarce.

2.2 Need for a Reproducible Benchmark

The following aspects prevent a straightforward
comparison of research contributions, and may be
avoided by a common benchmark along with the
tools to reproduce experimental results, one of the
goals of this work.

Temporal nature and class imbalance of
bankruptcy data: Due to the temporal nature of
the data and the typically much smaller fraction of
positive cases (enterprises going bankrupt), many
strategies have been proposed to construct training
data and define evaluation sets. The data source
that serves as a basis for the model typically con-
tains annual (or more fine-grained) observations for
each firm in the sampling period. In earlier work
(Beaver, 1966; Altman, 1968) the explanatory vari-
ables were selected only once for each firm in the
dataset. In the ‘paired sampling’ approach (Altman,
1968), the independent variables for failed firms
were retained in the year before failure, together
with those for a paired healthy firm in that same
year, to induce a balanced dataset from which a ran-
dom evaluation set is sampled. Shumway (2001)
has shown that such an approach leads to poor
out-of-sample prediction performance and incor-
rect statistical inference. As an alternative, hazard
models can be estimated by treating each firm-year
sample as an independent observation, with the
bankruptcy status by the end of the following year
as the prediction target. Typically, the observations
prior to some date are used for model training, and
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observations after this date are used to estimate the
out-of-period prediction performance (Shumway,
2001; Mai et al., 2019). Sometimes even a random
split is used, independent of time (Mai et al., 2019).
In the work of Volkov et al. (2017), the explana-
tory variables for a number of consecutive years are
used as input, with company status as the prediction
target in the year afterwards. The class imbalance
is managed through undersampling of healthy com-
panies. Evaluation is done on a held-out subset of
companies, which is therefore artificially balanced
as well. Undersampling, oversampling, and data
augmentation techniques are investigated by Vegan-
zones and Séverin (2018). Training and evaluation
are done on a non-overlapping subset of firms, with
a one-year shift in between, while also maintaining
a predefined artificial ratio between the number of
healthy and bankrupt firms (for both training and
evaluation).

In our considered population (public companies
in the US, see Section 3.1), all companies are
known, as well as their yearly reports so far, and the
goal is predicting bankruptcy for all of these firms
in the near future (the coming year). This is sim-
ulated in our evaluation scenario, where we make
predictions for all companies not (yet) bankrupt
and observed through annual reports up to a given
year, on their bankruptcy status the year afterwards
(as further detailed in section 3.2).

Large variety of evaluation metrics: The
choice of evaluation metrics is often linked to the
experimental setup, e.g., depending on whether a
balanced test set is used. The evaluation scenario
also influences the choice of threshold used for
metrics like accuracy, precision, or recall. For ex-
ample, Volkov et al. (2017) select a threshold that
maximises the F2-measure. Alternatively, Vegan-
zones and Séverin (2018) select the threshold that
minimises the expected cost of misclassification
with equal weights. Aggregated metrics that avoid
the use of a threshold, such as area under the ROC
curve (AUC), decile rank, and cumulative accuracy
profile ratio (CAP) are regularly reported as well
(Mai et al., 2019).

Use of private datasets: The final reason that
makes model comparison hard is the lack of a stan-
dard benchmark dataset. Bankruptcy prediction lit-
erature either reports results on proprietary datasets
(Matin et al., 2019) or on data obtained by man-
ual collection or custom web scraping strategies

(and kept private) (Cecchini et al., 2010; Wang
et al., 2020). For a comprehensive overview of
data sources used in recent corporate failure liter-
ature we refer the reader to the work of Mai et al.
(2019). Our datasets are based on the combina-
tion of existing sources, i.e., the UCLA-LoPucki
Bankruptcy Research Database (BRD)1 and the
public EDGAR-CORPUS (Loukas et al., 2021).
This allows researchers to reconstruct the same
train, validation and test data from these sources,
even if we are not allowed to make the resulting
datasets public directly.

3 Methodology

In the next sections, we describe the data sources
(Section 3.1) and motivate our design choices
for the benchmark (Section 3.2), document pre-
processing (Section 3.3), and the selected evalua-
tion metrics (Section 3.4).

3.1 Data Sources
Our study makes use of the EDGAR-CORPUS, a
novel economic dataset containing 10-k reports
from all publicly traded companies in the US,
spanning 25 years (Loukas et al., 2021). As
we need information on bankruptcies as predic-
tion target, these reports were matched with the
UCLA-LoPucki Bankruptcy Research Database
(the BRD)2, through the unique Central Index Key
to identify companies. The BRD contains informa-
tion on all Chapter 7 and Chapter 11 filings of the
United States Bankruptcy Code since 1997 and is
updated monthly.

Consistent with prior work (Cecchini et al., 2010;
Mayew et al., 2015; Mai et al., 2019), we limit the
10-k reports to section 7: “Management Discussion
and Analysis”. According to the U.S. Securities
and Exchange Commission3, it “... gives the com-
pany’s perspective on the business results of the
past financial year. This section, known as the
MD&A for short, allows company management to
tell its story in its own words.” It also contains the
risks and uncertainties that could materially affect
the company. As an example, consider the extracts
from the MD&A’s of a distressed firm in Table 1.

Public company bankruptcy is a rare event. Fig-
ure 1 shows that the number of 10-k reports filed by

1https://lopucki.law.ucla.edu/
2The BRD does require a paid annual subscription or a

one-time purchase for academic single use.
3https://www.sec.gov/fast-

answers/answersreada10khtm.html
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non-bankrupt companies heavily exceeds the yearly
number of Chapter 7 and Chapter 11 cases. Note
how the influence of the Dot-com crisis (2000), the
financial crisis (2007-2008), and the COVID crisis
(2020) on our population can be observed. Table 2
provides additional statistics for the aligned data
sources.

3.2 Task Definition and Setup
3.2.1 Determining the prediction time window
Prior work has not always been very transparent
about the temporal aspect of the textual and numer-
ical data in their models, but this requires special
attention in order to arrive at a correct setup. A 10-k
report is characterised by two dates, as schemati-
cally shown in Fig. 2: (1) the fiscal year-end tPR of
the one-year time window TPR (‘period of report’)
used to calculate the financial statements, and (2)
the filing date tFD on which the report is filed with
the SEC. Since in practice tFD ≥ tPR, there may
be a period after tPR yielding textual information
in the MD&A (i.e., before tFD), not present in the
financial statements. It is therefore important to use
the one-year period directly after tFD as the predic-
tion time window Tprediction when the textual data
is used as input to the model. In the extreme case
of bankruptcy in between tPR and tFD (‘potential
bankruptcy’ in Fig. 2), it would lead to leakage and
artificially high prediction accuracies if the year
directly after tPR were used for prediction. It is
possible, though, that information on an imminent
bankruptcy shortly after tFD is already included in
the report, but this does not present a conceptual
problem for the prediction setup.

3.2.2 Dealing with missing 10-k reports
The dataset contains yearly 10-k reports from the
first time a company appears, starting from the year
2000, until 2021 or until bankruptcy. However,
some reports are missing for a number of compa-
nies, and our analysis reveals the following three
scenarios. First, some companies stop reporting
from a certain point in time onwards, without filing
for bankruptcy. This may be due to a merger or an
acquisition, but that particular information is not
present in the data. Second, there may be gaps in
the sequence of yearly reports. This arises when
a company either does not submit a 10-k report
(due to unknown reasons) or because of data qual-
ity issues. Third, we observe that some companies
headed towards bankruptcy tend to fail in their re-
porting in the year(s) leading up to the bankruptcy
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Figure 1: The number of bankruptcies (including the
mean) (left y-axis) and the number of 10-k reports filed
(right y-axis) per year.

period 2000-2021
avg. reports per year 7599 ± 1477
avg. bankruptcies per year 39 ± 26
avg. new enterprises per year 1467 ± 1376
avg. doc. length (# tokens) 6492 ± 1138

Table 2: Summary statistics of our aligned data sources.

tPR tFD

TPR

TMD&A

tPR
- 1 year

tFD
+ 1 year
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bankruptcy
potential

Figure 2: Timeline containing the characterising dates
(tPR, tFD) of a 10-k report and corresponding periods
(TPR, TMD&A, Tprediction)

filing. A naive approach would be to simply discard
all instances with missing reports. However, this
would make the evaluation scenario biased, since
missing reports are not distributed uniformly over
the data, due to the different scenarios described
above.

Consider our 2019 test set with a history of three
years (discussed later in this section) as an exam-
ple, of which close to 45% of companies have
at least one missing report during the three-year
history. The relative frequency of bankruptcy is
0.27% for the entire population, 0.00% for compa-
nies with only missing data (cf. an M&A event),
0.35% for companies with no missing data and
0.93% for companies where the data in only the
year before prediction is missing. Therefore, we do
not remove these companies and keep them in our
dataset which results in a more realistic evaluation
scenario.
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3.2.3 Construction of input and target per
firm-year

In order to create time-agnostic firm-year samples
(following Shumway (2001)) during the construc-
tion of our train, validation and test sets (see fur-
ther), we process a given year and company as
follows:

1. Determine Tprediction: If a 10-k report was
filed by the company in the considered year,
Tprediction is the period between tFD and tFD +
1 year (cf. Figure 2). Otherwise, we use the
one-year period starting the same day as the
latest available tFD, but in the considered year.

2. Assign target label: If the company filed for
bankruptcy during Tprediction, the label is 1,
otherwise 0. Note that potential firm-year in-
stances with a bankruptcy filing before tFD are
invalid for the considered year, as explained
above.

3. Collect textual data: The MD&A text from
the report filed at tFD is used for the one-year
history setting, as well as from the two pre-
vious years for the three-year scenario. For
missing reports, the token ‘missing’ is used.

3.2.4 Train / validation / test segmentation
Training data: We construct two training sets
in total. The first, using data up to 2015, is used
for initial training while leaving sufficient data for
validation during hyperparameter tuning. The sec-
ond, with data up to 2017, is used to train the final
models. They are constructed as follows:

1. We leave out all reports with a tFD later than
2015 (2017), to ensure a proper temporal split
between training and evaluation data.

2. For every firm and every year between the
first year of the training data and 2015 (2017),
we construct a firm-year instance as described
above.

3. To reduce the impact on the training process
of instances without any reports in their con-
sidered history (i.e., the one-year or three-year
history, respectively), 95% of those are ran-
domly removed.

Validation data: We construct two validation
sets, one for 2017 and one for 2018, both to be
used for hyperparameter tuning. First, we filter out

companies that have not filed any reports during the
5 years leading up to and including 2017 (2018).
For each of these companies, one firm-year sample
is created according to the method described above
for the year (and hence tFD, even when the report
is missing) 2017 (2018).

Test data: In the same way, we construct two
test sets, one for 2019 and one for 2020 (denot-
ing the calendar year containing tFD), for the final
evaluation of the trained models.

3.3 Pre-processing

When dealing with textual data it is common to
perform document pre-processing in order to de-
crease the dimensionality of the problem and re-
duce the computational cost of encoding the doc-
uments. We perform four pre-processing steps for
the Bag-of-Words models presented in sections 4.1-
4.3. First, we lowercase all documents. Second,
we remove stopwords and punctuation. Third, we
lemmatize each word in the documents through the
NLTK library (Loper and Bird, 2002). Inflicted
word forms such as paying and payed are trans-
formed into the root form pay. Finally, we replace
uncommon words by the token ‘_UNK_’ (for ‘un-
known’). A word is deemed uncommon when it
does not appear in the 50,000 most frequent words
in the training set. When dealing with transformer
models (Vaswani et al., 2017), such as the Long-
former (Beltagy et al., 2020), these steps are typ-
ically not required and might even lead to deteri-
orating performance. Preprocessing then consists
of proper tokenization of the input text. We use
the tokenization tools from Huggingface 4, which
allow transforming the input text into a sequence
of well-chosen word pieces.

3.4 Evaluation Metrics

Following Mai et al. (2019), we report the Area
Under the Receiver Operating Curve (AUC) as
main evaluation metric. The AUC is often used
to quantify the overall prediction performance of
binary decision models. It aggregates the informa-
tion in the Receiver Operator Curve (ROC), which
quantifies the trade-off between the true positive
rate (or recall) and the false positive rate at vari-
ous classification thresholds. However, in certain
scenarios, a high true positive rate may be more rel-
evant than a low false positive rate. Therefore, we

4https://huggingface.co/
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Single year history Three year history

Binary TF-IDF W2V Longformer Binary TF-IDF W2V Longformer

AUC 0.79 (0.84) 0.80 (0.85) 0.88 (0.90) 0.78 (0.79) 0.90 (0.92) 0.92 (0.96) 0.95 (0.95) 0.85 (0.84)
AP 0.07 (0.05) 0.16 (0.16) 0.08 (0.12) 0.01 (0.03) 0.03 (0.06) 0.10 (0.10) 0.04 (0.09) 0.02 (0.02)
rec@100 0.19 (0.18) 0.26 (0.31) 0.37 (0.31) 0.04 (0.07) 0.15 (0.22) 0.37 (0.29) 0.22 (0.24) 0.11 (0.02)
CAP 0.56 (0.68) 0.59 (0.72) 0.75 (0.80) 0.52 (0.58) 0.82 (0.84) 0.83 (0.92) 0.89 (0.89) 0.71 (0.68)

1 0.56 (0.67) 0.74 (0.71) 0.70 (0.73) 0.56 (0.51) 0.78 (0.73) 0.70 (0.91) 0.85 (0.84) 0.41 (0.40)
2 0.74 (0.78) 0.74 (0.84) 0.78 (0.80) 0.70 (0.71) 0.89 (0.87) 0.93 (1) 0.93 (0.93) 0.78 (0.80)
3 0.78 (0.84) 0.78 (0.87) 0.85 (0.80) 0.74 (0.76) 0.96 (0.93) 0.96 (1) 1 (0.98) 0.93 (0.91)
4 0.78 (0.87) 0.78 (0.87) 0.96 (0.91) 0.74 (0.82) 0.96 (1) 0.96 (1) 1 (1) 0.93 (0.93)
5 0.78 (0.87) 0.78 (0.87) 0.96 (0.98) 0.74 (0.87) 0.96 (1) 0.96 (1) 1 (1) 0.93 (0.96)

Table 3: Bankruptcy prediction results on the test sets: 2019 (2020), for several bag-of-words models: with binary
one-hot vectors (Binary), TF-IDF, and mean word-to-vec (W2V) representations, as well as a Longformer classifier,
and for single-year vs. three-year text inputs. Reported metrics are the area-under-the-ROC-curve (AUC), average
precision (AP), recall@100 (rec@100), cumul. accuracy profile ratio (CAP), and cumul. decile rank (1-5).

also report the Recall@100. It quantifies the pro-
portion of positive cases (bankrupt firms) present
in the 100 highest ranked ones, out of all positive
samples (all bankrupt firms in the considered year).
In our context, this metric evaluates the models
in their effectiveness to detect as many distressed
enterprises as possible for a given budget (e.g., the
manpower to investigate a hundred firms). The
Cumulative Accuracy Profile Ratio (CAP) is a
ranking based metric with a strong emphasis on
recall of the positive class. It summarises the in-
formation in the CAP curve, which plots the cu-
mulative proportion of positive samples against the
percentage of the ranked data taken into account.
The Cumulative Decile Rank is also a recall ori-
ented metric. It gives the cumulative proportion
of all positive samples (bankrupt firms) in each
decile when ranking the samples according to the
classifier score. Although we consider recall more
important for the bankruptcy case from the perspec-
tive of the ‘given budget’ scenario outlined above,
we report a precision oriented metric as well. The
Average Precision (AP) is the weighted mean of
the precision at each classification threshold with
the increase in recall as weight.

4 Models

Sections 4.1-4.3 introduce our bag-of-words (BoW)
models (which discard word order), followed by a
neural sequence encoder model that does account
for word order (Section 4.4), and some training
details (Section 4.5).

4.1 Binary Bag-of-Words Model

As a trivial baseline (referred to as ‘Binary’) we rep-
resent our documents as vocabulary-sized binary

vectors with ‘1’ at a particular position indicating
the presence of the corresponding word. As vo-
cabulary, all occurring unigrams and bigrams are
initially considered as features, and reduced to the
20 most informative ones through univariate feature
selection, to be used in a logistic regression clas-
sifier. This baseline intends to quantify how well
the occurrence of a small set of keywords allows
predicting bankruptcy. The model for three-year
history is obtained the same way, from the joint
BoW over the considered years.

4.2 TF-IDF Bag-of-Words Model
The second model is similar to the Binary baseline,
but considers term frequency - inverse document
frequency (TF-IDF) features (Manning et al., 2008)
rather than binary ones, combined with feature se-
lection and an L2-regularized logistic regression
classifier. The number of features to retain and the
inverse regularisation strength are treated as hyper-
parameters. The three-year model is constructed
the same way, after concatenating the texts per year.

4.3 Word2Vec Average Embedding Model
As a final bag-of-words model (W2V), we imple-
ment the best performing architecture proposed by
Mai et al. (2019), based on the Word2Vec model of
Mikolov et al. (2013). First, the pre-processed data
is used to train skip-gram word representations of
dimension 100 (consistent with Mai et al. (2019)).
Documents are then represented by the mean word
vector over all occurring words. These serve as
input to a two-layer feed-forward neural network
with ReLU activations (Glorot et al., 2011) and
standard dropout (Srivastava et al., 2014), followed
by a sigmoid output. During training, we minimize
the binary cross entropy loss with an L2-penalty,
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using the Adam optimizer (Kingma and Ba, 2014).
The learning rate, weight decay (L2-penalty), hid-
den layer width, and dropout rate are treated as
hyperparameters. When performing classification
based on a history of three years, the document rep-
resentations of each year are concatenated, result-
ing in a 300-dimensional input to the first hidden
layer of the neural network.

4.4 Longformer
For our most advanced neural model, we encode
the documents through the Longformer of Beltagy
et al. (2020). This transformer-based model is able
to handle sequences up to 4096 tokens through its
attention mechanism that scales linearly with the
input text length (as opposed to the quadratic be-
havior in earlier Transformer models such as BERT
(Devlin et al., 2018). Given the mean document
length of over 6k words in our corpus (cf. Table 2),
we considered the Longformer a plausible base-
line. We process the first 4096 tokens of each doc-
ument with the Longformer model and retain the
768-dimensional pooled output as the document
representation that feeds the same feed-forward
classification neural network as described above.
For dealing with a history of three years, the indi-
vidual representations per year are again concate-
nated, and the input size of the first hidden layer
is adjusted accordingly. During training, these rep-
resentations are kept static (i.e., the Longformer
weights are not further fine-tuned on our classifica-
tion task).

4.5 Training Details
The classical models (Sections 4.1 and 4.2) are
implemented in scikit-learn5 and the hyperparame-
ters are optimised through a grid search procedure.
As constructing the vocabulary of all tokens in the
training data is expensive, we choose to undersam-
ple the majority class until a 90%-10% distribu-
tion was reached. The neural models (Sections 4.3
and 4.4) are implemented in PyTorch5 while the
Word2Vec model was trained with Gensim5 and
the forward pass through the Longformer was per-
formed with Huggingface4. Since hyperparameter
optimisation for deep learning models is expensive,
we made use of the Tree-Structured Parzen Estima-
tion algorithm to find the optimal hyperparameter
settings (Bergstra et al., 2011) implemented in Op-
tuna5. The hyperparameters are tuned to maximise
the weighted AUC of the 2017 and 2018 validation
data, and the obtained values are then used to train

Top 15 selected unigrams and bigrams

waiver (0.26), _UNK_ million (0.21), restructuring (0.21),
severance (0.20), subordinated (0.20), financial covenant (0.15),
indenture (0.14), lender (0.14), interest payment (0.14),
senior secured (0.14), asset sale (0.12), senior (0.09),
cross default (0.09), indebtedness (0.07),
event default (0.05), credit facility (0.05)

Table 4: Top 15 tokens with largest logistic regression
coefficients (shown in parentheses) of the Binary bag-
of-words model with single year history.

the final models using training data up to 2017, to
be tested on the 2019 and 2020 test sets.6

5 Results and Discussion

Table 3 presents the out-of-period test performance
metrics for our text-based bankruptcy prediction
models, taking a single year or three years of his-
tory into account.

When taking a single year of history into ac-
count, the W2V model is superior in terms of AUC,
recall@100 and CAP while the TF-IDF model
achieves the best results in terms of AP. For the
2019 test set, the TF-IDF model contains a slightly
higher proportion of positive samples in the first
decile but the W2V model is superior from the sec-
ond decile onwards. When taking three years of
history into account, the W2V model achieves the
best results for the AUC and CAP metrics while
the TF-IDF model performs better with respect to
AP and recall@100. When looking at decile rank,
the W2V models performs best, having ranked all
bankrupt companies in the top 30% of the samples
for the 2019 test set.

For each model, AUC and CAP are better when
taking three years of history into account compared
to a single year of history. The same applies for the
decile rank (except for the TF-IDF model and the
Longformer model in the first decile). AP is gener-
ally worse when using a longer history, except for
the Binary model with test set 2020 and the Long-
former model with test set 2019. The recall@100
metric varies over the two setups.

We observe that the Binary models based on a
mere 20 keywords perform surprisingly well, al-
though not on par with the TF-IDF and W2V mod-
els. Note that the latter are based on many more

5Scikit-learn: https://scikit-learn.org/stable/
PyTorch: https://pytorch.org/
Optuna: https://optuna.org/
Gensim= https://radimrehurek.com/gensim/

6The considered hyperparameter ranges can be accessed
through the GitHub repository.
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features (in particular, hyperparameter tuning led
for the TF-IDF model to 25.000 (10.000) features
for single (three) year history). The relatively good
performance of the Binary baseline suggests that
the presence of few very informative words is a
strong indicator for impending bankruptcy. As an
illustration, we list the top 15 unigrams and bi-
grams selected by the single year Binary model in
table 4 and underline these features in the extracts
in table 1.

Furthermore, the Longformer model performs
significantly worse than the other models. Since we
do not finetune the generic pre-trained Longformer
model on the our end task, the resulting generic
document representations appear unable to capture
those features in the text that are important for
bankruptcy prediction.

The W2V model leads overall to the best results,
in particular for AUC (on which model selection
was performed over the validation set) and CAP,
and better than the Longformer over the entire line.
Even though it is based on the mean representation
over all words, it appears the relevant information
regarding bankruptcy prediction is still sufficiently
present. As opposed to the Longformer, the W2V
document representations come from in-domain
data (i.e., pretrained on 10-k reports).

Finally, we critically evaluate the observed per-
formance improvements for the three-year w.r.t.
single-year history setting. The Binary and TF-IDF
models are by construction unable to distinguish
the different years, but in principle the W2V and
Longformer models could learn to capture a deterio-
rating financial situation over three years of history.
However, when evaluating our final W2V models
on the test sets with only complete observations
(i.e., discard test instances with missing reports),
we get the following results. The single year of
history AUC is 0.93 (0.94) and the recall@100 is
0.48 (0.36) while the three year history AUC is
0.93 (0.93) and recall@100 was 0.24 (0.28). These
results imply that our models taking three years of
history into account only lead to better performance
metrics as they are able to generate meaningful pre-
dictions for companies with some missing reports.
Building more expressive models that can leverage
the changes in the documents over the years present
an interesting avenue for future research.

6 Conclusion and Future Work

Bankruptcy prediction models are valuable in many
real-world applications and have received consider-
able research attention. However, assessing actual
progress in the field is not obvious due to the lack of
a common benchmark. In this work, we introduce
such a benchmark for bankruptcy prediction using
textual data along with several baseline models that
demonstrate the predictive value of the textual data.
We give a detailed discussion on our benchmark
and evaluation design choices and share our code
to reproduce the experiments.

In future work, we will focus on more advanced
models to take into account the temporal evolu-
tion of enterprises’ financial situation and more ad-
vanced language representations (i.e., by finetuning
transformer encoders). We also plan to extend the
benchmark with structured financial data to build
hybrid prediction models.
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Abstract

State-of-the-art Named Entity Recognition (NER)
models rely heavily on large amounts of fully an-
notated training data. However, accessible data are
often incompletely annotated since the annotators
usually lack comprehensive knowledge in the tar-
get domain. Normally the unannotated tokens are
regarded as non-entities by default, while we under-
line that these tokens could either be non-entities or
part of any entity. Here, we study NER modeling
with incomplete annotated data where only a frac-
tion of the named entities are labeled, and the unla-
beled tokens are equivalently multi-labeled by ev-
ery possible label. Taking multi-labeled tokens into
account, the numerous possible paths can distract
the training model from the gold path (ground truth
label sequence), and thus hinders the learning abil-
ity. In this paper, we propose AdaK-NER, named
the adaptive top-K approach, to help the model fo-
cus on a smaller feasible region where the gold path
is more likely to be located. We demonstrate the su-
periority of our approach through extensive exper-
iments on both English and Chinese datasets, av-
eragely improving 2% in F-score on the CoNLL-
2003 and over 10% on two Chinese datasets com-
pared with the prior state-of-the-art works.

1 Introduction
Named Entity Recognition (NER) [Li et al., 2020; Sang and
De Meulder, 2003; Peng et al., 2019] is a fundamental task in
Natural Language Processing (NLP). NER task aims at rec-
ognizing the meaningful entities occurring in the text, which
can benefit various downstream tasks, such as question an-
swering [Cao et al., 2019], event extraction [Wei et al., 2020],
and opinion mining [Poria et al., 2016].

Strides in statistical models, such as Conditional Random
Field (CRF) [Lafferty et al., 2001] and pre-trained language
models like BERT [Devlin et al., 2018], have equipped NER
with new learning principles [Li et al., 2020]. Pre-trained
model with rich representation ability can discover hidden
features automatically while CRF can capture the dependen-
cies between labels with the BIO or BIOES tagging scheme.

However, most existing methods rely on large amounts
of fully annotated information for training NER models [Li
et al., 2020; Jia et al., 2020]. Fulfilling such requirements
is expensive and laborious in the industry. Annotators, are
not likely to be fully equipped with comprehensive domain
knowledge, only annotate the named entities they recognize
and let the others off, resulting in incomplete annotations.
They typically do not specify the non-entity [Surdeanu et al.,
2010], so that the recognized entities are the only available
annotations. Figure 1(a) shows examples of both gold path1

and incomplete path.
For corpus with incomplete annotations, each unannotated

token can either be part of an entity or non-entity, making
the token equivalently multi-labeled by every possible label.
Since conventional CRF algorithms require fully annotated
sentences, a strand of literature suggests assigning weights to
possible labels [Shang et al., 2018; Jie et al., 2019]. Fuzzy
CRF [Shang et al., 2018] focused on filling the unannotated
tokens by assigning equal probability to every possible path.
Further, Jie [2019] introduced a weighted CRF method to
seek a more reasonable distribution q for all possible paths,
attempting to pay more attention to those paths with high po-
tential to be gold path.

Ideally, through comprehensive learning on q distribution,
the gold path can be correctly discovered. However, this per-
fect situation is difficult to achieve in practical applications.
Intuitively, taking all possible paths into consideration will
distract the model from the gold path, as the feasible region
(the set of possible paths where we search for the gold path)
grows exponentially with the length of the unannotated to-
kens increasing, which might cause failure to identify the
gold path.

To address this issue, one promising direction is to prune
the size of feasible region during training. We assume the un-
known gold path is among or very close to the top-K paths
with the highest possibilities. Specifically, we utilize a novel
adaptive K-best loss to help the training model focus on a
smaller feasible region where the gold path is likely to be lo-
cated. Furthermore, once a path is identified as a disqualified
sequence, it will be removed from the feasible region. This
operation can thus drastically eliminate redundancy without
undermining the effectiveness. For this purpose, a candidate

1A path is a label sequence for a given sentence.
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Sentence : Barbados and           Bahrain backed           Franz            Fischler
Gold Path : B-LOC O B-LOC O B-PER           I-PER

Incomplete Path : - - B-LOC - - -

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

B-LOC

B-PER

O

I-PER

I-LOC

(a)

(b)       Weighted CRF

(c)          AdaK-NER

# possible paths:
5! = 3125

# possible paths:
162

Figure 1: (a) The sentence is annotated with BIO tagging scheme. The entity types are person (PER) and location (LOC). Only the entity
‘Bahrain’ of LOC is recognized, while ‘Barbados’ of LOC and ‘Franz Fischler’ of PER are missing. (b) Weighted CRF model considers all
the 3125 possible paths with 5 unannotated tokens for q estimation. (c) In our model, we build a candidate mask to filter out the less likely
labels (labels in faded color). Therefore, the possible paths of our model is significantly less than weighted CRF.

mask is built to filter out the less likely paths, so as to restrict
the size of the feasible region.

Trained in this way, our AdaK-NER overcomes the short-
comings of Fuzzy CRF and weighted CRF, resulting in a
significant improvement on both precision and recall, and a
higher F1 score as well.

In summary, the contributions of this work are:
• We present a K-best mechanism for improving incom-

plete annotated NER, aiming to focus on the gold path
effectively from the most possible candidates.

• We demonstrate both qualitatively and quantitatively
that our approach achieves state-of-the-art performance
compared to various baselines on both English and Chi-
nese datasets.

2 Proposed Approach
Let x = (x1,x2, · · · ,xn) be a training sentence of length
n, token xi ∈ X . Correspondingly, y = (y1,y2, · · · ,yn)
denotes the complete label sequence, yi ∈ Y . The NER
problem can be defined as inferring y based on x.

Under the incomplete annotation framework, we introduce
the following terminologies. A possible path refers to a pos-
sible complete label sequence consistent with the annotated
tokens. For example, a possible incomplete annotated label
sequence for x can be yu = (−,y2,−, · · · ,−), where token
x2 is annotated as y2 and other missing labels are labeled as
−. yc = (yc1 ,y2, · · · ,ycn) with yci ∈ Y , is a possible path
for x, where all the missing labels− are replaced by some el-
ements in Y . Set C(yu) denotes all possible complete paths
for x with incomplete annotation yu. D = {(xi,yi

u)} is the
available incompletely annotated dataset.

For NER task, CRF [Lafferty et al., 2001] is a traditional
approach to capture the dependencies between the labels by

modeling the conditional probability pw(y|x) of a label se-
quence y given an input sequence x of length n as:

pw(y|x) = exp(w · Φ(x,y))∑
y∈Y n exp(w · Φ(x,y)) . (1)

Φ(x,y) denotes the map from a pair of x and y to an ar-
bitrary feature vector, w is the model parameter, pw(y|x) is
the probability of y predicted by the model. Once w has been
estimated via minimizing negative log-likelihood:

L(w,x) = − log pw(y|x), (2)

the label sequence can be inferred by:

ŷ = arg max
y∈Y n

pw(y|x). (3)

The original CRF learning algorithm requires a fully anno-
tated sequence y, thus the incompletely annotated data is not
directly applicable to it. Jie [2019] modified the loss function
as follows:

L(w,x) = − log
∑

y∈C(yu)

q(y|x)pw(y|x), (4)

where q(y|x) is an estimated distribution of all possible com-
plete paths y ∈ C(yu) for x.

We illustrate their model in (Figure 1b). Note that when
q is a uniform distribution, the above CRF model is Fuzzy
CRF [Shang et al., 2018] which puts equal probability to all
possible paths in C(yu). Jie [2019] claimed that q should
be highly skewed rather than uniformly distributed, therefore
they presented a k-fold cross-validation stacking method to
approximate distribution q.

Nonetheless, as Figure 1(b) shows, a sentence with only 6
words (1 annotated, 5 unannotated) have 3125 possible paths.
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We argued that identifying the gold path from all possible
paths is like looking for a needle in a haystack. This motivates
us to reduce redundant paths during training. We propose two
major strategies (adaptive K-best loss and candidate mask)
to induce the model to focus on the gold path (Figure 1(c)),
and two minor strategies (annealing technique and iterative
sample selection) to further improve the model effectiveness
in NER task. The workflow is summarized in Algorithm 1.

2.1 Adaptive K-best Loss

Viterbi decoding algorithm is a dynamic programming tech-
nique to find the most possible path with only linear com-
plexity, thus it could be used to predict a path for an input
based on the parameters provided by the NER model. K-
best Viterbi decoding [Huang and Chiang, 2005] extends the
original Viterbi decoding algorithm to extract the top-K paths
with the highest probabilities. In the incomplete data, the gold
path is unknown. We hypothesize it is very likely to be the
same with or close to one of the top-K paths. This inspires
us to introduce an auxiliary K-best loss component to help
the model focus on a smaller yet promising region. Weight
is added to balance the weighted CRF loss and the auxiliary
loss, and thus we modify (4) into:

Lk(w,x) =− (1− λ) log
∑

y∈C(yu)

q(y|x)pw(y|x)

− λ log
∑

y∈Kw(x)

pw(y|x),
(5)

where Kw(x) represents the top-K paths decoded by con-
strained K-best Viterbi algorithm2 with parameters w, and λ
is an adaptive weight coefficient.

2.2 Estimating q with Candidate Mask

We divide the training data into k folds and employ k-fold
cross-validation stacking to estimate q for each hold-out fold
[Jie et al., 2019]. We propose an interpolation mode to adjust
q by increasing the probabilities for paths with high confi-
dence and decreasing for the others. The probability of each
possible path is a temperature softmax of log pwi

:

qwi
(y|x) = exp (log pwi

(y|x)/T )∑
y exp (log pwi

(y|x)/T ) , (6)

where T > 0 denotes the temperature and wi is the model
trained by holding out the i-th fold. A higher temperature
produces a softer probability distribution over the paths, re-
sulting in more diversity and also more mistakes [Hinton et
al., 2015]. We iterate the cross-validation until q converges.

Jie [2019] estimated q(y|x) for each y ∈ C(yu) while the
size of C(yu) grows exponentially on the number of unanno-
tated tokens in x. To reduce the number of possible paths for
q estimation, we build candidate mask based on the K-best
candidates and the self-built candidates.

2The constrained decoding ensures the resulting complete paths
are compatible with the incomplete annotations.

Algorithm 1 AdaK-NER
Data: D = {(xi,yi

u)}
Randomly divide D into k folds: D1, D2, · · · , Dk

Entity DictionaryH ← ∅
Initialize model M with parameters ŵ
Initialize q distributions {q(·|xi)}
Sample importance score si ← 1
hyper-parameters s and c
for iteration = 1, · · · , N do

% Sample Selection
D

′ ← D
for j = 1, · · · , k do

D
′
j ← Dj

for (xi,yi
u) ∈ D

′
j do

if si < s then
remove (xi,yi

u) from D
′
j and D

′

end
end

end
% q Distribution Estimating
for j = 1, · · · , k do

Train M(wj) on D
′\D′

j : Eq.(7)
for (xi,yi

u) ∈ D
′
j do

Predict Kb(x
i) by M(ŵ)

Extract H(xi) byH
Possible paths S = S(yiu,Kb(x

i), H(xi))
Estimate q(y|xi) for y ∈ S: Eq.(6)
si = maxy pwj (y|xi)
ei ← {entities} predicted by M(wj)

end
end
% DictionaryH Updating
H ← ∅
for entity ∈ ∪ei do

if entity /∈ H and freq(entity) >c then
H ← add entity(H, entity)

end
end
Train M(w′) on D with q: Eq.(7)
if F1 of M(w′) > F1 of M(ŵ) on Dev then

ŵ ← w′

end
end
Return the final NER model M(ŵ)

K-best Candidates. During the end of each iteration, we
train a model M(ŵ) on the whole training data D. In the next
iteration, we use the trained model M(ŵ) to identify K-best
candidates set Kb(x) for each sample x by constrained K-
best Viterbi decoding. Kb(x) = {K̂i(x)}i=1,··· ,K contains
top-K possible paths with the highest probabilities, where
K̂i(x) = [K̂i(x1), K̂i(x2), · · · , K̂i(xn)].
Self-built Candidates. In the current iteration, after train-
ing a model M(wi) on (k − 1) folds, we use M(wi) to
predict a path for each sample in the hold-out fold, and ex-
tract entities from the predicted path. Then we merge all
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Dataset Train Dev Test
#entity #sent #entity #sent #entity #sent

CoNLL-2003 23499 14041 5942 3250 5648 3453
Taobao 29397 6000 4941 998 4866 1000
Youku 12754 8001 1580 1000 1570 1001

Table 1: Data statistics for CoNLL-2003, Taobao and Youku. ‘#en-
tity’ represents the number of entities, and ‘#sent’ is the number of
sentences.

entities identified by k models {M(wi)}i=1,··· ,k, resulting
an entity dictionary H. For each sample x we conjecture
that its named entities should lie in the dictionary H. Con-
sequently, in the next iteration we form a self-built candidate
H(x) = [H(x1), H(x2), · · · , H(xn)] for each x of length
n. H(xj) is the corresponding entity label if the token xj is
part of an entity inH, otherwise H(xj) is O label.

We utilize the above candidates (i.e., the K-best candi-
dates set Kb(x) and the self-built candidate H(x)) to con-
struct a candidate mask for x. For each unannotated xj in x,
the possible label set consists of (1) O label (2) H(xj), (3)
∪Ki=1K̂i(xj).

For example, as Figure 1(c) shows, the unannotated token
‘Barbados’ is predicted as B-PER and B-LOC in the above
candidate paths, we treat B-PER, B-LOC and O label as the
possible labels of ‘Barbados’ and mask the other labels.

With this masking scheme, we can significantly narrow
down the feasible region of x (Figure 1(c)) when estimating
q(·|x). After estimating q(·|x), we can train a model through
the modified loss:

Lm(w,x) =− (1− λ) log
∑

y∈S

q(y|x)pw(y|x)

− λ log
∑

y∈Kw(x)

pw(y|x),
(7)

where S = S(yu,Kb(x), H(x)) contains the possible paths
restricted by the candidate mask.

2.3 Annealing Technique for λ

Intuitively, the top-K paths decoded by the algorithm could
be of poor quality at the beginning of training, because the
model’s parameters used in decoding haven’t been trained ad-
equately. Therefore, we employ an annealing technique to
adapt λ during training as:

λ(b) = exp

[
γ

(
b

B
− 1

)]
,

where b is the current training step, B is the total number
of training steps, and γ is the hyper-parameter used to con-
trol the accelerated speed of λ. The coefficient λ increases
rapidly at the latter half of the training, enforcing the model
to extracting more information from the top-K paths.

2.4 Iterative Sample Selection
Due to the incomplete annotation, there exist some samples
whose q distributions are poorly estimated. We use an idea
of sample selection to deal with these samples. In each itera-
tion, after training a model M(wi) on (k−1) folds, we utilize
M(wi) to decode a most possible path ŷ for x ∈ Di, and as-
sign a probability score s = pwi

(ŷ|x) to x at the meantime.

Iterative sample selection is to select the samples with prob-
ability scores beyond a threshold to construct new training
data, which are used in the training phase of k-fold cross-
validation in the next iteration (more Algorithm details can
be found in Algorithm 1). We use this strategy to help model
identify the gold path effectively with high-quality samples.

3 Experiments
3.1 Dataset
To benchmark AdaK-NER against its SOTA alternatives in
realistic settings, we consider one standard English dataset
and two Chinese datasets from Financial Technology Indus-
try: (i) CoNLL-2003 English [Sang and De Meulder, 2003]:
annotated by person (PER), location (LOC) and organization
(ORG) and miscellaneous (MISC). (ii) Taobao3: a Chinese
e-commerce site. The model type (PATTERN), product type
(PRODUCT), brand type (BRAND) and the other entities
(MISC) are recognized in the dataset. (iii) Youku4: a Chinese
video-streaming website with videos from various domains.
Figure type (FIGURE), program type (PROGRAM) and the
others (MISC) are annotated. Statistics for datasets are pre-
sented in Table 1.

We randomly remove a proportion of entities and all O la-
bels to construct the incomplete annotation, with ρ represent-
ing the ratio of entities that keep annotated. We employ two
schemes for removing entities:

• Random-based Scheme is simply removing entities by
random [Jie et al., 2019; Li et al., 2021], which simu-
lates the situation that a given entity is not recognized
by an annotator.

• Entity-based Scheme is removing all occurrences of a
randomly selected entity until the desired amount re-
mains [Mayhew et al., 2019; Effland and Collins, 2021;
Wang et al., 2019]. For example, if the entity ‘Bahrain’
is selected, then every occurrence of ‘Bahrain’ will be
removed. This slightly complicated scheme matches the
situation that some entities in a special domain could not
be recognized by non-expert annotators.

According to the low recall of entities tagged by non-speaker
annotators in Mayhew [2019], we set ρ = 0.2 and ρ = 0.4 in
our experiments. Note that a smaller ρ means a larger propor-
tion of missing annotation, ρ = 1 means complete annotation.

3.2 Experiment Setup
Evaluation Metrics. We consider the following perfor-
mance metrics: Precision (P ), Recall (R), and balanced F-
score (F1). These metrics are calculated based on the true en-
tities and the recognized entities. F1 score is the main metric
to evaluate the NER models of baselines and our approach.
Baselines. We consider several strong baselines to compare
with the proposed methods, including BERT with conven-
tional CRF (or CRF for abbreviation) [Lafferty et al., 2001],
BERT with Fuzzy CRF [Shang et al., 2018], and BERT with
weighted CRF presented by Jie [2019]. CRF regards all unan-
notated tokens as O label to form complete paths, while Fuzzy

3http://www.taobao.com
4http://www.youku.com
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Ratio Model CoNLL-2003 Taobao Youku
P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑

ρ = 0.2

BERT CRF 81.42 15.05 25.40 83.11 24.06 37.32 64.85 20.45 31.09
BERT Fuzzy CRF 17.94 88.14 29.81 41.48 80.39 54.72 22.74 84.65 35.85
BERT weighted CRF 85.03 82.65 83.82 70.06 57.85 63.37 70.18 38.98 50.12
AdaK-NER 87.05 86.74 86.89 74.24 78.89 76.50 78.21 79.96 78.09

ρ = 0.4

BERT CRF 80.07 51.25 62.49 84.76 47.68 61.03 78.89 50.70 61.73
BERT Fuzzy CRF 14.89 86.61 25.41 43.51 85.02 57.56 30.88 84.01 45.16
BERT weighted CRF 85.40 88.69 87.01 73.17 81.09 76.93 74.99 82.29 78.47
AdaK-NER 87.47 88.70 88.08 74.08 80.13 76.99 78.38 81.53 79.93

ρ = 1.0 BERT CRF 91.34 92.36 91.85 86.01 88.20 87.09 83.20 84.52 83.85

Table 2: Performance comparison between different models on three datasets with Random-based Scheme.

Ratio Model CoNLL-2003 Taobao Youku
P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑

ρ = 0.2

BERT CRF 86.79 18.36 30.31 39.62 10.58 16.70 69.10 15.67 25.55
BERT Fuzzy CRF 15.99 86.30 26.98 42.49 82.33 56.05 27.79 86.37 42.05
BERT weighted CRF 83.40 70.96 76.68 73.49 52.63 61.33 74.71 32.55 45.34
AdaK-NER 86.32 71.72 78.35 73.24 76.59 74.88 78.86 75.54 76.20

ρ = 0.4

BERT CRF 86.68 34.26 49.11 78.43 39.68 52.70 62.16 35.16 44.91
BERT Fuzzy CRF 13.84 84.60 23.79 42.24 81.07 55.54 32.10 82.87 46.27
BERT weighted CRF 84.68 76.91 80.61 74.65 79.57 77.03 75.67 80.64 78.08
AdaK-NER 85.48 77.85 81.49 74.58 80.54 77.44 79.01 81.02 80.00

ρ = 1.0 BERT CRF 91.34 92.36 91.85 86.01 88.20 87.09 83.20 84.52 83.85

Table 3: Performance comparison between different models on three datasets with Entity-based Scheme.

CRF treats all possible paths compatible with the incomplete
path with equal probability. Weighted CRF assigns an esti-
mated distribution to all possible paths derived from the in-
complete path to train the model.

Training details. We employ BERT model [Devlin et al.,
2018] as the neural architecture for baselines and our AdaK-
NER. Specifically, we use pretrained Chinese BERT with
whole word masking [Cui et al., 2019] for the Chinese
datasets and pretrained BERT with case-preserving Word-
Piece [Devlin et al., 2018] for CoNLL-2003 English dataset.
Unless otherwise specified, we set the hyperparameter over
[top K] as 5 by default for illustrative purposes. Based on the
fact that a larger k-fold value has a negligible effect [Jie et al.,
2019], we choose to split the training data into 2 folds (i.e.,
k = 2). We initialize q distribution by assign each unanno-
tated token as O label to form complete paths, and iteratively
updated q by k-fold cross-validation stacking. Empirically,
we set the iteration number to 10, which is enough for our
model to converge.

3.3 Experimental Results
To validate the utility of our model, we consider a wide range
of real-world tasks experimentally with entity keeping ratio
ρ = 0.2 and ρ = 0.4. We present the results with Random-
based Scheme in Table 2 and Entity-based Scheme in Table
3. We compare the performance of our method to other com-
peting solutions, with each baseline carefully tuned to ensure
fairness. In all cases, CRF has high precision and low re-
call because it labels all the unannotated tokens as O label.
In contrast, taking all possible paths into account yields the
mismatch of the gold path, hence Fuzzy CRF recalls more
entities. Weighted CRF outperforms CRF and Fuzzy CRF,

indicating that distribution q should be highly skewed rather
than uniformly distributed.

With adaptive K-best loss, candidate mask, annealing
technique and iterative sample selection approach, our ap-
proach AdaK-NER performs strongly, exhibits high precision
and high recall on all datasets and gives best results in F1

score over the other three models. The improvement is es-
pecially remarkable on Chinese Taobao and Youku datesets
for ρ = 0.2, as it delivers over 13% and 27% increase in F1

score with Random-based Scheme, while over 13% and 30%
increase with Entity-based Scheme.

Note that in CoNLL-2003 and Youku, the F1 score of
AdaK-NER with Random-based Scheme is only roughly 5%
lower than that of CRF trained on complete data (ρ = 1),
while we build AdaK-NER on the training data with only
20% entities available (ρ = 0.2). In the other Chinese dataset,
our model also achieves encouraging improvement compared
to the other methods and presents a step toward more accurate
incomplete named entity recognition.

Entity-based Scheme is more restrictive, which is likely to
happen in the industry like Financial Technology. However,
our model still achieves best F1 score compared with other
methods. The overall results show AdaK-NER achieves state-
of-the-art performance compared to various baselines on both
English and Chinese datasets with incomplete annotations.

The Effect of K. As discussed in Section 2.1 and 2.2, the
parameter K can affect the learning procedure from two as-
pects. We compare the performance of different K on Taobao
dataset with Random-based Scheme and ρ = 0.2. The hyper-
parameter over [top K] is selected from {1, 3, 5, 7, 9} on the
validation set. As illustrated in Figure 2, a relatively large K
delivers better empirical results, and the metrics (precision,
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Model CoNLL-2003 Taobao Youku
P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑ P ↑ R ↑ F1 ↑

w/o K-best loss 88.55 80.49 84.33 78.64 53.12 63.41 62.26 39.3 48.18
w/o weighted loss 83.79 82.84 83.32 47.85 66.15 55.53 73.46 71.59 72.52
w/o annealing 88.36 84.01 86.13 76.09 60.05 67.13 80.98 62.29 70.79
w/o K-best candidates 84.42 73.76 78.73 72.75 56.62 63.68 73.94 58.03 65.02
w/o self-built candidates 87.52 86.33 86.92 72.38 77.44 74.82 77.88 74.46 76.13
w/o candidate mask 84.97 86.51 85.73 68.29 79.16 73.32 73.40 79.81 76.47
w/o sample selection 86.64 86.03 86.33 72.88 79.59 76.09 78.48 79.43 78.95
AdaK-NER 87.05 86.74 86.89 74.24 78.89 76.50 78.21 79.96 78.09

Table 4: Ablation study for AdaK-NER on three datasets with Random-based Scheme for ρ = 0.2.
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Figure 2: (left) Sensitivity analysis of top truncation K. A smaller K
is more sensitive to the truncation. (right) F1 score comparison be-
tween Fuzzy CRF, weighted CRF and our model on Taobao dataset
across different ρ selection with Random-based Scheme

recall and F1) are pretty close when K = 5, 7, 9. Meanwhile,
a smaller K can narrow down the possible paths more effec-
tively in theory. Hence we favor K = 5 which might be a
balanced choice.

The Effect of ρ. We further examine annotation rate (ρ) in-
teracts with learning. We plot F1 score on Taobao dataset
with Random-based Scheme across varying annotation rate
in Figure 2. The annotation removed with large ρ inherits the
annotation removed with the small ρ. All the performance
deliver better results with the increase of ρ. Our model con-
sistently outperforms weighted CRF and Fuzzy CRF, and the
improvement is significant when ρ is relatively small, which
indicates our model is especially powerful when the anno-
tated tokens are fairly sparse.

3.4 Ablation Study
To investigate the effectiveness of the proposed strategies
used in AdaK-NER, we conduct the following ablation with
Random-based Scheme and ρ = 0.2. As shown in Table 4,
the adaptive K-best loss contributes most to our model on
the three datasets. It helps our model achieve higher recall
while preserving acceptable precision. Especially on Youku
dataset, removing it would cause a significant drop on recall
by 40%. The weighted CRF loss is indispensable, and anneal-
ing method could help our model achieve better results. Can-
didate mask is attributed to promote precision while keeping
high recall. Both K-best candidates and self-built candidates
facilitate the model performance. Iterative sample selection
makes a positive contribution to our model on CoNLL-2003
and Taobao, whereas it slightly hurts the performance on
Youku. In general, incorporating these techniques enhances
model performance on incomplete annotated data.

4 Related Works
Pre-trained Language Models has been an emerging di-
rection in NLP since Google launched BERT [Devlin et al.,
2018] in 2018. With the powerful Transformer architecture,
several pre-trained models, such as BERT and generative pre-
training model (GPT), and their variants have achieved state-
of-the-art performance in various NLP tasks including NER
[Devlin et al., 2018; Liu et al., 2019]. Yang [2019] proposed
a pre-trained permutation language model (XLNet) to over-
come the limitations of denoising autoencoding based pre-
training. Liu [2019] demonstrated that more data and more
parameter tuning could benefit pre-trained language models,
and released a new pre-trained model (RoBERTa). To follow
the trend, we use BERT as our neural model in this work.
Statistical Modeling has been widely employed in se-
quence labeling. Classical models learn label sequences
through graph-based representation, with prominent exam-
ples such as Hidden Markov Model (HMM), Maximum En-
tropy Markov Models (MEMM) and Conditional Random
Fields (CRF) [Lafferty et al., 2001]. Among them, CRF
is an optimal model, since it resolves the labeling bias is-
sue in MEMM and doesn’t require the unreasonable indepen-
dence assumptions in HMM. However, conventional CRF is
not directly applicable to the incomplete annotation situation.
Ni [2017] select the sentences with the highest confidence,
and regarding missing labels as O. Another line of work is to
replace CRF with Partial CRF [Nooralahzadeh et al., 2019;
Huang et al., 2019] or Fuzzy CRF [Shang et al., 2018], which
assign unlabeled words with all possible labels and maxi-
mize the total probability [Yang et al., 2018]. Although these
works have led to many promising results, they still need ex-
ternal knowledge for high-quality performance. Jie [2019]
presented a weighted CRF model which is most closely re-
lated to our work. They estimated a proper distribution for all
possible paths derived from the incomplete annotations. Our
work enhances Fuzzy CRF by reducing the possible paths by
a large margin, aiming to better focus on the gold path.

5 Conclusion
In this paper, we explore how to build an effective NER model
by only using incomplete annotations. We propose two major
strategies including introducing a novel adaptive K-best loss
and a mask based on K-best candidates and self-built candi-
dates to help our model better focus on the gold path. The
results show that our approaches can significantly improve
the performance of NER model with incomplete annotations.
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Abstract

Cryptocurrencies have gained enormous mo-
mentum in finance and are nowadays com-
monly adopted as a medium of exchange for
online payments. After recent events dur-
ing which GameStop’s stocks were believed
to be influenced by WallStreetBets subRed-
dit, Reddit has become a very hot topic on
the cryptocurrency market. The influence of
public opinions on cryptocurrency price trends
has inspired researchers on exploring solutions
that integrate such information in crypto price
change forecasting. A popular integration tech-
nique regards representing social media opin-
ions via sentiment features. However, this re-
search direction is still in its infancy, where a
limited number of publicly available datasets
with sentiment annotations exists. We propose
a novel Bitcoin Reddit Sentiment Dataset, a
ready-to-use dataset annotated with state-of-
the-art sentiment and emotion recognition. The
dataset contains pre-processed Reddit posts and
comments about Bitcoin from several domain-
related subReddits along with Bitcoin’s finan-
cial data. We evaluate several widely adopted
neural architectures for crypto price change
forecasting. Our results show controversial
benefits of sentiment and emotion features ad-
vocating for more sophisticated social media
integration techniques. We make our dataset
publicly available for research.

1 Introduction

Cryptocurrencies, often referred to as crypto-
currency or cryptos, are any type of currencies
that exist virtually and are secured by encryption
or cryptography to safeguard transactions. These
currencies are decentralized and do not have any
regulating or governing authorities to track them
or to create new units. Bitcoin (BTC) is one of the
most dominant cryptocurrencies that is driven by
investor expectations, and its demand is becoming

∗ Equal contribution

increasingly appealing (Foley et al., 2019), with
investors adopting it to diversify their portfolios.
Due to the similarity of its features with speculative
stocks and its decentralized nature, the perception
and sentiments of investors are likely to drive the
price of bitcoin (Kraaijeveld and De Smedt, 2020).

Among the many challenges presented by eco-
nomics and finance businesses, there is indeed the
modeling of customers’ sentiment, including their
polarity and diversity, and the intentions that may
be associated with them. For this purpose, social
media constitute rich and useful sources of infor-
mation that can be analyzed to obtain useful in-
sights. Additionally, it is worth noting that social
media may contain misinformation and biases that
can potentially exacerbate the information extrac-
tion process, eventually making it unreliable (Cao,
2022).

Reddit is a social media platform that has re-
cently gained a lot of attention due to its influence
on cryptocurrencies trends. For instance, the sub-
Reddit r/wallstreetbets allegedly played a role in
influencing GameStop’s stocks in 2021.1 Reddit is
structured in communities, i.e., subReddits, with a
user base of more than 50 million and more than
1.5 billion monthly visitors and has become one
of the most popular social media in the US.2 Re-
cently, the gained momentum of cryptocurrencies
has been observed and enhanced by the increas-
ing number of dedicated subReddits. In particular,
almost every influential cryptocurrency has its ded-
icated subReddit. The popularity of some of them,
such as r/wallstreebets (12 million subscribers),
r/CryptoCurrency (4.8 million subscribers), and
r/Bitcoin (4.2 million subscribers), highlight the
widespread interest in cryptocurrencies in social
media.3

1https://edition.cnn.com/2021/01/27/investing/gamestop-
reddit-stock/index.html

2https://www.statista.com/statistics/248074/most-
popular-us-social-networking-apps-ranked-by-audience/

3https://frontpagemetrics.com/
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One peculiar aspect of cryptocurrencies is that
they are not regulated by governments or other in-
ternational institutions, but rather public opinions
represent the main cause of crypto price changes.
Thus, we commonly observe the rise and fall of
popular cryptocurrencies due to their high depen-
dence on people’s opinions. In this perspective,
the role of public communities and social media
platforms like Reddit is highly influential in deter-
mining the trend of a cryptocurrency.

This phenomenon has inspired researchers to
leverage publicly available social media informa-
tion, i.e., people’s opinions, to evaluate their ef-
fect on cryptocurrency price forecasting. To do
so, as a common conveyor of people’s opinions,
researchers have extracted sentiment information
from textual data to enrich the set of input features
for a forecasting model (Wooley et al., 2019). In
particular, the statistical analysis of recent work has
shown that a correlation between extracted social
media information and crypto price trends does ex-
ist (Kraaijeveld and De Smedt, 2020). It is worth
noting that the integration of public opinion is not
new in the field of finance. Other similar domains
like stock market forecasting have shown promis-
ing results when integrating heterogeneous infor-
mation from social media (Kearney and Liu, 2014).
Nonetheless, the existing work on this matter is
still preliminary from several perspectives. First,
few available datasets providing scraped social me-
dia data exist nowadays and the number decreases
drastically when considering the subset with sen-
timent annotations (Loginova et al., 2021). Sec-
ond, the integration of social media information
is carried out by a limited subset of sentiment fea-
tures (Carmezim, 2018; SocialGrep, 2021), while
a wide variety of sentiment and emotion tools for
efficient and accurate extraction can be leveraged
on this matter.

In this work, we propose a novel dataset for Bit-
coin price forecasting, called Bitcoin Reddit Sen-
timent Dataset (BRSD). We create this dataset by
pre-processing and integrating an existing dataset
of Reddit posts and comments with crypto price
values. We employ a wide suite of sentiment and
emotion recognition techniques to automatically
annotate Reddit textual data in addition to the ex-
isting comment-level sentiment annotations. We
formulate the task of crypto price forecasting with
both prices, sentiment, and emotion features with
different widely adopted architectures. In particu-

lar, we carry out an ablation study to evaluate the
impact of extracted social media information by
considering three different input configurations: (i)
price data only, (ii) sentiment and emotion data
only, and (iii) all available data. We make our
dataset publicly available for research.4 Our ex-
perimental setting shows controversial results on
the impact of sentiment and emotion data. In par-
ticular, the best-performing models’ performance
deteriorates when adding social media features. In
contrast, the less-performing model shows trend
learning capabilities only when considering the full
set of features.

In Section 2 we analyze similar datasets in the
field of crypto currency forecasting. Section 3 de-
scribes the dataset creation process. In Section 4,
we introduce our experimental setting. Section 5
concludes.

2 Related Work

The automatic forecasting of the stock market and
cryptocurrency prices has gained a lot of interest in
the past years (Yenidoğan et al., 2018; Lahmiri
and Bekiros, 2019; Pang et al., 2020). Indeed,
cryptocurrencies are currently widely adopted in
finance due to their popularity (Foley et al., 2019).
Nonetheless, they are subject to public influence
since they rely on decentralization and are not man-
aged or regularized by government institutions. In
particular, public opinion and crypto prices are
strongly related (Wooley et al., 2019; Phillips and
Gorse, 2018a). Recent works on this topic have
shown that social media can affect price changes
and stand as reasonable indicators of the current
economic trends (Kraaijeveld and De Smedt, 2020;
Phillips and Gorse, 2018b).

Such a characteristic allowed the introduction
of datasets for crypto price forecasting with users
opinions extracted from online social media like
Reddit (Loginova et al., 2021; Prajapati, 2020;
Leukipp, 2022) and Twitter (Pant et al., 2018).
However, there are few available datasets regarding
Reddit posts and comments with sentiment infor-
mation (Loginova et al., 2021; SocialGrep, 2021).
Loginova et al. introduced a large dataset col-
lected over 768 days (from February 2017 to April
2019) regarding several social media like Reddit,
Bitcointalk, and CryptoCompare. Social media

4https://www.kaggle.com/datasets/paulsero/
bitcoin-reddit-sentiment-dataset
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data is collected by leveraging Pushshift APIs,5

a widely adopted tool for extracting such infor-
mation (Leukipp, 2022; SocialGrep, 2021; Reiner-
ink, 2022), and later merged with financial data of
five popular cryptocurrencies, namely BTC, ETH,
LTC, XPR, and XMR, from the website coinmar-
ketcap.com.

In contrast, our dataset leverages multiple state-
of-the-art sentiment and emotion recognition tools
like lexicons, rule-based, and contextual techniques
rather than employing aspect-based sentiment anal-
ysis. For what concern the period, our dataset cov-
ers only one month (August 2021) and focuses
only on the BTC cryptocurrency. Nonetheless, its
size is comparable to previous works and it is pub-
licly available. Another difference with (Loginova
et al., 2021) is the time range on which we base
our predictions. Due to the length of our dataset,
we predict the price in 15 minutes based on the
last hour, whereas, they predict the price in 1 day
based on features collected in 7 days averaged with
a rolling window of 1 day.

Table 1 provides a summary of existing datasets
highlighting their characteristics.

3 Dataset Creation

We rely on a publicly available dataset of Reddit
content and on a well-known finance platform to
build our dataset. We firstly collect and process
data for each of the two datasets. Subsequently,
we derive our dataset by merging the information
extracted from these two datasets and reporting
statistics.

3.1 Kaggle Dataset

We selected a publicly available dataset of Red-
dit posts and comments from Kaggle (SocialGrep,
2021). The dataset contains 250,569 posts and
3,756,097 comments collected from Reddit in Au-
gust 2021. In particular, the following subReddits
were considered during data collection:

• /r/cryptocurrency

• /r/cryptocurrencyclassic

• /r/cryptocurrencyico

• /r/cryptomars

• /r/cryptomoon

5https://github.com/pushshift/api

• /r/cryptomoonshots

• /r/satoshistreetbets

The Kaggle dataset does not come with addi-
tional pre-processing steps concerning posts filter-
ing and text cleaning. To this end, we devised
a preliminary pre-processing phase to only select
posts and comments that could potentially corre-
late with crypto price changes. We removed posts
that were tagged as ‘deleted’ or ‘removed’ since
they do not have any relevant textual content. In
particular, these posts constituted around 49% of
the Kaggle dataset. This is a known phenomena
of popular and controversial subReddits like the
ones related to cryptocurrencies. Additionally, we
remove every comment that contained blacklisted
words regarding scam/phishing or advertisements
(e.g. ‘giveaway’ or ‘pump join’. We use the custom
blacklist suggested by (Kraaijeveld and De Smedt,
2020).

Subsequently, we applied a series of traditional
text normalization operations for the remaining
posts. These operations included (i) merging the
title and the body of a post; (ii) cleaning URLs
and special symbols and (iii) removing stopwords.
This preliminary pre-processing phase reduced the
number of posts to 121,593 and the number of com-
ments to 2,755,329.

Lastly, on Reddit the presence of bots is common.
We detected and removed spam or bots sentences
from Reddit posts by relying on the set of heuris-
tics proposed by (Kraaijeveld and De Smedt, 2020).
This approach assumes that bot and spam sentences
are short-length sentences that are frequently re-
peated throughout a document. The spam and bot
filtering procedure further reduced the number of
posts to 55,002. Table 2 summarizes the described
pre-processing process.

3.2 Extracting Sentiment and Emotion from
Reddit texts

The use of Reddit posts and comments for crypto
price forecasting relies on the extraction of senti-
ment features that could potentially act as indica-
tors for price changes. The Kaggle dataset comes
with comment-level sentiment annotations, which
we refer to as Kaggle-Sentiment. Nonetheless, no
information about how these annotations have been
produced is reported.

We have therefore decided to enrich our data
through additional unsupervised labels. Indeed, a
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Name Date Social media Data Source Sentiments Sentiment type

(Carmezim, 2018) 2018 Twitter 1,578,627 tweets unspecified, general Yes Word polarity

(Leukipp, 2022) Jan 2022- May 2022 Reddit 518,610 posts 51 subreddit No

(Loginova et al., 2021) Feb 2017- Apr 2019
CryptoCompare,
Reddit, Bitcointalk

Respectively, 78,902,
2,635,046, and
1,643,705 texts

r\cryptocurrency,
news headlines

Yes
Vader, TextBlob,
JST, and TS-LDA

(Reinerink, 2022) Nov 2017- Mar 2018 Reddit 2,161,000 comments r\cryptocurrency No

Kaggle dateset
(SocialGrep, 2021)

August 2021 Reddit
3,756,097 comments and
250,569 posts

7 subreddits Yes Kaggle-Sentiment

(Pano and Kashef, 2020) May 2022 - Jun 2022 Twitter 4,169,709 tweets BTC related tweets No

BRSD (our dataset) August 2021 Reddit
2,755,329 comments and
55,002 posts

7 subreddits (BTC only) Yes
Vader, TextBlob,
BERT, RoBERTa,
Flair, Kaggle-Sentiment

Table 1: A comparison between the Bitcoin Reddit Sentiment Dataset and similar cryptocurrency datasets that
integrate social media information.

Dataset→
Property ↓ Original Deleted Bots/Ads Cleaned

Posts 250,569 127,891 67,676 55,002
Avg Posts/Hour 336.96 171.99 89.68 73.95
Avg Posts/Minute 5.71 2.9 1.52 1.25

Comments 3,756,097 998,568 2,200 2,755,329
Avg Comments/Hour 3,708.91 1,109.90 2.96 3,705.89
Avg Comments/Minute 62.84 20.13 0.05 62.75

Table 2: Kaggle Reddit dataset statistics throughout our
preliminary pre-processing pipeline. We report infor-
mation about filtered posts and comments after each
pre-processing phase.

wide suite of off-of-the-shelf tools for accurate and
efficient sentiment extraction can be found in the
literature. In this work, we consider multiple state-
of-the-art tools to extract sentiment and emotion
features from Reddit posts and comments. We
employed the following tools:

• Flair (Akbik et al., 2018): A multilingual
library that comprises of several state-of-the-
art contextual text embedding methods like
BERT. Flair methods are pre-trained on the
well-known IMDB movie review dataset. We
adopted the English embedding models of this
library. In particular, each method extract sen-
timents scores in the [0, 1] range and polarity
scores as either being negative or positive.
In particular, the two scores are combined to
provide a single sentiment score.

• TextBlob (Loria, 2018): A high-level library
built on top of NLTK (Bird et al., 2009).
TextBlob extracts sentiment scores in the
[−1, 1] range. Additionally, the library ex-
tracts subjectivity scores ([0, 1] range) and re-
lated subjectivity intensity scores. Subjectiv-
ity determines if a text is subjective or factual,
whereas the intensity score of a word quan-

tifies to what extent the word modifies the
meaning of the next word. We use the ex-
tracted sentiment, subjectivity, and intensity
scores as features.

• VADER (Hutto and Gilbert, 2014): A rule-
based model based on a fixed list of lexical
features. VADER does not take into account
the contextual information of a word, unlike
Flair. VADER extracts classifies the sentiment
of a text as positive, negative or neutral
and return their probabilities which we use a
features.

• BERT (Devlin et al., 2019): We employ a
BERT model pre-trained on multilingual prod-
uct reviews for sentiment analysis.6 In partic-
ular, the extracted sentiment of a text ranges
from 1 (negative) to 5 (positive).

• RoBERTA (Liu et al., 2019): We employ a
RoBERTa model pre-trained on the TweetEval
benchmark (Barbieri et al., 2020) for the emo-
tion recognition task.7 The model is trained
on English tweets and identifies the following
emotion categories: anger, joy, optimism, sad-
ness. We use the prediction probabilities of
emotion classes as features.

Where not explicitly stated, we consider raw
probability scores for categorical variables (e.g.
VADER, BERT and RoBERTA). The features ex-
tracted using each tool are first transformed to ob-
tain a uniform set of value ranges (e.g. Flair and
TextBlob sentiment scores) and later normalized.

6https://huggingface.co/nlptown/
bert-base-multilingual-uncased-sentiment

7https://huggingface.co/cardiffnlp/
twitter-roberta-base-sentiment
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Tool Feature Range

TextBlob Polarity [-1, 1]
Subjectivity [-1, 1]

Kaggle Kaggle-Sentiment [-1, 1]

RoBERTA Anger [0, 1]
Joy [0, 1]
Optimism [0, 1]
Sadness [0, 1]

VADER Positive [0, 1]
Negative [0, 1]
Neutral [0, 1]
Compound [-1, 1]

Flair Flair-Sentiment [-1, 1]

BERT BERT-Sentiment [1, 5]

Table 3: Score ranges of sentiment analysis tools

In total, we extract a set of 12 sentiment and emo-
tion features for each input Reddit post or com-
ment.

The described suite of sentiment and emotion
features is employed to encode each Reddit post
and comment. In particular, we aggregate individ-
ual comments sentiment and emotion feature set
by summing them. This information is added to
the provided sentiment annotations of the original
Kaggle dataset. Table 3 provides a summary.

3.3 Finance Bitstamp Dataset
We extracted raw crypto price values from the ex-
changer Bitstamp platform.8 We considered the
time period of the posts and comments in the Red-
dit Finance dataset to extract time-aligned raw
crypto price values. We observed that the Red-
dit Finance dataset covered the period of August
2021 and downloaded corresponding finance data
from Bitstamp. We denote this dataset as the Fi-
nance Bitstamp dataset. The collected dataset con-
tains crypto price values on a minute base and has
530,324 entries. Each entry contains metadata (id,
date, crypto currency, open), trend-related values
(high, low, close) and price information (Volume
BTC, Volume USD).

3.4 BTC Reddit Sentiment Dataset
We integrate the extracted sentiment features from
Reddit posts and comments into the Finance Bit-
stamp dataset. To do that, Reddit posts and com-
ments are first temporally aligned with crypto price
values. We leverage the reported timestamp meta-
data of both datasets to perform this operation.

8https://www.bitstamp.net/

The alignment of Reddit posts and comments with
crypto price values is done at minute-level. We
opted for a minute-based alignment motivated by
two main observations. First, it is the granular-
ity used in the Reddit Finance dataset. Thus, the
integration of crypto price values based on this
granularity is straightforward. Second, this dataset
contains information extracted from August 2021.
A more coarse-grained granularity would signifi-
cantly reduce the number of samples for forecast-
ing. Note that it is still possible to operate with
more coarse-grained granularities (e.g. hours) to
further evaluate the impact of social media informa-
tion. Indeed, the influence of social media opinions
works at higher scales (e.g. hours, days) and cause-
effect delays have to be considered as well.

We collect Reddit posts published each minute
and aggregate them by summing the set of senti-
ment features, obtaining a new layer of sentiment
and emotion annotations. The built dataset, which
we denote as the BTC Reddit Sentiment Dataset,
contains 44.639 entries on a minute base with 19
features concerning sentiment, emotion, and price
values.

4 Experiments

We address the task of crypto value forecasting
by jointly leveraging price and sentiment fea-
tures of domain-related Reddit posts. Formally,
a forecasting model receives a sequence of price
values {v1, v2, . . . , vT } regarding a time-window
of size T and a sequence of sentiment features
{s1, s2, . . . , sT }. Each sentiment feature st is
a collection of sentiment values as described in
Section 3The two sequences are concatenated
temporally-wise and fed as input to a model. The
forecasting model then outputs a price value vT+W
where W is the forecasting window size.

Our main objective is to study the impact
of social media data on crypto price changes.
Therefore, we define an ablation study by con-
sidering three experimental input configurations
for a forecasting model: (P) only price values
{v1, v2, . . . , vT } are considered; (S) only senti-
ment features {s1, s2, . . . , sT } are considered; (P
+ S) both sentiment and price information are con-
sidered.

We generally consider the forecasting task of
predicting a time window of future crypto price
values given a past time window of price, sentiment,
and emotion features. In this work, we set T = 60
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minutes and W = 15 minutes.
To quantitatively evaluate the selected set of

forecasting models, we split our dataset into train
(25,025), validation (10,698), and test (8,916) splits.
Splits follow the sequential flow of crypto price
time-series and, thus, no data shuffling is involved.
We devise a preliminary hyper-parameter calibra-
tion phase based on the validation set. Models are
trained to minimize the mean squared error loss on
the train set and are later evaluated on the test set.
We apply a L2 regularization to all the described
models. Furthermore, we consider early stopping
regularization with patience set to 10 epochs. Mod-
els are trained with Adam optimizer (Kingma and
Ba, 2015).

4.1 Models
We select several widely adopted architectures for
price forecasting to evaluate our dataset. In par-
ticular, we consider two recurrent neural network
models which have been proven to achieve state-of-
the-art performance for the stock price prediction
task (Gao et al., 2021). Additionally, we consider
a transformer model due to its widespread popu-
larity (Vaswani et al., 2017). More precisely, the
multi-head attention (Galassi et al., 2021) of the
transformer is used to capture high-level interac-
tions between the heterogeneous set of features.

• RNN: A 2-layer recurrent neural network with
a linear regression layer on top. The first re-
current layer is a simple RNN with 64 units
followed by a GRU layer with 64 units.

• LSTM-GRU: A 2-layer recurrent neural net-
work with a linear regression layer on top. The
first recurrent layer is an LSTM with 64 units
followed by a GRU layer with 64 units and
L2 regularization.

• Transformer: A 6 heads attention model with
4 transformer-encoder blocks followed by a
linear layer on top with 256 units.

4.2 Results
We evaluate the selected set of forecasting mod-
els on our dataset by computing the Root Mean
Squared Error (RMSE) and the Mean Absolute Er-
ror (MAE) metrics. Table 4 reports the achieved
performance on our dataset. Additionally, we re-
port each model forecast on the test set in Figure 1.
We distinguish between each input configuration
for forecasting. We observe that RNN-GRU is the

best performing model in terms of regression met-
rics with an RMSE of 468, and an MAE of 445,98.
Additionally, the LSTM-GRU model achieves com-
parable performance while the transformer model
falls behind. We notice that sentiment features
have controversial effects on selected models. In
particular, recurrent models performance is signif-
icantly deteriorated when considering the (P + S)
input configuration compared to the (P) one (Fig-
ures 1a and 1b). In contrast, the transformer model
achieves higher regression performance in the (P +
S) setting while it fails to learn the trend of crypto
price changes when relying on price values only
(P) (Figure 1c). We speculate that this result could
be motivated by the limited period considered in
our dataset.

As expected, the (S) setting leads to the worst-
performing results for all models. This is mainly
motivated by the fact that social media informa-
tion captures trend changes and provides general
opinions on the cryptocurrency status rather than
discussing exact crypto price forecasts.

The proposed method for social media infor-
mation integration has shown promising results
in similar settings (Prajapati, 2020). Nonetheless,
our experimental results suggest that more sophisti-
cated methodologies for social media information
integration could be explored. In particular, we
identify two major challenges. First, textual in-
formation encoding should scale to large sets of
sources For instance, in our experimental setup,
3,705 comments and about 74 posts are reported
hourly (Table 2). Properly encoding and aggregat-
ing such a large amount of textual data still remains
an open research direction. We show that summing
sentiment and emotion scores for aggregating Red-
dit posts and comments are not sufficient to achieve
satisfying results.

5 Conclusions

We have introduced Bitcoin Reddit Sentiment, a
novel dataset for crypto price values forecasting.
Our dataset is built upon an existing Kaggle dataset
with Reddit posts and comments taken from a wide
set of domain-related subReddits. We enrich such a
dataset by leveraging several state-of-the-art senti-
ment and emotion extraction tools to encode textual
data. This approach is motivated by the assump-
tion that public platforms like social media can
affect the current trend of cryptocurrencies. Thus,
sentiment and emotion features stand as valuable
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(a) RNN.

(b) LSTM-GRU.

(c) Transformer.

Figure 1: Minute-based models forecasting performance
with different input configurations.

Model RMSE ↓ ∆ RMSE MAE ↓ ∆ MAE

RNN (P) 468,39 - 445,98 -
RNN (S) 1961,30 -1492,91 1634,07 -1188,09
RNN (P + S) 1685,18 -1216,79 1518,82 -1072,84

LSTM-GRU (P) 623,70 - 589,75 -
LSTM-GRU (S) 2984,22 -2360,52 2883,50 -2293,75
LSTM-GRU (P + S) 1532,76 -909,06 1365,96 -776,21

Transformer (P) 2099,18 - 1992,60 -
Transformer (S) 2708,79 -609,61 2592,62 -600,02
Transformer (P + S) 1693,90 405,28 1515,48 477,12

Table 4: Model forecasting regression performance on
our dataset. We report performance for each model input
configuration. Additionally, we report the performance
delta (∆ columns) between the (P) configuration and
the remaining ones for each model.

indicators of the opinions reported on those plat-
forms. The collected dataset is challenging due
to the high number of textual data that has to be
digested. Our experimental results show that well-

known neural architectures like recurrent neural
models and transformers can reach satisfying to
modest forecasting performance when using price
information only. In contrast, the high amount of
encoded textual data deteriorates their successful
integration by leveraging sentiment and emotion
features, and no significant benefit is shown regard-
ing the task. Our results suggest that the integration
of social media information is still an open research
direction. We advocate for novel techniques that
adapt easily to large and heterogeneous sources of
information like Reddit, Twitter, Facebook, and
Google News. In future works, a critical investiga-
tion perspective would be the evaluation of the con-
tribution of each set of sentiment features. Another
possible research direction would be to analyze the
argumentative content of the social media (Lytos
et al., 2019) to obtain a score that can be used as a
feature (Lippi et al., 2022).
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Abstract
This paper describes FinSim4-ESG1 shared task or-
ganized in the 4th FinNLP workshopwhich is held
in conjunction with the IJCAI-ECAI-2022 confer-
enceThis year, the FinSim4 is extended to the En-
vironment, Social and Government (ESG) insights
and proposes two subtasks, one for ESG Taxonomy
Enrichment and the other for Sustainable Sentence
Prediction. Among the 28 teams registered to the
shared task, a total of 8 teams submitted their sys-
tems results and 6 teams also submitted a paper to
describe their method. The winner of each sub-
task shows good performance results of 0.85% and
0.95% in terms of accuracy, respectively.

1 Introduction
The FinSim shared task aims to spark interest from commu-
nities in NLP, ML/AI, Knowledge Engineering and Financial
document processing. Going beyond the mere representation
of words is a key step to industrial applications that make
use of Natural Language Processing (NLP). This is typically
addressed using either 1) Unsupervised corpus-derived repre-
sentations like word embeddings, which are typically opaque
to human understanding but very useful in NLP applications
or 2) Supervised approach to semantic representations learn-
ing, which typically requires an important volume of labeled
data, but has high coverage for the target domain or 3) Man-
ually labeled resources such as corpora, lexica, taxonomies
and ontologies, which typically have low coverage and con-
tain inconsistencies, but provide a deeper understanding of
the target domain.

These approaches form a different spectrum which a num-
ber of them have attempted to combine, particularly in tasks
aiming at expanding the coverage of manual resources using
automatic methods.

• The Semeval community has organized several evalua-
tion campaigns to stimulate the development of methods
which extract semantic/lexical relations between con-
cepts/words ([Bordea et al., 2015], [Bordea et al., 2016],

1https://sites.google.com/nlg.csie.ntu.edu.tw/finnlp-
2022/shared-task-finsim4-esg

[Jurgens and Pilehvar, 2016], [Camacho-Collados et al.,
2018]).

• A large number of datasets and challenges specifically
look at how to automatically populate knowledge bases
such as DBpedia or Wikidata (e.g. KBP challenges,
https://tac.nist.gov/2020/KBP/SM-KBP/).

• There are also a number of studies on the supervised
and unsupervised approaches to the extraction of seman-
tic relations between concepts and terms ([Fauconnier
and Kamel, 2015], [Shwartz et al., 2016], [Wang et al.,
2017], [Sarkar et al., 2018], [Martel and Zouaq, 2021]).

This new edition of FinSim4-ESG is extended to the ”Envi-
ronment, Social and Governance (ESG)” related issues based
on the sustainability reports, ESG reports, Environment re-
port and annual reports periodically published by financial
companies. The ESG criteria is a set of standards for a
company’s behavior used by socially conscious investors to
screen potential investments. Environmental criteria consider
how a company safeguards the environment, including corpo-
rate policies addressing climate change, for example. Social
criteria examine how it manages relationships with employ-
ees, suppliers, customers, and the communities where it oper-
ates. Governance deals with a company’s leadership, execu-
tive pay, audits, internal controls, and shareholder rights. For
example, in financial domain, the ESG criteria are applied to
assess the companies risk on these ESG aspects, so that help
investors supporting business aligned with green initiatives.

According to the European Commission, from the end of
2022, companies providing investment products that make
sustainability or environmental claims will be required to dis-
close how their portfolios align with the EU taxonomy2 and
ESG regulations for sustainable activities. The objective of
this shared task is to elaborate an ESG taxonomy, ESG con-
cepts representations, based on the data like companies’ sus-
tainability reports, annual reports, environment reports, etc.
and make use of them to analyze how an economic activ-
ity complies with the taxonomy. Consequently, it allows us
to know how an investment product aligns with ESG regula-
tions.

2https://ec.europa.eu/info/business-economy-euro/banking-and-
finance/sustainable-finance/eu-taxonomy-sustainable-activities en
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2 Related works

The FinSim4-ESG proposes two subtasks: ESG Taxonomy
Enrichment and Sustainability Prediction. The subtask1 is
similar to the previous tasks of FinSim shared tasks, given
a training set of terms and a fixed set of concepts, partic-
ipants are asked to propose systems allowing to categorize
new terms to their most likely concepts. A term-concept pair
has a hierarchical and semantic relation if one of them can be
conceived as a more generic term (e.g. Emissions - Green-
house gas emissions). And the subtask2 proposes to solve a
sentence classification problem in order to classify each sen-
tence extracted from the ESG related reports into sustainable
or unsustainable.

A taxonomy represents a semantic relation of term pairs,
which is ”isa” pairs, largely used in NLP and IE tasks. The
taxonomy extraction task from a domain specific corpora as
a competition is first proposed by the shared task TExEval
[Bordea et al., 2015] and TExEval-2 [Bordea et al., 2016] as
part of SemEval-2015 and 2016. Several works introduced
methods to learn hypernymy from the corpora and showed
how to induce taxonomies from ”isa” pairs. While those sys-
tems largely exploit semantic lexical resources like WordNet,
BabelNet, YAGO, Wiki, DBPedia, distributional approach
was not meaningfully adopted.
More recently, as part of SemEval 2020, the shared task on
Predicting Multilingual and Cross-Lingual (Graded) Lexical
Entailment [Glavaš et al., 2020] proposed a challenge for de-
tecting semantic hierarchical relation, hypernym-hyponym,
from multilingual and cross-lingual datasets. The Distribu-
tional track was newly added in order to evaluate distribu-
tional systems. The participating systems make use of rule-
based approach by exploiting Wiktionary definitions of con-
cepts [Kovács et al., 2020] or distributional approach combin-
ing distributional word vectors, multilingual lexical resources
and translated parallel corpora to obtain cross lingual syn-
onyms, then to extract a set of terms which are semantically
most similar to a seed term [Hauer et al., 2020] [Wang et al.,
2020]. Also, in the previous FinSim shared tasks [Maarouf et
al., 2020] [Kang et al., 2021], the authors proposed various
approaches for the hypernyms and synonyms ranking of fi-
nancial terms by using the state-of-art models like BERT and
its variants (e.g. FinBERT) with good performance results.

The distributional semantic models are widely explored in
different NLP based financial data analysis. A lot of studies
make use of the fine-tuned models from various extensions of
BERT model like Sentence-BERT [Reimers and Gurevych,
2019], RoBERTa [Liu et al., 2019], DistilBERT [Sanh et al.,
2019]. For example, the fine-tuned model on the financial
data, FinBERT [Yang et al., 2020], is largely used and ESG-
BERT [Mukherjee, 2020] is also trained on sustainability cor-
pus with the growing interest in the ESG data analysis. Re-
cently, we observe that the ESG related data like 10K report,
10Q filling or annual reports has been studied for automat-
ing the ESG ratings of the companies. [Balakrishnan et al.,
2010] proposes a linear SVM classifier to predict market per-
formance based on narrative disclosures of 10K reports while
[Mehra et al., 2022] and [Armbrust et al., 2020] investigate
the effect of the environmental performance of a company

on the relationship between the company’s disclosures and fi-
nancial performance. [Sokolov et al., 2021] also proposes an
approach to automatically convert unstructured data into ESG
scores using a pre-trained BERT model. [Matthew Purver and
Pollak, 2022] proposes a diachronic analysis of ESG terms in
UK annual reports at the First Computing Social Responsibil-
ity Workshop-NLP Approaches to Corporate Social Respon-
sibilities (CSR-NLP3). [Luccioni et al., 2020] proposes NLP
based methods for the analysis of financial reports in order
to identify climate-relevant sections based on a question an-
swering approach and [Guo et al., 2020] develops a pipeline
of ESG news extraction, news representations, and Bayesian
inference of deep learning models.

3 Task Description
The new edition proposes two subtasks: ESG taxonomy en-
richment and Sustainability prediction.

3.1 ESG Taxonomy Enrichment
We have created an in-house sustainable finance taxonomy
called ”Fortia ESG taxonomy”. It is based on different fi-
nancial data provider’s taxonomies as well as several sustain-
ability and annual reports where we looked for ESG related
criteria. Given a subset of ”Fortia ESG taxonomy”, partici-
pants will be asked to enrich this training set to cover the rest
of the terms of the original ”Fortia ESG taxonomy”. For this
purpose, participants are given a set of ESG related reports
of financial companies from which they can develop a model
allowing to induce semantically related terms to the concepts
defined in the training set. For example, given a set of terms
related to the concept Waste management (e.g. Hazardous
Waste, Waste Reduction Initiatives), the participating systems
need to find the missing ones by the way that you predict a
corresponding concept to unlabeled terms.

3.2 Sustainability Prediction
Participants are asked to design a system which can auto-
matically classify sentences into sustainable or unsustainable
sentences making use of the enriched taxonomy. For this
purpose, participants are given a list of carefully selected la-
beled sentences from the sustainability reports and other doc-
uments. In this shared task, we consider a sentence as sus-
tainable if a sentence semantically mentions the Environmen-
tal or Social or Governance related factors as defined in our
ESG taxonomy.

Performance is measured according to the accuracy with
which label is assigned, and according to recall (based on the
total number of predictions).

This year, we propose a subset of our in-house ESG tax-
onomy and a dataset composed of financial and non-financial
reports. And we are interested in systems which make use of
contextual word embeddings such as BERT ([Devlin et al.,
2019]), as well as systems which make use of resources re-
lated to the ESG (Environmental, Social and Governance) and
sustainability including EU taxonomy.

3https://csr-nlp.github.io/CSR-NLP-2022/
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3.3 ESG Dataset
ESG related Reports Corpus The main topic of FinSim4
is the ESG taxonomy based sustainable activities analysis of
the financial companies. For this purpose, we built a corpus
composed of 190 sustainability reports, environment reports,
annual reports and ESG reports, where the companies period-
ically publish the results of their activities showing its social
or environmental impact.
ESG Taxonomy and Concepts-Terms Data Preparation
We elaborated a first version of ESG taxonomy where the En-
vironment, Social and Government topics are organized into
groups of concepts and each concept is composed of seman-
tically related terms. The Environment topic contains 9 con-
cepts: Carbon factor, Emissions, Energy efficiency and re-
newable energy, Waste management, Water & waste-water
management, Biodiversity, Sustainable Transport, Sustain-
able Food & Agriculture and Circular economy while the So-
cial topic has 9 concepts: Employee development, Recruit-
ing and retaining employees (incl. work-life balance), Fu-
ture of work, Employee engagement, Injury frequency rate,
Injury frequency rate for subcontracted labour, Community,
Human rights and Product Responsibility, the Government
topic with 6 concepts: Board Independence, Board Make-
Up, Audit Oversight, Shareholder rights, Executive compen-
sation and Share Capital. And we carefully selected the terms
for each of these concepts as described in Table 1 taking into
account the principals of EU taxonomy for sustainable activi-
tiesand manually validated them based on the criteria used by
ESG data providers4.
Sustainable and Unsustainable Sentences Annotation
For the subtask2, we first collected the candidate sentences
using the dataset elaborated for the subtask1, a total of 792
terms. These terms based sentences extraction allowed cre-
ating a dataset of 2265 sustainable and unsustainable sen-
tences from the corpus composed of the ESG related reports
as above mentioned (See Table 2). Then, we manually an-
notated them reading the whole context from where the can-
didate sentence is extracted, otherwise, this information was
not included in the dataset provided by the shared task. For
this task, two experienced annotators cross-validated the an-
notated sentences.

4 Evaluation Setup
4.1 Baselines
We prepared two simple baselines in order to help the par-
ticipants get started. Both baselines are based on a custom
Word2Vec model that was trained on a corpus composed of
ESG reports, Sustainability reports, environment reports and
annual reports. The vector representation for each term is
computed as the average of the word embeddings of their
tokens. In the case of the subtask1, for each test sample,
the first baseline ranks all the possible hypernyms using the
hyponym-hypernym similarity in the embedding space. The
second baseline trains a logistic regression model that classi-
fies each test sample into different classes where each class

4Among others, we can refer to https://numeum.fr/societe/vigeo-
eiris and https://www.refinitiv.com/fr/sustainable-finance/esg-scores

Concepts Training Test
Energy efficiency and renewable energy 59 12
Sustainable Food & Agriculture 54 10
Product Responsibility 51 10
Circular economy 47 8
Sustainable Transport 46 7
Emissions 39 9
Shareholder rights 38 10
Board Make-Up 37 6
Injury frequency rate for subcontracted labour 35 5
Executive compensation 32 7
Biodiversity 29 10
Community 27 7
Employee engagement 23 5
Employee development 22 5
Water & waste-water management 21 4
Carbon factor 19 6
Future of work 18 5
Waste management 16 4
Recruiting and retaining employees 11 4
Human Rights 10 4
Audit Oversight 7 3
Share Capital 2 1
Board Independence 2 2
Injury frequency rate 2 1
Total 647 145

Table 1: ESG terms-concepts data for the subtask1

Label Training Test
Sustainable 1223 103
Unsustainable 1042 102
Total 2265 205

Table 2: Sustainability sentences data for the subtask2

represents one possible hypernym. In the case of the sub-
task2, for each test sample, the first baseline classifies a list
of sentences into sustainable or unsustainable based on the
sentence similarity and the second trains a classic classifier,
both using the custom Word2Vec trained on the ESG dataset.

4.2 Evaluation metrics
We use the same metrics as the previous edition of FinSim,
Accuracy for the subtasks 1 and 2, and Mean Rank for the
subtask1. For each term xi with a label yi, the expected pre-
diction is a top 3 list of labels ranked from most to least likely
to be equal to the ground truth by the predictive system ŷli. We
note by ranki the rank of the correct label in the top-3 pre-
diction list, if the ground truth does not appear in the top-3
then ranki is equal to 4. Given those notation the accuracy
can be expressed as:

Accuracy =
1

n
∗

n∑

i=1

I(yi = ŷli[0])

And the Mean Rank as:

Mean Rank =
1

n
∗

n∑

i=1

ranki
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4.3 Submissions
Among 28 teams registered to the shared task, a total of 8
teams submitted their systems results and 6 teams also sub-
mitted a paper to describe their method. The extended version
of the shared task to ESG has gained more attention from
private institutions including Rakuten, Trading Central, Tata
Consultancy Services, Fidelity Investments, Fidelity Broker-
age Services LLC. (See Table 3 for more details).

Team name Institutions
FORMICA Jozef Stefan Institute &

Queen Mary University of London
JETSONS Fidelity Brokerage Services LLC.
KAKA Rakuten Group
LIPI Fidelity Investments
TCSTWIM Tata Consultancy Services
Trading Central Labs Trading Central Labs - La Rochelle

Table 3: Participant teams

FORMICA The FORMICA team proposes a system for
the subtask2. The authors make use of knowledge back-
ground approach for the prediction of sustainable sentences,
especially the embeddings model based on the knowledge
derived from taxonomies, Tax2Vec, and an extended BERT
model introducing the background knowledge, LinkBERT, to
capture dependencies and knowledge that span across docu-
ments. The authors led experiments, first, using contextual or
non contextual word features on BERT representations and
LSA representations, second, using knowledge graph or tax-
onomy based features on Tax2Vec, TransE, DisMult and Ro-
tatE representations, finally using the joint representations of
all the generated representations. The two submitted runs
were generated based on the joint latent representations (first
run) and using the result of the ensemble modeling meth-
ods from multiple models, LinkBERT, FinBERT and the joint
SVD (second run). The second run slightly outperforms the
first with 0.89% of accuracy in the testset while the fine-tuned
LinkBERT achieved 0.96% of F1-score on the internal data
split.
JETSONS The JETSONS team tackles both of the sub-
tasks proposed by FinSim4-ESG. For the first subtask, the
final submission was generated from the approach using the
fine-tuned Sentence-BERT representations as encoder and the
logistic regression classifier as decoder. We observe that the
result of the classification varies from 0.89% to 0.61% on
the ten-fold cross validation on the train set and on the test-
set, respectively. Their experiments show that the submit-
ted approach outperforms the results of the similarity mea-
suring either based on the pre-trained DistilBERT without
fine-tuning or fine-tuned DistilBERT on the financial reports
or the pre-trained Sentence-BERT without fine-tuning. For
the second subtask, the fine-tuned RoBERTa shows the best
performance with 93% of accuracy comparing to the results
from BERT and T5[Raffel et al., 2020] (Text-to-Text Transfer
Transformer) models.
KAKA team The KAKA team tackles two subtasks lead-
ing several experiments based on the state-of-the art al-

gorithms. For the subtask1, the authors propose two ap-
proaches: one with a classical Machine Learning model as
our first baseline proposes but combining the tf-idf vectors
with the custom Word2Vec and the other with a deep atten-
tion model using the custom Word2Vec model. They trained
the word embeddings on an augmented data by adding the
term-definition pair in the provided corpus by the organizer
and also in the training and test data. The second approach
slightly outperforms the classical approach on the test data
while the first outperforms the deep learning approach on the
validation data. For the subtask2, the authors led experiments
based on different pre-trained Language models like BERT,
RoBERTa, ALBERT, DistillBert and XLNet by fine-tuning
them for the sustainable sentence classification. The fine-
tuned RoBERTa model outperforms all the submitted systems
with 94.63% of accuracy.

LIPI The LIPI team proposes the solutions to both of the
subtasks. For the subtask1, the authors first propose an aug-
mented terms dataset by adding definitions of each concept
to make use of more contextual information. Then the pre-
trained Sentence-BERT model was fine-tuned on the United
Nations (UN)’s sustainable development goals5 for the first
run and the RoBERTa model for the second run while the
Sentence-BERT fine-tuned on UN reports results the best per-
forming score with 0.76% of accuracy. For the subtask2, the
pre-trained FinBERT was fine-tuned for the first run and the
pre-trained RoBERTa for the second run. We observe that the
latter outperforms for the sentence classification task too on
the testset with 0.93% of accuracy.

TCSWITM The TCSWITM team submitted the results for
both of the subtasks. For the subtask1, the authors explore
semantic similarity features inside BERT architecture by the
way that they augment the obtained embeddings from the
fine-tuned BERT model on the ESG related reports with
Word2Vec, Cosine and Jaccard similarity features. Then they
trained a logistic regression classifier on top of these repre-
sentations also using PCA to handle the dimensionality is-
sue. The experiments show that it improves the ESG terms
prediction results with 0.82% of accuracy comparing to the
result of the generic BERT model (0.76%) on their internal
data split. For the subtask2, they introduce various lexical
features for the sustainable sentence classification task like
sentiment polarity, POS tags, NER tags, etc. Then they led
various experiments based on different word and sentence
embeddings including Word2Vec, GloVe, FastText, ELMo,
InferSent, BERT, and ESG BERT and also trained several
widely used classification methods including Logistic Re-
gression, Gradient Boosting and XGBoost Classifier, grad-
ually augmenting the models by adding the features one by
one. The results show that the logistic regression classifier
trained on top of the ESG BERT along with all the NLP fea-
tures performs better than other setups with 0.87% of accu-
racy.

Trading Central Labs-LaRochelle The Trading Central
Labs team tackles two subtasks of the shared task FinSim4-
ESG. For the first one, the authors use a pre-trained Sentence-

5https://www.undp.org/sustainable-development-goals
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BERT to embed the terms and then train a classifier on the
train set to reach the top 1 of the subtask1 with 0.85% of
accuracy. The authors consider all the terms of a same con-
cept as paraphrases having similar semantic information so
the trained model returns a high score in terms of similarity
on two paraphrases. They propose a simple but effective way
to combine Sentence-BERT and a logistic regression to clas-
sify terms without concepts. In the second subtask, for the fi-
nal submission, based on the results of experiments on Distill-
BERT, BERT and RoBERTa, they use a pre-trained RoBERTa
model with a feed forward layer to classify the sentences to
reach the fourth best performing system with 0.93% of accu-
racy on the testset.

5 Results and Analysis
In Table 4, we ranked the results of the 12 system runs sub-
mitted by 6 teams and in Table 5 the results of the 14 system
runs by 8 teams according to the metric described in the sec-
tion 4.2, both including those of our baselines. The overall
results of the subtask1 were obtained by combining those of
Mean Rank and Accuracy and the Trading Central Labs-La
Rochelle team’s runs won first and second places for both
metrics. For the subtask2, the KAKA team’s second run won
first place and CompLx team came second with the accuracy
of 0.95 and 0.94%, respectively.

Team Accuracy (%) Mean Rank
Baseline 1 0.46 2.28
Baseline 2 0.74 1.52
JETSONS 1 0.61 1.97
KAKA 1 0.74 1.44
KAKA 2 0.75 1.54
LIPI 1 0.71 1.52
LIPI 2 0.70 1.67
TCSWITM 1 0.77 1.46
TCSWITM 2 0.78 1.45
TradingCentralLabs 1 0.83 1.26
TradingCentralLabs 2 0.85 1.26
vishleshak 1 0.68 1.61

Table 4: Mean Rank and Accuracy (listed alphabetically) for the
subtask1: ESG Taxonomy Enrichment

All the participating teams commonly explored BERT
models along with its variants to measure the semantic relat-
edness between terms and concepts. The fine-tuned models
on the ESG corpus on a basis of BERT [Devlin et al., 2019],
Sentence-BERT [Reimers and Gurevych, 2019], DistilBERT
[Sanh et al., 2019], RoBERTa [Liu et al., 2019], LinkBERT
[Yasunaga et al., 2022], FinBERT [Yang et al., 2020], AL-
BERT [Lan et al., 2019] are proposed by most of the partic-
ipating systems either for the word representations in vector
space or for the term/sentence classification task and the clas-
sical logistic regression model is trained for the classification
task giving the most performing results.

5.1 Subtask1: ESG Taxonomy Enrichment
For the ESG taxonomy enrichment task, the data augmenta-
tion methods was introduced by KAKA and LIPI teams not

Team name Accuracy (%)
Baseline 1 0.50
Baseline 2 0.82
CompLx 1 0.94
FORMICA 1 0.88
FORMICA 2 0.89
JETSONS 1 0.93
KAKA 1 0.93
KAKA 2 0.95
LIPI 1 0.92
LIPI 2 0.93
TCSTWIM 1 0.87
TradingCentralLabs-LaRochelle 1 0.91
TradingCentralLabs-LaRochelle 2 0.93
vishleshak 1 0.91

Table 5: Accuracy (listed alphabetically) for the subtask2: Sustain-
ability Prediction

only to enrich the data size but also to add more contextual
information for each term using the definition related to the
term and its concept. The LIPI team also used the ESG re-
lated UN’s reports data, in addition to the data provided by the
shared task, which is not yet widely explored by showing that
it helps improve the result of ESG terms prediction. The fine-
tuned Sentence-BERT model representations and a classical
linear classification model like logistic regression commonly
shows a high performance to predict the ESG term-concept.

5.2 Subtask2: Sustainability Prediction
The teams JETSONS, KAKA, LIPI and Trading Central
show that the fine-tuned RoBERTa outperforms other mod-
els like the fine-tuned Sentence-BERT or FinBERT on the
sustainable sentence classification task.

We observe that the evaluation results on the training set
by the participant’s internal data split tend to show an impor-
tant gap comparing to the results on the testset even though
the training and test sets have a high level of similarity. We
also observe this between the sustainable and unsustainable
sentences:

• Unsustainable: By transitioning the gas network to
bring hydrogen (and other gases such as biomethane) to
homes and industries, it can reduce its carbon footprint.

• Sustainable: Together, these initiatives further reduced
the carbon footprint of the Autolease portfolio.

Some sentences in both classes require more contexts for a
clear understanding in terms of sustainability. This issue was
already taken into account at the sustainability data prepara-
tion, consequently, the sentences were selected by the way
that it can be easily classifiable for the participants but the re-
sults analysis show that there still remain difficulties to clas-
sify into sustainable or unsustainable even by human.

6 Conclusions and Perspectives
The FinSim4-ESG proposed two subtasks: ESG Taxonomy
Enrichment and Sustainability Prediction. Among the 8 par-
ticipating teams, 6 teams submitted the systems runs to the
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subtask1 and all submitted to the subtask2. All of the sys-
tem runs showed very promising results using state-of-art
NLP and ML techniques and features. As the first edi-
tion about ESG Taxonomy and Sustainability prediction, the
systems with the best performance achieved a good accu-
racy of 83%∼85% for the subtask1 and a high accuracy
of 94%∼95% for the subtask2. All the participating sys-
tems largely exploited distributional methods for the similar-
ity measures between terms and sentences, and for the clas-
sification task, and the results showed that using distributed
and contextual features improve the performance of their sys-
tems. Especially, several experiments from the participating
systems show that the fine-tuned RoBERTa on the ESG data
outperforms other models like BERT, Sentence-BERT, Fin-
BERT, LinkBERT and the linear classifier performs better
than non linear classifiers for both subtasks. And the results
confirm that the data augmentation helps improve the overall
results as also shown in the results of the previous editions of
the FinSim shared task.

The impact of AI technologies grows more and more in
ESG related domains like ESG ratings for analyzing the sus-
tainable activities of the companies, Green investments sup-
porting activities aligned with environmentally friendly busi-
ness and helping investors to hold green bonds, green ETFs,
green funds or stock of the companies supporting green ini-
tiatives, ESG risk assessment, ESG databases, etc. and this
requires a study on how to exploit a large scale of ESG re-
lated concepts and build a knowledge representation of those
concepts. The EU Taxonomy was already released in the ob-
jectives of European Green Deal6 but they needs to extend the
scope of the concepts toward Social and Government topics.
In this shared task, we elaborated and provided a first ver-
sion of ESG Taxonomy taking into account the EU taxonomy
along with the ESG criteria proposed by the well known ESG
data providers like Refinitiv and Moody’s. It will be pos-
sible to improve FinSim-ESG task by proposing to increase
the coverage of ESG concepts and its terms as the proposed
concepts are still limited to those observed in the corpus com-
posed of a limited number of reports. Also, the current task
is focused on a monolingual data processing. Knowing that
ESG data analysis is gaining increasing global attention and
has become an increasingly important part of the investment,
every year, more companies publish their activities related
to ESG topics in non financial reports in different languages
from different countries. The majority of the ESG concepts
are language-independent, so it will be interesting to extend
the task to a multilingual data processing.
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Matthew Purver, Matej Martinc and Senja Pollak. Track-
ing changes in esg representation: Initial investigations in
uk annual reports. In Proceedings of the LREC Workshop
on Corporate Social Responsibility, 2022.

[Mehra et al., 2022] Srishti Mehra, Robert Louka, and Yixun
Zhang. ESGBERT: Language model to help with classi-
fication tasks related to companies’ environmental, social,

and governance practices. In Embedded Systems and Ap-
plications. Academy and Industry Research Collaboration
Center (AIRCC), mar 2022.

[Mukherjee, 2020] Mukut Mukherjee. Esg-bert: Nlp meets
sustainable investing. https://towardsdatascience.com/
nlp-meets-sustainable-investing-d0542b3c264b, 2020.

[Raffel et al., 2020] Colin Raffel, Noam Shazeer, Adam
Roberts, Katherine Lee, Sharan Narang, Michael Matena,
Yanqi Zhou, Wei Li, and Peter J. Liu. Exploring the limits
of transfer learning with a unified text-to-text transformer.
Journal of Machine Learning Research, 21(140):1–67,
2020.

[Reimers and Gurevych, 2019] Nils Reimers and Iryna
Gurevych. Sentence-bert: Sentence embeddings using
siamese bert-networks, 2019.

[Sanh et al., 2019] Victor Sanh, Lysandre Debut, Julien
Chaumond, and Thomas Wolf. Distilbert, a distilled ver-
sion of bert: smaller, faster, cheaper and lighter, 2019.

[Sarkar et al., 2018] Rajdeep Sarkar, John P. McCrae, and
Paul Buitelaar. A supervised approach to taxonomy
extraction using word embeddings. In Proceedings of
the Eleventh International Conference on Language Re-
sources and Evaluation (LREC 2018), Miyazaki, Japan,
May 2018. European Language Resources Association
(ELRA).

[Shwartz et al., 2016] Vered Shwartz, Yoav Goldberg, and
Ido Dagan. Improving hypernymy detection with an in-
tegrated path-based and distributional method. In Pro-
ceedings of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers),
pages 2389–2398, Berlin, Germany, August 2016. Associ-
ation for Computational Linguistics.

[Sokolov et al., 2021] Alik Sokolov, Jonathan Mostovoy,
Jack Jie Ding, and Luis A. Seco. Building machine learn-
ing systems for automated esg scoring. 2021.

[Wang et al., 2017] Chengyu Wang, Xiaofeng He, and Aoy-
ing Zhou. A short survey on taxonomy learning from text
corpora: Issues, resources and recent advances. In Pro-
ceedings of the 2017 Conference on Empirical Methods in
Natural Language Processing, pages 1190–1203, Copen-
hagen, Denmark, September 2017. Association for Com-
putational Linguistics.

[Wang et al., 2020] Shike Wang, Yuchen Fan, Xiangying
Luo, and Dong Yu. SHIKEBLCU at SemEval-2020 task
2: An external knowledge-enhanced matrix for multilin-
gual and cross-lingual lexical entailment. In Proceed-
ings of the Fourteenth Workshop on Semantic Evaluation,
pages 255–262, Barcelona (online), December 2020. In-
ternational Committee for Computational Linguistics.

[Yang et al., 2020] Yi Yang, Mark Christopher Siy UY, and
Allen Huang. FinBERT: A Pretrained Language Model
for Financial Communications. arXiv e-prints, page
arXiv:2006.08097, June 2020.

[Yasunaga et al., 2022] Michihiro Yasunaga, Jure Leskovec,
and Percy Liang. Linkbert: Pretraining language models
with document links, 2022.

217

https://towardsdatascience.com/nlp-meets-sustainable-investing-d0542b3c264b
https://towardsdatascience.com/nlp-meets-sustainable-investing-d0542b3c264b


Proceedings of the Fourth Workshop on Financial Technology and Natural Language Processing (FinNLP), pages 218 - 223
December 8, 2022 ©2022 Association for Computational Linguistics

Using contextual sentence analysis models to recognize ESG concepts
Elvys Linhares Pontes and Mohamed Benjannet
Trading Central Labs, Trading Central, Paris, France

{elvys.linharespontes,mohamed.benjannet}@tradingcentral.com

Jose G. Moreno
IRIT, UMR 5505 CNRS, University of Toulouse

Toulouse, France
jose.moreno@irit.fr

Antoine Doucet
L3i, La Rochelle Université

La Rochelle, France
antoine.doucet@univ-lr.fr

Abstract

This paper summarizes the joint participation
of the Trading Central Labs and the L3i lab-
oratory of the University of La Rochelle on
both sub-tasks of the Shared Task FinSim-4
evaluation campaign. The first sub-task aims
to enrich the ‘Fortia ESG taxonomy’ with new
lexicon entries while the second one aims to
classify sentences to either ‘sustainable’ or ‘un-
sustainable’ with respect to ESG (Environment,
Social and Governance) related factors. For the
first sub-task, we proposed a model based on
pre-trained Sentence-BERT models to project
sentences and concepts in a common space in
order to better represent ESG concepts. The
official task results show that our system yields
a significant performance improvement com-
pared to the baseline and outperforms all other
submissions on the first sub-task. For the sec-
ond sub-task, we combine the RoBERTa model
with a feed-forward multi-layer perceptron in
order to extract the context of sentences and
classify them. Our model achieved high accu-
racy scores (over 92%) and was ranked among
the top 5 systems.

1 Introduction

Financial markets and investors can support the
transition to a more sustainable economy by pro-
moting investments in companies complying to
ESG (Environment, Social and Governance) rules.
Today there is growing interest among investors in
the performances of firms in terms of sustainability.
Therefore, the automatic identification and extrac-
tion of relevant information regarding companies’
strategy in terms of ESG is important. The use
of NLP (Natural Language Processing) methods
adapted to the field of finance and ESG could help
identify and process related information.

Taxonomies are important NLP resources, es-
pecially for semantic analysis tasks and similar-
ity measures(Vijaymeena and Kavitha, 2016; Bor-
dea et al., 2016). In this context, the FinSim4-

ESG Shared Task proposed the tasks of enrich-
ment of ESG taxonomy and sentences classifica-
tion. FinSim-4 is the fourth edition of a set of
evaluation campaigns that aggregate efforts on text-
based needs for the Financial domain (Maarouf
et al., 2020; Mansar et al., 2021; Kang et al., 2021).
This latest edition is particularly challenging due
to the continuously evolving nature of terminology
in the domain-specific language of the ESG which
leads to a poor generalization of pre-trained word
and sentence embeddings.

Several studies addressed the problem of taxon-
omy generation for different domains (Shen et al.,
2020a; Karamanolakis et al., 2020). Deep learning
based embedding networks, such as BERT (Devlin
et al., 2018) have proven to be efficient for many
NLP tasks. Malaviya et al. (2020) used BERT
for knowledge base completion and showed that
BERT performs well for this task. Liu et al. (2020)
used BERT to complete an ontology by inserting
a new concept with the right relation. Kalyan and
Sangeetha (2021) used sentence BERT (Reimers
and Gurevych, 2019) to measure semantic relat-
edness in biomedical concepts and showed that
sentence BERT outperforms corresponding BERT
models. Shen et al. (2020b) used sentence BERT to
build a knowledge graph for the biomedical domain
and showed that it obtains the best results.

For the Shared Task FinSim-4, we proposed sev-
eral strategies based on BERT language models.
For the first sub-task, we proposed a model based
on pre-trained Sentence-BERT models to project
sentences and concepts in a common space in order
to better represent ESG concepts. For the second
sub-task, we combined the RoBERTa model with a
feed-forward multi-layer perceptron to extract the
context of sentences and classify them. Official re-
sults of our participation show the effectiveness of
our models over the Shared Task FinSim-4 bench-
mark. In terms of accuracy, our best runs respec-
tively ranked 1st and 4th for the sub-tasks 1 and 2
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with scores 0.848 and 0.927, respectively.
The remainder of this paper is organized as fol-

lows. In Section 2, we present the shared task
FinSim-4 and the datasets for both sub-tasks. Our
proposed models are detailed in Section 3. The
setup and official results are described in Section 4.
Finally, Section 5 concludes this paper.

2 Shared Task FinSim-4

The FinSim 2022 shared task aims to spark inter-
est from communities in NLP, ML/AI, Knowledge
Engineering and Financial document processing.
Going beyond the mere representation of words is
a key step to industrial applications that make use
of natural language processing. The 2022 edition
proposes two sub-tasks.

2.1 Sub-task 1: ESG taxonomy extension
The first sub-task aims to extend the ‘Fortia ESG
taxonomy’ provided by the organizers. This tax-
onomy was built based on different financial data
providers’ taxonomies as well as several sustain-
ability and annual reports. It has twenty five differ-
ent ESG concepts that belong to the ESG, split as:
environment, social or governance. The organiz-
ers provide a training set which consists of terms
belonging to each concept. This training set is un-
balanced as one can observe in Table 1 where one
can find the number of terms for each concept in
the train set.

Participants were asked to complete this taxon-
omy to cover the rest of the terms of the original
‘Fortia ESG taxonomy’. For example, given a set of
terms related to the concept ‘Waste management’
(e.g. Hazardous Waste, Waste Reduction Initia-
tives), participating systems had to automatically
assign to it all other adequate terms.

2.2 Sub-task 2: Sustainability classification
The second sub-task aims to automatically clas-
sify sentences into sustainable or unsustainable
sentences. A sentence is considered as sustain-
able if it semantically mentions the Environmental
or Social or Governance related factors as defined
in the Fortia ESG taxonomy. Table 2 summarizes
the training data provided by the organizers.

3 Proposed strategies

3.1 Sub-task 1: ESG taxonomy extension
Semantic text similarity is an important task in nat-
ural language processing applications such as infor-

Concepts #terms
Audit Oversight 7
Biodiversity 29
Board Independence 2
Board Make-Up 37
Carbon factor 19
circular economy 47
Community 27
Emissions 39
Employee development 22
Employee engagement 23
Energy efficiency and renewable energy 59
Executive compensation 32
Future of work 18
Human Rights 10
Injury frequency rate 2
Injury frequency rate for subcontracted
labour

35

Product Responsibility 51
Recruiting and retaining employees
(incl. work-life balance)

11

Share capital 2
Shareholder rights 38
Sustainable Food & Agriculture 54
Sustainable Transport 46
Waste management 16
Water & waste-water management 21

Table 1: Dataset description for the ESG taxonomy
extension sub-task.

mation retrieval, classification, extraction, question
answering and plagiarism detection. This task con-
sists in measuring the degree of similarity between
two texts and to determine whether how semanti-
cally close they are (from completely independent
to fully equivalent). In our case, the terms of a
same concept are considered semantically equiv-
alent. Siamese models have been shown to be ef-
fective on the semantic analysis of sentences (Lin-
hares Pontes et al., 2018; Reimers and Gurevych,
2019).

Our model is based on Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019), a modifi-

Classes #sentences
Sustainable 1223
Unsustainable 1042

Table 2: Dataset description for the sustainability sub-
task.
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Figure 1: Sentence transformer architecture at inference
to compute semantic similarity scores between two sen-
tences.

cation of the pre-trained BERT network that uses
siamese and triplet network structures to derive se-
mantically meaningful sentence embeddings that
can be compared using cosine-similarity (Figure 1).
This model is trained on a parallel dataset where
two paraphrases or similar semantic sentences have
high cosine similarity.

We consider all terms about a concept as para-
phrases because they share the same semantic infor-
mation. For instance, the terms ‘carbon footprint’
and ‘carbon data’ should have similar sentence rep-
resentation because they share the same concept
‘carbon factor’; meanwhile, the terms ‘Water Risk
Assessment’ and ‘Transition to a circular economy’
do not share the same concept and, consequently,
their representations should have different sentence
representation.

With the SBERT model, we project all terms on
the same dimensional space and then, we train our
logistic regression model1 to analyze and classify
them to their corresponding concept classes.

3.2 Sub-task 2: Sustainability classification

For this sub-task, we combine a BERT-based lan-
guage model (Liu et al., 2019) with a feed-forward
multi-layer perceptron to extract the context of sen-
tences and classify them into ‘sustainable’ or ‘un-
sustainable’. The architecture of our model is de-
scribed in Figure 2.

We took the representation of the [CLS] token
at the last layer of these models and we added a

1https://scikit-learn.org/stable/modules/generated/
sklearn.linear_model.LogisticRegression.html

Fine-tuned BERT language model

[CLS] Food waste ...

Feed Forward layer

sustainable unsustainable

Figure 2: Architecture model for the sustainability clas-
sification task.

Sub-task #Training #Dev
ESG taxonomy extension 452 195
Sustainability classification 1585 680

Table 3: Details of the split of the ‘Fortia ESG taxon-
omy’ dataset to set our meta-parameters.

feed-forward layer to classify a input sentence as
‘sustainable’ or ‘unsustainable’.

4 Experimental setup and evaluation

4.1 Evaluation metrics
All runs were ranked based on mean rank and accu-
racy for the first sub-task and only accuracy for the
second sub-task. The mean rank is the average of
the ranks for all observations within each sample.

Accuracy determines how close the candidates’
predictions are to their true labels:

accuracy =
1

nsamples

nsamples∑

i=1

1(ŷi = yi), (1)

where ŷi is the predicted value of the i-th sample
and yi is the corresponding true value.

4.2 Experimental evaluation
In order to select the best pre-trained models for
each sub-task, we split the training datasets into
70% training and 30% for development. Table 3
shows the number of examples in the resulting train-
ing and development split for our analysis.

For the first sub-task, we selected the sentence
BERT models: ‘bert-base-nli-mean-tokens’2, ‘all-
roberta-large-v1’3, and ‘paraphrase-mpnet-base-
v2’4. The first and second pre-trained SBERT

2https://huggingface.co/sentence-transformers/
bert-base-nli-mean-tokens

3https://huggingface.co/sentence-transformers/
all-roberta-large-v1

4https://huggingface.co/sentence-transformers/
paraphrase-mpnet-base-v2
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SBERT model Mean
rank

Accuracy

bert-base-nli-mean-tokens 1.502 0.764
all-roberta-large-v1 1.461 0.779
paraphrase-mpnet-base-v2 1.349 0.810

Table 4: Results of our approach (Section 3.1) using
different SBERT models for the first sub-task.

BERT model Accuracy
distilbert-base-uncased 0.906
bert-base-uncased 0.921
roberta-base 0.922

Table 5: Results of our approach (Section 3.2) using
different BERT-based language models for the second
sub-task.

models are based on the well-know BERT-based
language models (BERT and RoBERTa language
models, respectively). The third pre-trained model
was trained on the paraphrase dataset where two
paraphrases have close representation. Table 4
shows the results for each pre-trained model. The
‘paraphrase-mpnet-base-v2’ achieved the best re-
sults for both metrics. We assume that the analysis
of paraphrases is similar to the analysis of terms
that share the same concept, which allowed this
model to outperform the other models.

For the second sub-task, we selected the BERT
language models: DistilBERT (Sanh et al., 2019),
BERT, and RoBERTa. RoBERTa (Robustly Opti-
mized BERT Pre-training Approach) is an exten-
sion of BERT with changes to the pre-training pro-
cedure (Liu et al., 2019). They trained their model
with bigger batches and over more data with long
sentences. They also removed the next sentence
prediction objective and dynamically changed the
masking pattern applied to the training data. In this
case, the RoBERTa language model outperformed
the other models (Table 5).

4.3 Official results

We submitted two runs for ESG taxonomy exten-
sion. The first run used the approach described in
Section 3.1 to train our model on the training data
(Fortia ESG taxonomy). For the second run, we ex-
tended the Fortia ESG taxonomy with our in-house
ESG taxonomy5 and we used the same procedure
to train the model. Our ESG taxonomy consists of

5No terms from our ESG taxonomy appear in the test data
set published by the organizers.

Team name Mean
rank

Accuracy

kaka_1 1.441 0.745
kaka_2 1.670 0.662
kaka_3 1.545 0.752
JETSONS_1 1.972 0.607
LIPI_subtask1_1 1.517 0.710
LIPI_subtask1_2 1.669 0.703
TCSWITM_1 1.462 0.772
TCSWITM_2 1.448 0.779
vishleshak_task1 1.614 0.683
Baseline1 2.276 0.462
Baseline2 1.524 0.745
ours_wo_extended_data 1.262 0.834
ours_with_extended_data 1.255 0.848

Table 6: Official results for the first sub-task. Our ap-
proaches are listed at the bottom of the table. The best
results are in bold. Our model ours_wo_extended_data
was trained on the original training data provided by the
organizers and the version ours_with_extended_data
was trained on the original data set combined with our
taxonomy.

a total of 65 terms spread across 22 concepts. For
both runs, we used the pre-trained SBERT model
‘paraphrase-mpnet-base-v2’.

Official results for the first sub-task are listed in
Table 6. Both of our runs achieved the best results
for mean rank and accuracy. In fact, our siamese
model provided a better semantic representation of
terms and outperformed the other approaches. The
extension of the training data with our taxonomy
enabled our model to better analyze the context of
terms and their corresponding concepts and, conse-
quently, improved the accuracy of 0.014 points.

We also submitted two runs for the second sub-
task. The first run follows the same idea described
in Section 3.1 to represent the sentences by us-
ing SBERT. Then, the logistic regression classi-
fies these sentence representations into only two
classes: ‘sustainable’ and ‘unsustainable’. The
second run uses the deep-learning model described
in Section 3.2. Our model uses the pre-trained
RoBERTa language model and two feed-forward
layers to classify a sentence into ‘sustainable’ or
‘unsustainable’.

Official results for the second sub-task are listed
in Table 7. Our runs achieved the fourth best result.
The combination of fine-tuned RoBERTa language
model and feed-forward layers outperformed both
baselines as well as our run with SBERT and logis-
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Team name Accuracy
kaka_4 0.927
kaka_2 0.946
CompLx_1 0.936
FORMICA2_1 0.883
FORMICA2_2 0.888
LIPI_1 0.922
LIPI_2 0.932
TCSWITM_1 0.873
vishleshak_task2 0.912
JETSONS_1 0.927
Baseline1 0.497
Baseline2 0.819
ours_sbert_logistic_regression 0.907
ours_roberta_with_ffnn 0.927

Table 7: Official results for the second sub-task. Our
approaches are listed at the bottom of the table. The
best results are in bold.

tic regression. Our models performed well (over
92% accuracy) and was ranked among the top 5
systems (0.19 points below the best-performing
system).

5 Conclusion

This paper described the joint effort of the L3i lab-
oratory of the University of La Rochelle and the
Trading Central Labs in the Shared Task FinSim-4
evaluation campaign for the task of ESG in finan-
cial documents. For this task, we developed BERT-
based models. Our model based on siamese sen-
tence analysis achieved the best results for the first
sub-task. For the second sub-task, our approach
based on the RoBERTa model got the fourth posi-
tion.
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Abstract
In this paper, we present our solutions to the Fin-
Sim4 shared task which is co-located with the
FinNLP workshop at IJCAI-2022. This new edi-
tion of FinSim4-ESG is extended to the “Environ-
ment, Social and Governance (ESG)” related issues
in the financial domain. There are two sub-tasks
in the FinSim4 shared task. The goal of sub-task1
is to develop a model to classify correctly a list of
given terms from ESG taxonomy domain into the
most relevant concepts. The aim of sub-task2 is
to design a system that can automatically classify
the ESG Taxonomy text sentences into sustainable
or unsustainable class. We have developed several
classifiers to automatically predict the concepts of
terms with augmented terms and word vectors and
classify sentences into sustainable or unsustainable
label with pre-trained language models. The final
result leaderboard shows that our proposed meth-
ods yield a significant performance improvement
compared to the baseline which ranked 1st in the
sub-task2 and 2rd (Mean Rank) in the sub-task1.

1 Introduction
Natural Language Processing (NLP) is a kind of computa-
tional techniques which processes and analyzes large vol-
ume of natural language data, such as document text. In the
last decade, term frequency-inverse document frequency (tf-
idf) [wikipedia, ] word vector and word embedding such as
word2vec [Mikolov et al., 2013] and Glove [Jeffrey Penning-
ton and Manning, 2014] are widely used in the NLP tasks
which became the default standard features in many NLP
tasks, such as text classification. Recently, transformer model
which utilizes the mechanism of self-attention is considered
as a breakthrough for NLP [Vaswani et al., 2017] and com-
puter vision field [Dosovitskiy et al., 2020]. The transform-
ers model has caused the paradigm shift in NLP domain such
that pre-trained language models which are applied widely
in NLP tasks. Pre-trained language model has been gained
wide attention after BERT achieved state-of-the-art results on
a variety of NLP tasks [Devlin et al., 2018]. OpenAI GPT
[Radford and Narasimhan, 2018], BERT [Devlin et al., 2018],
DistilBERT [Sanh et al., 2019], RoBERTa [Liu et al., 2019],

XLNet [Yang et al., 2019] and XLM [Lample and Conneau,
2019] are examples of pre-trained language model (PLM) that
could be applied to a wide range of NLP tasks. In the finance
domain, there is a large volume of document texts to be pro-
cessed for analysing financial markets, investment support,
trading and so on. One of tasks is to classify these document
text sentences into proper classification. The word vectors
and PLMs are implemented widely for text classification in
the finance text field [Araci, 2019] [Tian and Peng, 2019b]
[Tian and Peng, 2019a] [Tian and Chen, 2021]. Recently
”Environment, Social and Governance (ESG)” related issues
in the financial domain are gained more and more attention
with the goal of building sustainable environment. The aim of
the FinSim4 shared task [Organizer, ]is to elaborate an ESG
taxonomy (ESG related concepts representations) based on
the document data like companies’ annual reports, sustain-
ability reports, environment reports, etc. and utilizes them
to analyse how the economic activity complies with the tax-
onomy. There are two sub-tasks in the FinSim4 task. Re-
garding the sub-task1, there is a number of terms which are
selected from ESG taxonomy texts. For example, the given
terms: “low-carbon”, “carbon footprint” et al., These terms
are related to the “Carbon factor” concept. The goal of sub-
task1 is to develop a model to classify correctly a list of
given terms from ESG taxonomy domain into the most rel-
evant concepts. Regarding the sub-task2, there are selected
sentences texts from the sustainability reports and other doc-
uments about sustainable or unsustainable activities. The aim
of sub-task2 is to design a system that can automatically clas-
sify the ESG Taxonomy text sentence into sustainable or un-
sustainable class.

As sub-task1, we make use of on-line data such as
Wikipedia data to augment the financial terms with terms’
definition to be term sentence. Moreover, we combine the
given dataset composed of financial and non-financial report-
ing documents files with augmented terms’ sentences to train
word2vec with the context-free Word2vec model. The Logis-
tic Regression and Deep Attention Model [Tian and Chen,
2021] by inputting word2vec and tf-idf vectors are imple-
mented to predict the concepts of the test terms. As sub-task2,
the Bert, Albert, Distil BERT, Roberta, XLNet are applied to
this task. Based on the results of the experiments, the pro-
posed models have achieved good performance for each task.

Section 2 describes the task data and the term augmenta-
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Label Num Label Num
Sustainable Transport 46 Biodiversity 29
Board Independence 27 Waste management 16
Energy efficiency
and renewable energy 59 Community 27
Sustainable Food
& Agriculture 54 Human Rights 10
circular economy 47 Carbon factor 19
Injury frequency rate
for subcontracted labor 59 Share Capital 2
Injury frequency rate 35 Audit Oversight 7
Employee
engagement 37 Board Make-Up 23
Employee
development 22 Emissions 39
Product
Responsibility 51 Future of work 18
Recruiting and
retaining employees 11 Human Rights 10
Executive
compensation 32 Shareholder rights 38

Table 1: The numbers of each label in training data

tion method. Section 3 describes our proposed methods for
two tasks. Section 4 shows experimental configurations and
discusses the results. Then, we conclude this paper in Section
5.

2 Data Description and Augmented Terms
As the sub-task1, the number of training and test set data are
647 and 145 respectively. There are 24 categories of concepts
in the training data. The number of each concept in training
data is listed as Table 1.

Based on the above table, the concept of “Energy effi-
ciency and renewable energy” has the largest number of la-
bel data. Some concepts like the “Injury frequency rate”,”
SHARE CAPITAL” and “Board Independence” have just 2
label data. We found that some concepts are very similar,
such as the “Injury frequency rate for subcontracted labor”
and “Injury frequency rate” concepts, “Waste management
and Water” and “waste-water management” concepts which
have common words. Moreover, some terms are composed
of a single word like “Strikes”, “Contraceptives” terms which
are not easy to understand the meaning of terms. We aug-
ment the terms with terms’ definition in the training and test
set data. The Wikipedia terms’ definitions are utilized to de-
scribe the meaning of the terms. We take the “Recycle” as
an example to describe how we augment the term with term’s
definition. The definition of “Recycling” in the Wikipedia is
“Recycling is the process of converting waste materials into
new materials and objects”. We merge the term word “Recy-
cle” and definition of “Recycling” with a space as a new sen-
tence: “Recycle Recycling is the process of converting waste
materials into new materials and objects”. Some terms like
“Tobacco 5% Revenues” which have intuitive meaning, we
keep the term words as sentence without adding additional
definition. Since the number of provided training and test

Figure 1: Structure of proposed method for sub-task1.

data is still limited for training a good word embedding. We
combine the given dataset composed of financial and non-
financial reporting documents files with augmented term sen-
tences to train the word embedding. There are a total of about
196615 sentences for training word2vec. As the task 2, there
are 2265 rows in the training data and 205 rows in the test
data. The number of sustainable and unstainable sentences
are 1223 and 1042 respectively.

3 Methods

3.1 TF-IDF Vector, Word Embedding for
Sub-task1

As the task1, we mainly use the tf-idf vector and work2vec
for creating features. The Logistics Regression and Deep At-
tention Model are applied for classifier. The overall structure
of proposed method is shown in Figure 1.

We observed that some key words in term words are
strongly related to concept category, for example, the “low-
carbon”, “carbon footprint” terms have “carbon” word which
indicates the concept is “Carbon factor”. The tf-idf is a kind
of numerical statistics that could reflect how important a word
is to a document in a collection or corpus [wikipedia, ]. We
extracted key word features for term words using the tf-idf
vector. We trained the tf-idf vector with the scikit-learn li-
brary’s TfidfVectorizer class, we set the 300 dimensions fea-
tures for the tf-idf vector. We trained the 100 dimensions
word2vec using the genism library with augmented term sen-
tence and given financial and non-financial reporting pdf doc-
uments. All sentence texts are preprocessed with the follow-
ing steps: removing stop words, deleting punctuation, and
using word stemming to replace word in text. We have im-
plemented two classifiers: Logistics Regression and Deep At-
tention Model. As the Deep Attention Model, the input vector
is word2vec, as the logistics regression, the tf-idf vector and
word2vec are concatenated as 400 dimensions for input vec-
tor features.

3.2 Pre-trained Language Models for Sub-task2

As sub-task2, we have implemented different PLM models:
BERT, Roberta, Albert, DistillBert, and XLNet with related
PLM’s tokenizer. The sentence label classification has been
fine-tuned by adding dropout, linear layer and Relu function
after PLM’s output as shown in the Figure 2.
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Figure 2: Structure of proposed method for sub-task2.

Input layer Model Accuracy
Word2vec trained via
train & test data Logistics Regression 73.84%
Word2vec trained via
train & test data
+ tf-idf vector Logistics Regression 81.53%
Word2vec trained via
train & test data
pdf documents
+ tf-idf vector Logistics Regression 87.69%
Word2vec trained via
train & test data
pdf documents Deep attention model 81.5315%

Table 2: Validation result of each model for sub-task1

4 EXPERIMENT AND RESULT

4.1 Experiment Design

In order to select the best classifier model in the training
stage, the label data are split into train and valid data with ra-
tio 9:1 for both two sub-tasks. In the training stage, we mainly
test two models: Logistics Regression, Deep Attention Model
for sub-task1. We have tested different vector combination
for Logistics Regression and Deep Attention Model. As sub-
task2, we have implemented the pre-trained models with hug-
ging face library and fine tuning the model with adding linear
layer. After the validation stage, the best performance models
are selected to predict the test data for final submission.

Input layer Model Accuracy
Train & Valid data BERT 92.1%
Train & Valid data Roberta 94.0%
Train & Valid data ALBert 92.29%
Train & Valid data Distil Bert 91.7%
Train & Valid data XLNet 93.6%

Table 3: Validation result of each model for sub-task2

Input layer Model Accuracy
Word2vec trained via
train & test data
+ tf-idf vector Logistics Regression 66.2%
Word2vec trained via
train & test data
pdf documents
+ tf-idf vector Logistics Regression 74.48%
Word2vec trained via
train & test data
pdf documents Deep Attention Model 75.17%

Table 4: Test result of each model for sub-task1

Input layer Model Accuracy
Train & Valid data BERT 89.75%
Train & Valid data Roberta 94.63%
Train & Valid data Distil Bert 89.267%
Train & Valid data XLNet 92.68%

Table 5: Test result of each model for sub-task2

4.2 Result and Discussion
The result for each model in the experiment is shown in the
Table 2 and Table 3. In the validation stage, as sub-task1 we
could find that the Logistics Regression based on word2vec
and tf-idf vectors achieved better than other classifiers. As
the test stage, we submitted 3 model prediction results for
test terms. The final score is shown as Table 4 . It can con-
clude that the Deep Attention Model outperforms than other
models in test stage although the accuracy of deep attention
model is worse than Logistics Regression’s result in the val-
idation stage. As sub-task2, we have implemented different
PLM, we found that the Roberta model is the best in the vali-
dation stage. In test leader board, Roberta model outperforms
obviously better than other three models as shown in Table 5.

5 CONCLUSION
This paper mainly presents kaka team how to tackle the Fin-
Sim4 shared tasks. We approach the two tasks using different
modes. As sub-task1, we implemented Logistics Regression
and Deep Attention Model with different word vectors. As
sub-task2, several PLM are implemented with fine tuning to
classify the sentences into sustainable or unsustainable class.
The experimented result show that our methods could effec-
tively solve the goal of the two tasks. However, our method
still needs to be improved to achieve better performance in the
following direction. Firstly, it is better to do more parameter
tuning in each model to improve the accuracy. Secondly, as
sub-task1, there is significant gap between our score and the
best result in the final test leaderboard, we could make more
efforts in feature engineer like text similarity for models.
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Abstract
Nowadays in the finance world, there is a global
trend for responsible investing, linked with a grow-
ing need for developing automated methods for
analysing Environmental, Social and Governance
(ESG) related elements in financial texts. In this
work we propose a solution to the FinSim4-ESG
task, consisting in classifying sentences from fi-
nancial reports as sustainable or unsustainable. We
propose a novel knowledge-based latent heteroge-
neous representation that relies on knowledge from
taxonomies, knowledge graphs and multiple con-
temporary document representations. We hypoth-
esize that an approach based on a combination of
knowledge and document representations can in-
troduce significant improvement over conventional
document representation approaches. We perform
ensembling, both at the classifier level and at the
representation level (late-fusion and early-fusion).
The proposed approaches achieve competitive ac-
curacy of 89% and are 5.85% behind the best score
in the shared task.

1 Introduction
In this work we develop a knowledge-backed approach for
the detection of sustainability on premises of a given short
textual document (i.e. a sentence). More specifically, we pro-
pose a solution to the shared task of the FinSim4-ESG work-
shop, where the task is to classify a given sentence extracted
from a company financial report as either sustainable or un-
sustainable.

Investors have ever-increased interest in the assessment of
the Environmental, Social and Governance (ESG) criteria,
as non-financial factors describing the company’s position on
social well-being [Nagy et al., 2016]. ESG criteria cover a
company’s environmental impact (Environmental), their re-
lationships with their community including employees, sup-
pliers and customers (Social), and their leadership structures
including executive pay, shareholder rights, audits and con-
trols (Governance). These ESG factors are usually reported
as a structured output in the companies annual reports. The
companies reporting these factors have moved from only a
dozen in the 1990s to more than 6000 in 2014 [Serafeim and

Yoon, 2022]. In a study by [Amel-Zadeh and Serafeim, 2018]
using survey data from mainstream investment organizations,
the authors provide insights into why and how investors use
reported ESG information and highlight that relevance to in-
vestment performance is the most frequent motivation, fol-
lowed by client demand, product strategy, and then ethical
considerations. Also social media impacted the way of in-
teraction between companies, employees and potential cus-
tomers. Publishing posts that reveal a certain way of opera-
tion that leads to company’s miss-behaviour can have a wild
response from the customers. Aula [2010] studied the impact
of social media on the reputation risk and the ambient pub-
licity. An instance of such event is the H&M’s thrash-gate
scandal - where a company producing and selling clothes was
charged of damaging and disposing them as waste instead of
reusing them. The story sparked a public outrage and a sever
impact on the company. Recently [Guo et al., 2020] high-
lighted the high correlation of the company’s volatility on the
market based on the ESG factors. These works showcase how
social monitoring of posts can be a powerful asset in the way
of achieving a more sustainable and environmentally friendly
companies and market.

The field of natural language processing (NLP) has seen
increased interest in ESG-related automated analysis. For ex-
ample, [Mehra et al., 2022] propose fine-tuning a generic
BERT model [Devlin et al., 2018] on ESG corpus (ESG-
BERT), and use this model for detecting positive or negative
change in companies stock values based on the related sec-
tions of their 10-Q filings. [Serafeim and Yoon, 2022] showed
that ESG ratings can be used to predict market reactions to
ESG news, particularly when there is disagreement amongst
raters.

The remainder of this work is structured as follows: Sec-
tion 2 describes the related work, Section 3 presents the
dataset. Section 4 presents the proposed method, followed by
the results in Section 5 and the final remarks and conclusions
in Section 6.

2 Related work
In the FinSim4-ESG shared task, the goal is to classify a given
sentence. as either sustainable or unsustainable. A sentence
is defined as sustainable if it mentions any ESG factor from a
dedicated ESG taxonomy, unsustainable otherwise. We treat
this problem as binary document classification.
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To be able to learn to classify the documents, initial ap-
proaches focused on lexicons or used machine learning tech-
niques. For the financial domain, the collection of financial
dictionaries by [Loughran and McDonald, 2011] has been
widely used. Later, machine learning approaches have been
proposed where models need a numerical representation of
documents as input. Initial methods for document classifi-
cation relied on hand-crafted features or on word frequency
counts using various weighting schemes (e.g. TF-iDF [Sam-
mut and Webb, 2010]). For example, [Qiu et al., 2006] rep-
resent past annual reports with TF-IDF weighted word stems
and various feature selection methods in order to predict Re-
turn On Equity (ROE) ratio classes with a linear SVM clas-
sifier. Weighted (TF, TF-IDF and logarithm damp weight-
ing) unigrams and bigrams are used as features in a study by
[Kogan et al., 2009], where a support vector machine for re-
gression (SVR) with linear kernel is trained to predict volatil-
ity of stock returns. [Balakrishnan et al., 2010] use a linear
SVM classifier to predict subsequent performance based on
narrative parts of 10-K reports, based on both word-level and
document-level features.

The democratisation of neural-networks introduced denser
and more robust document representations, where the mod-
els from this paradigm are tasked to predict the next word or
the missing word in the sequence. Contemporary state-of-
the-art models such as BERT [Devlin et al., 2018] are based
on the transformer architecture [Vaswani et al., 2017]. This
model learns to generate document representations by be-
ing pre-trained on a big corpora from a general domain on
the task of Masked Language Modeling, where a portion of
the corpora is masked and the model is tasked to predict the
words missing. The pre-trained model is then fine-tuned on
data from a downstream task such as document classification;
this is the transfer learning setting. In this study, we utilize
two different variants of the BERT model family: FinBERT
[Yang et al., 2020], a model pre-trained on financial data, and
LinkBERT [Yasunaga et al., 2022], a model that modifies the
initial BERT learning paradigm by taking into account back-
ground knowledge.

Taxonomies and ontologies are increasingly used for ma-
chine reasoning over the last few years. In our study we use
Tax2Vec [Škrlj et al., 2021] which is based on knowledge
derived from taxonomies, aiming at improving short docu-
ments classification. Recently [Koloski et al., 2022] studied
the inclusion of knowledge graphs as banks of large factual
knowledge. In their work, they have proposed heterogeneous
representation ensembles that are based on knowledge graphs
and contextual and non-contextual document representations.
These proposed representations achieve nearly state-of-the art
results on various tasks such as classification of short texts in
the scope of the depression detection from short documents
(social media posts) [Tavchioski et al., 2022]. In the financial
domain, automatic classification of a given list of financial
terms against a domain ontology was proposed in the scope
of FinSim2 [Mansar et al., 2021].

In terms of ESG-related NLP, in addition to ESG-BERT
by [Mehra et al., 2022], [Armbrust et al., 2020] studied the
effect of the environmental performance of a company on the
relationship between the company’s disclosures and financial

performance, [Sokolov et al., 2021] focused on automated
ESG scoring, while [Purver et al., 2022 accepted] performed
a diachronic analysis of ESG terms in UK annual reports.

3 Data
The shared task consisted of two phases: development of
methods and official evaluation. In the first phase the organiz-
ers released 2265 training documents. For our internal evalu-
ation purposes we created custom splits of the data into 1812
(80%) documents for training, 226 (10%) for development
and 227 (10%) for testing. We give description of the data in
Table 1.

Training data Development data Test data

sustainable 978 (54 %) 122 (54%) 123 (59 %)
unsustainable 834 (46 %) 104 (46 %) 104(41 %)

All 1812 226 227

Table 1: Data distribution in our training set.

In the second phase the organizers released a test set con-
sisting of 205 documents.

4 Methodology
In this section, we present the different methods we used to
generate sentence representations. We classify them into 3
categories: standalone, which are either knowledge or text-
based, high-level, which are ensembles of representations
and models learned on top of the standalone, and fine-tuned
BERT models.

4.1 Standalone representations
We derive standalone representations via two different
paradigms: textual-driven and knowledge-driven. The for-
mer rely only on either contextual or non-contextual word
features while the latter is based on features obtained from
some knowledge base or taxonomy.

Non-contextual textual features
Following [Koloski et al., 2021], we extract stylometric and
latent semantic analysis based features.

Stylometric features were built on top of word and character
frequencies statistic descriptions - maximum and mini-
mum word size, number of characters, number of words,
number of vowels, etc.

Latent Semantic Analysis [Dumais et al., 1988] was built
on top of top-n word and n-grams features, TF-IDF
weighted and represented in a latent space of d dimen-
sions. We generate multiple combinations of n-gram
features n and final dimension space d:

• LSA - n=2500, d = 512
• LSA1 - n=5000, d = 256
• LSA2 - n=5000, d = 128
• LSA3 - n=10000, d = 512
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Contextual textual features
For the contextual features we use sentence-transformers
[Reimers and Gurevych, 2019] representations. The method
is constructed on top of a BERT model, using BERT repre-
sentations as input to a Siamese network that learns sentence
representation as an intermediate task while it predicts sen-
tence similarity.

Taxonomy-based representation
Leveraging background data in form of taxonomy has proven
successful for classification of short documents. Here, we use
the Tax2Vec model [Škrlj et al., 2021]1 where the words from
a given document are mapped to the terms of the WordNet
taxonomy [Fellbaum, 1998]; then, a term-weighting heuristic
is applied for the construction of the final taxonomy-enriched
feature space. We use the default parameters max-features =
10, heuristic = “pagerank”, disambiguation-window = 2 and
start-term-depth = 3.

Knowledge graph based representation
Factual knowledge about concepts and relations linking those
concepts together are stored in large knowledge bases. We
consider a knowledge-backed document representation from
the Wikidata5m [Vrandečić and Krötzsch, 2014] knowledge
graph. We follow the approach proposed in [Koloski et al.,
2022] to extract and generate knowledge graph based doc-
ument representations. To obtain the representations of the
entities, we utilize three different embedding methods:

• TransE [Bordes et al., 2013] - embedding method based
on simple tensor factorization, capable of capturing the
antisymmetry, inversion, transitivity and composition
property of relations.

• DistMult [Yang et al., 2014] - embedding method based
on neural tensor factorization, capable of capturing the
symmetry property of relations.

• RotatE [Sun et al., 2019] - embedding method based on
complex-space tensor factorization, capable of capturing
the symmetry, antisymmetry, inversion, transitivity, and
composition property of relations.

Classifier learning for the standalone representations
For the above representations, we consider learning Stochas-
tic Gradient Descent classifier with a search on the hyper-
parameters space proposed in the autoBOT, an auto-ML
model [Škrlj et al., 2021]: 2

• loss : hinge, log or modified-huber

• class-weight : balanced

• penalty: elasticnet

• power-t ∈ {0.1, 0.2, 0.3, 0.4, 0.5}
• alpha ∈ {0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005}
• l1-ratio ∈ {0, 0.2, 0.4, 0.5, 0.6, 0.8, 1}
• Early-stopping criteria ∈ {8, 32}
1https://github.com/SkBlaz/tax2vec
2https://github.com/SkBlaz/autobot/blob/master/autoBOTLib/

learning/hyperparameter configurations.py

4.2 Fine-tuned BERT variants
We use several state-of-the-art BERT variants3 and fine-tune
them for our task.

• FinSim [Yang et al., 2020] A contextually pre-trained
BERT model on a large scale financial corpora with
more than 4.9 billion tokens from corporate reports, con-
ference call transcripts and financial analysts reports.

• LinkBERT [Yasunaga et al., 2022] A knowledge-
informed BERT model pre-trained on two joint self-
supervised objectives: MLM (masked language model-
ing) and DPR (document relation prediction). In the for-
mer, a part of the input sentence is masked and the model
is tasked to predict this masked token. In the latter, given
two paragraphs, the model is tasked to predict whether
they come from documents that are linked, whether they
are subsequent in the same document of whether they are
not related at all. During training, the model considers
the graph of links between Wikipedia documents.

We train the models with a reproducible seed of 42 and a
learning rate of 5e−5 for 10 epochs with 32 documents in a
single batch.

4.3 Higher-level representations
Early-fusion
In order to explore the expressiveness of the joint represen-
tations, we construct two different approaches for fusion of
representations:

Naive concatenation - We concatenate all the generated
representations previously described in the standalone
representations subsection.

Construction of latent spaces - We first concatenate all
the generated representations, then we perform singular-
value-decomposition (SVD) to obtain a new joint la-
tent space. We reduce the proposed space to d ∈
{256, 512, 1024} dimensions.

Late-fusion
Finally, we build ensembles on top of the standalone models
(i.e. late-fusion). For the final ensemble we use the fine-
tuned FinSim, LinkBERT and the jointSVD predictions. The
final prediction is based on the majority vote (i.e. the class
selected by at least two out of three methods).

5 Results
In this section we report the results of our internal evaluation
(with our own splits) together with the final evaluation using
the test set of the shared task.

5.1 Internal evaluation
We perform a thorough internal evaluation on our custom data
split described in Section 3. We train all our models on the
train split and optimize the hyper-parameters using the devel-
opment split. For all models we report the evaluation with
respect to the F1-score. We use the test split for the selection

3Implementation and checkpoints from the huggingface library.
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Figure 1: Ranking of the various document representations per split in the dataset (in the internal evaluation phase).

of the final models for submission. Among the knowledge-
based methods, the DistMult method performs best, achiev-
ing a score of 70.91% on the test set, outscoring the RotatE
by 3.09% and the TransE method by 6.83%. The DistMult
method also outscores the tax2vec method by 0.62%.

Method Dims Train Dev Test

Knowledge based

TransE 512 71.96 76.10 64.08
DistMult 512 81.16 85.6 70.91
RotatE 512 74.12 72.72 67.82
tax2vec 10 70.18 70.11 70.29

Text based

statistical 10 59.23 60.38 55.05
LSA 512 89.20 92.43 88.61
LSA1 256 85.53 90.16 85.95
LSA2 128 83.42 85.59 85.36
LSA3 512 89.78 92.41 88.10

sentence transformers 768 95.32 93.98 91.20

Fine-tuned BERTs

LinkBERT 512 100.0 92.85 95.59
FinBERT 512 100.0 88.50 92.51

Higher level

Concatenated 3737 97.52 96.0 93.49
Latent-fusion 256 93.54 93.0 94.89
Latent-fusion 512 94.89 94.69 92.11
Latent-fusion 1024 97.50 96.32 93.50
Latent-fusion 2048 95.57 94.40 92.24

Table 2: Internal evaluation of our models in terms of F1-score
(%) on our internal data split. The italic scores represent the best-
performing for each representation paradigm while the bold entries
represent the best scores all-around.

As the stylometric features score the lowest, the next in
line are the LSA-based features. They improve the scores by

nearly 30% compared to the basic statistical features, achiev-
ing a score of 88.10%. The best performing methods for
this category of methods that did not require fine tuning use
a sentence-transformers trained on top of distilBERT [Sanh
et al., 2019], improving the performance over the LSA-based
representation by 3%.

The end2end fine-tuned BERT models outperform the
score of the sentence-transformers by 1.31% for the FinBERT
variant and achieve the best score with LinkBERT, improving
over FinBERT by 3.08% - reaching a score of 95.59% on our
test set.

Finally, the higher level representations improve the per-
formance over our standalone representations by 2.29% for
the simple concatenated representations, while the latent rep-
resentation improves over the naive concatenation by 0.14%
- reaching a score of 94.89%.

The ranking of different representations is given in Figure
1, while Figure 2 represents the critical distance diagram be-
tween models. We also include the distribution of concepts
found in the Knowledge Graph per label in the training set
in Figure 3. We see that the distribution of concepts are ex-
tremely similar between sustainable and unsustainable sen-
tence, despite unsustainable sentence supposedly not includ-
ing any reference to ESG-related concepts. However, this
analysis is not representative of the distribution of concepts
in a full company financial reports, as the sentences in the
train set might to have been sampled from reports in an uni-
form way; some bias might exist due to the sentence selection
process during the annotation.

5.2 Final evaluation

We submitted two different approaches for the final eval-
uation. We opted for the deep latent representation from
our standalone representations for the first submission. For
the second submission we chose the ensemble of mod-
els LinkBERT, FinBERT and latent fusion, with arbitrary
wheights of 2/4 for LinkBERT and 1/4 for the other two.
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Figure 2: Critical distance plot representing the results of the Nemenyi test. Two classifiers are statistically significantly different in terms of
F1-score if a difference between their ranks (shown in brackets next to the classifier name) is larger than the critical distance (CD).
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Figure 3: Distribution of extracted concepts from the WikiData5m knowledge graph in the knowledge-enrichment representations, by the
respective label in the training set.

Latent representations (early-fusion)

precision recall f1-score

sustainable 0.86 0.92 0.89
unsustainable 0.91 0.84 0.88

weighted avg 0.89 0.88 0.88

Ensemble of models (late-fusion)

sustainable 0.83 0.97 0.90
unsustainable 0.96 0.80 0.88

weighted avg 0.90 0.89 0.89

Table 3: Classification report of the final submissions. The bold
entries represent the best scores between the two fusion approaches
with respect to the average scores.

The ensemble-based approach achieves an accuracy of
88.29% while the joint latent representation scores 88.78%.
More granular report of the classification on the final test set
is given in Table 3.

6 Conclusions and further work
In this work we developed a system for classification of ESG
sentences. We used two representation paradigms: text-based
and knowledge-based. In the text-based approaches we fine-
tuned two BERT variants: LinkBERT and FinBERT. On top
of the standalone representations we built ensembles on two
different verticals: at the representation level, where we con-
catenated the representations and transformed them into a
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new latent space via SVD, and at the model level, where we
stacked various models together for prediction of final labels.
Our models scored competitively good, achieving nearly 89%
in terms of accuracy. For further work, we consider training
deep neural networks on top of the sentence representations
to obtain more expressive deep representations that would im-
prove classification performance. We also consider perform-
ing feature importance analysis on the representation-level
ensembles, to see how representations in the heterogeneous
stacks affect the classification on instance level. We also want
to include domain-specific knowledge graphs or ontologies
and explore their impact on the performance of the models.
We also consider using background knowledge as a source for
data augmentation, since for various use cases it contributes
to better performance [Tang et al., 2022; Shorten et al., 2021;
Cashman et al., 2020]. Finally, we want to perform recursive
dimensionality reduction to produce better fused document
representations.

Availability
The code is available at https://gitlab.com/boshko.koloski/
formicca-finsem-esg.
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Abstract
Advanced neural network architectures have
provided several opportunities to develop sys-
tems to automatically capture information from
domain-specific unstructured text sources. The
FinSim4-ESG shared task, collocated with the
FinNLP workshop, proposed two sub-tasks. In
sub-task1, the challenge was to design systems
that could utilize contextual word embeddings
along with sustainability resources to elabo-
rate an ESG taxonomy. In the second sub-
task, participants were asked to design a sys-
tem that could classify sentences into sustain-
able or unsustainable sentences. In this paper,
we utilize semantic similarity features along
with BERT embeddings to segregate domain
terms into a fixed number of class labels. The
proposed model not only considers the con-
textual BERT embeddings but also incorpo-
rates Word2Vec, cosine, and Jaccard similar-
ity which gives word-level importance to the
model. For sentence classification, several lin-
guistic elements along with BERT embeddings
were used as classification features. We have
shown a detailed ablation study for the pro-
posed models.

1 Introduction

Sustainability disclosures have started gaining trac-
tion in Financial world. Sustainability disclosures
reflects the procedures that an organization follow
to fulfill its commitment towards Environment, So-
cial and Governance (ESG) factors. Investors are
increasingly considering the ESG commitments
of organizations to aid their investments decisions.
ESG information is not commonly part of financial
reporting but organizations have started making
ESG disclosures either as a part of their annual re-
port or as a separate sustainability report altogether.

Recently, European Union has proposed new
guidelines making ESG disclosures mandatory for
companies providing ESG driven investment prod-
ucts. Companies in EU must comply with increas-
ing obligations related to ESG in order to have their

businesses qualify as sustainable and to be noticed
by investors on the EU market. Several institu-
tions, such as the Sustainability Accounting Stan-
dards Board (SASB), the Global Reporting Initia-
tive (GRI), and the Task Force on Climate-related
Financial Disclosures (TCFD) are also working to
form standards and define standards to facilitate in-
corporation of ESG factors into the investment pro-
cess. Organization need to align their disclosures
to various ESG taxonomies available to facilitate
effective utilization of the disclosures. Since, ESG
domain and the allied taxonomies are still evolving,
there is a need to have automated systems that can
elaborate the existing taxonomies and also aid the
organization to align their disclosures to the exist-
ing standards. The FinSim4-ESG shared task is
one of the few attempts that primarily focused on
automatically learning effective and precise seman-
tic models adapted to the ESG domain. Specifically
it addressed the task of automatic categorization of
ESG terms into pre-defined categories to enhance
the existing taxonomy and to create a language
model that can understand the language of sustain-
ability and segregate sustainable sentences from un-
sustainable ones. The specific details of the shared
task is described in section 3.

In this paper, we propose to augment the trans-
former based BERT architecture with semantic sim-
ilarity features to address the ESG term classifica-
tion task. The base BERT model is first fine-tuned
on a set of ESG document to facilitate capture of
ESG language context. The embedding obtained
from the resultant model is then augmented with
semantic similarity features like Word2Vec, Cosine
and Jaccard similarity to perform the classification
task of segregating domain terms into fixed number
of class labels. In a similar way, for sentence classi-
fication task, various lexical features are used along
with BERT embeddings. Dimensionality reduction
techniques are also incorporated into the experi-
ments. For training the model, we have used the
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BERTbase architecture. We have conducted multi-
ple experiments with the model architecture such
as taking combination of proposed features with
different classifiers in both sub-tasks. Our experi-
ments shows that a combination of ESG fine tuned
BERT with Word2Vec, cosine and jaccard similar-
ity with a Logistic Regression classifiers gives the
best result for term classification. For sentence clas-
sification we exploited linguistic and NLP-based
features like presence of specific named entities
(like organisation, date), word-count in the docu-
ment, etc. Our experimental results showed that
when we combine these features along with fine-
tuned BERT-base classifier, it lead to an increase
of about 2% in system’s accuracy.

2 Related Work

Rising sustainability awareness amongst con-
sumers, investors and regulators is forcing orga-
nizations to pay attention towards Environment,
Social or Governance (ESG) factors. Researchers
around the world have conducted experiments to
study the effect of ESG factors on financial perfor-
mance of organizations. The last three editions of
the FinSim proposed the challenge to automatically
learn effective and precise semantic models for the
financial domain (Mansar et al., 2021; El Maarouf
et al., 2020; Kang et al., 2021). (Chersoni and
Huang, 2021) solve the financial hypernym detec-
tion task by using the logistic regression classifier
trained on a combination of word embeddings, se-
mantic and string similarity metrics and won the
challenge. (Nguyen et al., 2021) approached the
task as a semantic textual similarity problem. They
used a siamese network with pre-trained language
model encoders to derive term embeddings and
computed similarity scores between them while
(Goel et al., 2021) leverage the use of given doc-
uments by extracting sentences corresponding to
each term and then used a transformer based BERT
architecture to perform a classification task. A
number of approaches like use of publicly avail-
able knowledge graphs to generate explicit features
(Portisch et al., 2021), customize word embeddings
(Pei and Zhang, 2021), word ontology (Tian and
Chen, 2021), pre-trained sentence embedding ex-
tracted from Universal Sentence Encoder along
with cosine similarity (Anand et al., 2020) and use
of static word embeddings (Fu et al., 2014; Nguyen
et al., 2017) have also been proposed to automati-
cally map financial concepts with its most relevant

Figure 1: Sub-task1 Data Distribution

Figure 2: Sub-task2 Data Distribution

hypernym.

3 Shared Task Detail and Dataset
Description

The FinSim4-ESG 2022 task focused on elabora-
tion of an ESG taxonomy (ESG related concepts
representations) based on the data like companies
sustainability reports, annual reports, and environ-
ment reports, and make use of them to analyze how
an economic activity complies with the taxonomy.
The current edition proposed two sub-tasks :

• Sub-task1 - Given a list of carefully selected
terms from the sustainability domain such as
"low-carbon", "Greenhouse gas emissions",
the task was to design a system which can
automatically classify them into the most
relevant ESG-concept. For example, given
the set of concepts "Future of Work", "Hu-
man Rights", "Biodiversity", "Community",
"Waste Management", the most relevant con-
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cept of "Palm Oil" is "Biodiversity". The
training data consisted of 647 unique terms
with corresponding concepts. There were 25
unique concepts in the shared task but for few
concepts data was insufficient like terms corre-
sponding to concept "Diversity & Inclusion"
were not present in the training data. Hence,
we considered 641 unique terms which cor-
responded to 21 unique concepts for our ex-
periments. Moreover, As shown in Figure 1,
the training data was also imbalanced wherein
concepts such as "Energy Efficiency and Re-
newable Energy" had 9.2% data and concept
"Audit Oversight" had only 1.09% data. For
test data, there were 145 terms to be classified
into the correct concepts.

• Sub-task2 - In this sub-task, the participants
were asked to create an automated system
which could classify sustainable and unsus-
tainable sentences. Here, a sentence is consid-
ered sustainable if and only if it semantically
mentions the Environmental or Social or Gov-
ernance related factors. For example, a sen-
tence "At Vauban Infrastructure Partners, we
integrate in our daily work practices to avoid,
reduce or offset our carbon emissions." is a
sustainable sentence. For this purpose, the or-
ganisers provided the list of labeled sentences
from the sustainability reports and other doc-
uments. The training data consisted of 2265
sentences, out of which 1223 sentences were
sustainable and the remaining 1042 sentences
were unsustainable. The dataset was balanced
with a ratio of 0.852 as shown in Figure 2.
There were 205 sentences in the test data
which needs to be classified into their respec-
tive label categories.

4 Proposed Approach

The proposed approach can be divided into three
main stages namely feature extraction stage, dimen-
sionality reduction stage and classification stage as
shown in Figure 3. For both sub-tasks, the input
text is first subjected to feature extraction module
where different NLP and text mining techniques are
applied to obtain various Linguistic and Semantic
features along with BERT embeddings. A combi-
nation of these features are then subjected to dimen-
sionality reduction where a subset of features are
selected as final input variables for classification

Figure 3: Proposed approach pipeline

module. The detailed description of the activities
in each stage is explained next.

4.1 Feature Extraction for Sub-task1

Figure 4: ESG BERT Architecture

• ESG BERT - BERT (Bidirection Encoder
Representation from Transformers) is a state
of the art model for language modeling (De-
vlin et al., 2018). The official BERT Reposi-
tory1 contains various pre-trained models that
can be further used for the downstream task.
In this work, ESG-BERT model2 pre-trained
on Sustainability corpora has been utilised
to achieve better capability of understanding
domain specific vocabulary. The model is
fine-tuned further on the downstream task of
concept classification as shown in Figure 4.
Experiments show that the Fully Connected
(FCN) layer added between the classification
layer and BERT output layer benefited the
model in learning the representation for the
downstream task. The output of the FCN layer
represents the term by an embedding vector.

1https://github.com/google-research/bert
2github.com/mukut03/ESG-BERT
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Figure 5: ESG BERT Embedding Plot

This vector has been used as one of the fea-
ture in our system for the classification. A
tsne-plot of ESG BERT embedding of terms
in training data is shown in Figure 5. The
cluster segregation for different concepts can
be seen clearly in the figure which shows the
potential of ESG-BERT based embedding in
classifying ESG concepts.

• Cosine Similarity (CS) - Semantic similarity
between the terms and the concepts plays an
important role in the classification. The ESG-
BERT fine-tuned in the previous experiment
is further used to obtain the cosine similarity
between the terms and the pre-defined con-
cepts. For each term, the embedding vector of
the term is compared against the embedding
vectors of each concept. Cosine similarity is
used as the metric for comparing the vectors.
This results into a N dimensional vector for
each term where N is the number of concepts.
Each value in this vector represents cosine
similarity of a term with concepti.

• Word2Vec Features - The organizers of the
shared task have provided a set of 190 sus-
tainability reports of various companies. The
corpus extracted from these reports contains
about 33 thousand unique tokens. These to-
kens are used to train the 100 dimensional
domain-specific Word2Vec (Mikolov et al.,
2013) word embeddings. For terms com-
posed by multiple words, we simply represent
them by summing the vectors of the individual
words.

• Jaccard Similarity - It was observed that out
of 641 samples, there were 326 samples with
at least one word overlapping (excluding stop-
words) between term and concept. Based on
(Keswani et al., 2020) approach of pointing
out "concept inclusion", we computed Jac-
card Similarity as a N dimensional feature
vector(one feature for each concept), where
each values in this feature reflect the syntactic
similarity between the terms and concepts.

Dimensionality Reduction with Principal
Component Analysis (PCA) - The combination of
embeddings and features used in our experiments
results into large number of features as compared
to number of samples. The performance of any
machine learning model can suffer from the curse
of dimensionality where the number of features
becomes larger than the number of samples in the
dataset. To tackle this issue, we have empirically
reduce the dimensions of the features using Princi-
pal Component Anaysis (PCA) (Martinez and Kak,
2001) and found that reduction to 200 dimensions
are giving the best results.

4.2 Feature Extraction for Sub-task2
Data pre-processing is a crucial first step before
applying any text machine learning model. Firstly,
we remove all the punctuations and convert the tok-
enized words into lower-case format. Then to clean
the noise present in the sentences we removed stop-
words. Subsequently, the cleaned data is subjected
to feature extraction step. In this step, raw text
data is transformed into feature vectors. We tried
following different ideas to obtain relevant features
from the dataset:
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• Count vector- Count vector is the matrix no-
tation of the dataset in which every row rep-
resents a sentence from the corpus, every col-
umn represents a term from the corpus, and
every cell represents the frequency count of a
particular term in a particular sentence.

• Character level, N-gram level, Word level
TF-IDF vectors as features- This vec-
tor represents the relative importance of a
character/n-gram/word to the given output
class. TF-IDF stands for Term Frequency –
Inverse Document Frequency. This weight-
ing has been widely used for feature extrac-
tion in text data. Term frequency (TF) is
equal to the frequency of a given word in the
given sentence. Inverse Document Frequency
(IDF) measures the information provided by
the word. It is equal to the inverse of num-
ber of sentences containing the word. Hence,
tfidf(w, s) = tf(w, s) ∗ idf(w, S) where w
is the given word, s is the given sentence and
S is the corpus containing all sentences. TF-
IDF gives higher value to the words which are
less frequent among sentences and vice versa.

• Sentiment polarity as a feature- We used
TextBlob3 to extract sentiment polarities of
each input sentence.

• Text based features- A number of other text
based features are extracted using NLTK4 and
SpaCy5 to aid the text classification models.
Some exmaples are-

– NLTK features-

* Word count of the sentences- Total
number of words in the sentence.

* Punctuation count of the sentences-
Total number of punctuation marks
in the sentence.

* Frequency distribution of POS
tags- Total number of nouns, verbs,
adjectives, adverbs, and, pronouns in
the sentence.

– SpaCy features- We extracted Named
Entities using SpaCy. Some of the ex-
tracted named entities are- Organisations,
Places, Money, Date, and, Person.

3https://github.com/sloria/TextBlob
4https://github.com/nltk/nltk
5https://spacy.io/

Dimensionality reduction: We used correlation
and p-values to select the final feature set. We
compare the correlation between different pairs
of features and remove one of the two features
that have a correlation higher than 0.9. Now from
the remaining set of features we remove different
features randomly and measure the p-value in each
case. These measured p-values are used to decide
whether to keep a feature or not. Finally the feature
set giving maximum p-value is selected.

Embedding models: With so many rampant
advances taking place in NLP, it can sometimes
become overwhelming to be able to objectively
understand the differences between the different
models. We experimented with different word and
sentence level embeddings like Word2Vec (both
CBOW and Skip-gram), GloVe (Pennington et al.,
2014), FastText (Joulin et al., 2016), ELMo (Peters
et al., 2018), InferSent6, BERT, and ESG BERT.
Finally fine-tuned ESG BERT embeddings per-
formed best on our classification task. Therefore
ESG BERT vectors are appended with above set of
selected feature vectors which are then passed to
the classification model.

4.3 Classification Model

Sub-task1 features and Sub-task2 features are used
to train classifiers for their respective classification
tasks. A classification model takes vectors gener-
ated from task dependent features corresponding
to each task data as an input and generate the pre-
dicted results corresponding to each input. To find
the best classifiers, we test several widely used clas-
sification methods including Logistic Regression,
Gradient Boosting and XGBoost Classifier (all in
the standard scikit-learn implementation). We grad-
ually augmented the models by adding the features
one by one and computed the scores. From the
experimental studies, we found that linear classifier
performed the best. Hence, we selected Logistic
Regression as the classifier in our submitted sys-
tems. This observation is consistent with findings
in the FinSim 2020 and FinSim 2021 shared tasks,
that models learning linear boundaries perform bet-
ter for these tasks (Mansar et al., 2021) (El Maarouf
et al., 2020).

5 Metrics

The most important part of any system is to choose
the most accurate model. The metrics used for

6https://github.com/facebookresearch/InferSent
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S.No. Model Accuracy MR
1 Baseline 1 0.4920 2.2146
2 Baseline 2 0.775 1.4728
3 BERT + CL 0.7596 1.5038
4 BERT FCN + CL 0.7751 1.4573
5 ESG BERT + CL 0.7905 1.4582
6 ESG BERT FCN + CL 0.7906 1.4573
7 ESG BERT FCN + LR 0.8139 1.341
8 ESG BERT FCN + Word2vec + LR 0.8217 1.34
9 ESG BERT FCN + CS + Jaccard + LR 0.8139 1.33
10 ESG BERT FCN + Word2vec+ CS + Jaccard +LR* 0.8217 1.3255
11 ESG BERT FCN + Word2vec+ CS + Jaccard + PCA 100 + LR 0.8154 1.379
12 ESG BERT FCN + Word2vec+ CS + Jaccard + PCA 150 + LR 0.8217 1.35
13 ESG BERT FCN + Word2vec+ CS + Jaccard + PCA 200 + LR** 0.8217 1.3215

Table 1: Sub-task1 Evaluation results on the validation data (’*’ and ’**’ represent TCSWITM_1 and TCSWITM_2
submission respectively.)

S.No. Model Accuracy Recall
1 TFIDF 0.61 0.59
2 Wod2Vec (CBOW) 0.61 0.59
3 Word2Vec (SkipGram) 0.79 0.78
4 GloVe 0.77 0.75
5 FastText 0.81 0.79
6 ELMo 0.83 0.82
7 InferSent 0.80 0.78
8 BERT 0.92 0.91
9 ESG BERT 0.93 0.92
10 ESG BERT+NLP based features (TCSWITM_1) 0.95 0.94

Table 2: Sub-task2-Evaluation results on Validation data

the evaluation is provided by the organizers. For
Sub-task1, the evaluation metric used is Accuracy
and Mean Rank. The model is required to predict
the concepts in the ranking order (from the most
probable to the least probable) for each term. The
Accuracy and Mean Rank is defined as follows -

Accuracy =
1

n
∗

n∑

i=1

I(yi = yli[0])

MeanRank =
1

n
∗

n∑

i=1

ranki

Note that ranki corresponds to the rank of the
correct label.

For Sub-task2, the evaluation metric considered
is Accuracy and Recall. Recall (also known as sen-
sitivity) is the fraction of relevant (here sustainable)
instances that were correctly retrieved.

6 Experiments and Results

Sub-task1 - We were provided with 641 data sam-
ples which included terms and their corresponding
concepts for model development and validation.
We had split the data in 80:20 train-validation split
using 5 fold cross validation technique which re-
sults into 5 sets containing 512 data points for train-
ing and 129 data points for validation. All proposed
models were trained and validated on the generated
training and validation dataset respectively. The
test set provided contained a list of 145 terms with-
out their concepts in json format. Table 1 shows
the performance on validation set for sub-task1 and
Table 2 shows the performance on validation set
for sub-task2 in terms of mean rank and accuracy
whereas Table 3 shows the evaluation results of
hidden test data for both the tasks.

Baseline 1 is a distance-based classifier using
custom embeddings (Mikolov et al., 2013) whereas
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Baseline 2 uses logistic regression classifier
over these custom embeddings (Mikolov et al.,
2013) given in FinSim4-ESG shared task. BERT
(pre-trained on general English corpora7) based
classification model is fine-tuned on the down-
stream task by adding a classification layer (CL). It
can be seen from the Table 1 that the performance
has been improved by BERT pre-trained on
Sustainability corpora (ESG) after incorporating
a Fully Connected Layer (FCN). In the further
experiments, Embedding from the resultant BERT
model is used as features in Logistic Regression
(LR) classifier. The concatenation of BERT
features with Word2vec, Cosine Similarity (CS)
and Jaccard resulted into the best Mean Rank as
shown in Table 1. The ablation study confirmed
the gravity of these features. As the data was
limited as compared to the features, employing
dimension reduction technique (PCA) benefited
the performance by improving feature selection.
This can also be seen in the test data results in
Table 3.

Model Accuracy MR
Sub-task1 Baseline1 0.4620 2.2758
Sub-task1 Baseline2 0.7448 1.5241
Sub-task1 TCSWITM_1 0.7724 1.4620
Sub-task1 TCSWITM_2 0.7793 1.4482
Sub-task2 Baseline1 0.4976 NA
Sub-task2 Baseline2 0.8195 NA
Sub-task2 TCSWITM_1 0.8731 NA

Table 3: Evaluation results on Hidden Test data

From Table 3, it can be observed that ESG-BERT
combined with all other features along with PCA
outperforms other models in terms of mean rank
and accuracy. It is clear from the table that all our
models performs better than the baseline models.

We have also observed misalignment amongst
the terms and concepts in the given training data.
For example, the alignment given in the training
data is "CO2 Equivalent Emissions Indirect, Scope
3" - Biodiversity, "Accident spills" - Energy effi-
ciency and renewable energy, "Gender diversity" -
Recruiting and retaining employees (incl. work-life
balance) etc. But as per our understanding the ideal
assignment should be "CO2 Equivalent Emissions
Indirect, Scope 3" - Emissions, "Accident spills" -
Injury frequency rate and "Gender diversity" - Di-

7https://huggingface.co/bert-base-uncased

versity & Inclusion.

Sub-task2- We split the data in 80:20 train-
validation split using 5 fold cross validation tech-
nique which results into 5 sets. All proposed
models were trained and validated on the gener-
ated training and validation dataset respectively.
Sentence embeddings performed better than word
based embeddings as shown in Table 2. One of
the main reason is that word embeddings like
Word2Vec and GloVe are unable to encode un-
known or out-of-vocabulary words. Moreover
word based embeddings don’t take into considera-
tion the order of words in which they appear which
leads to loss of syntactic and semantic understand-
ing of the sentence. Finally we used BERT-based
features as our main feature set. BERT-based fea-
tures when combined with above set of rule-based
and NLP-based features (like presence of specific
NERs (like organisation, date entity), and, word
count of document, etc.) provided a significant
improvement in performance of the classification
system.

7 Conclusion

As part of FinSim4-ESG shared task on Learn-
ing Semantic Similarities for Financial Domain,
we attempt to solve the problems of finding the
most relevant ESG concept for each given domain
term and classify a given sentence into sustainable
or unsustainable based on provided training data.
In sub-task1, in order to utilize contextual word
embeddings along with sustainability resources to
elaborate an ESG taxonomy, we proposed the use
of semantic similarity features along with BERT
embeddings to segregate domain terms into a fixed
number of class labels. For sub-task2, several lin-
guistic and NLP features along with BERT embed-
dings were used for classification. In our exper-
iments we observed that linear classifier models
like logistic regression performs the best. We have
also compared our models with the given baseline
accuracy and found that their performance is far
superior to it. We have also shown a detailed ab-
lation study for the proposed models. In future,
we are planning to use better data augmentation
techniques and explore the possibility of using the
ontology hierarchy and definitions available as part
of the EU taxonomy.
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Abstract

Understanding Environmental, Social, and
Governance (ESG) factors related to finan-
cial products has become extremely important
for investors. However, manually screening
through the corporate policies and reports to
understand their sustainability aspect is ex-
tremely tedious. In this paper, we propose
solutions to two such problems which were
released as shared tasks of the FinNLP work-
shop of the IJCAI-2022 conference. Firstly,
we train a Sentence Transformers based model
which automatically ranks ESG related con-
cepts for a given unknown term. Secondly,
we fine-tune a RoBERTa model to classify fi-
nancial texts as sustainable or not. Out of 26
registered teams, our team ranked 4th in sub-
task 1 and 3rd in sub-task 2. The source code
can be accessed from https://github.com/
sohomghosh/Finsim4_ESG.

1 Introduction

These days a lot of investors have become socially
responsible and environmentally conscious1. They
tend to choose stocks and funds which do not harm
the environment2. Keeping this in mind, organiza-
tions are also putting in efforts to increase their En-
vironmental, Social, and Governance (ESG) ratings.
They tend to publish reports mentioning the ESG
aspect of their policies. However, reading through
all such reports is time-consuming and inefficient.
This brings in the need for an automated system
for mapping terms to ESG concepts and classifying
financial texts as sustainable or not. FinNLP work-
shop of IJCAI-2022 conference hosted a shared
task with these problems. We present an example
of this in Figure 1. Our team LIPI participated in

1https://news.gallup.com/poll/389780/
investors-stand-esg-investing.aspx (accessed on
10 June 2022)

2https://bwdisrupt.businessworld.in/article/Sustainable-
Investing-To-Surge-To-125-B-In-India-By-2026-Report/09-
06-2022-432078/ (accessed on 10 June 2022)

the shared task and ranked 4th and 3rd in sub-tasks
1 and 2 respectively. In this paper, we describe our
solutions.

Figure 1: FinSim-4 ESG Sub-Tasks

2 Related Works

The sub-task of mapping terms with high level con-
cepts is similar to hypernym detection. For the
Natural Language Processing (NLP) community,
Hypernym detection has been an active area of
research. Several SemEval tasks ((Bordea et al.,
2015), (Bordea et al., 2016), (Augenstein et al.,
2017), (Camacho-Collados et al., 2018)) were or-
ganized on this topic. Subsequently, three editions
of FinSim ((Maarouf et al., 2020), (Mansar et al.,
2021), (Kang et al., 2021)) shared task were held
which adapted the task of hypernym detection for
the financial domain. This year while organizing
FinSim-4, this was extended to ESG insights.

With the rising popularity of green investing,
understanding the sustainability aspect of financial
texts has become extremely important. Smeuninx
et al. (Smeuninx et al., 2020) studied the readability
of annual reports of several organizations. They
highlighted how formula-based readability scores
classified these texts as complex documents. They
also mentioned the need for NLP based techniques
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to comprehend the readability of such documents.
Luccioni et al. (Luccioni et al., 2020) fine-tuned
RoBERTa-base (Liu et al., 2019) model to develop
a question-answering based tool, ClimateQA for
extracting sections related to climate from financial
reports.

Guo et al. (Guo et al., 2020) proposed a
framework ESG2Risk for predicting stock prices
by analyzing ESG related events from financial
news. They specifically used sentiments from these
events.

Nugent et al. (Nugent et al., 2020) pre-trained
a BERT (Devlin et al., 2019) model with financial
news articles from Reuters News Archive for pre-
dicting ESG related controversies. Furthermore,
they used it for mapping financial news into one
of the United Nations Sustainable Development
Goals.

3 Problem Statements

The fourth edition of FinSim presented two sub-
tasks. They are as follows:

3.1 Sub-Task 1:

Given a set J consisting of n tuples of terms
and their high level concepts i.e. J =
{(t1, c1), (t2, c2), ...(tn, cn)} where ci represents
the high level concept corresponding to the ith term
ti and ciϵ set of concepts mentioned in Table 1. For
a given unknown term, the task was to develop a
system to rank these concepts.

The evaluation metrics for this sub-task were ac-
curacy and mean rank. As per the evaluation script
shared by the organizers, the rank of an instance
was calculated by checking the presence of the true
value in the first three elements of the predicted
ranked list.

3.2 Sub-Task 2:

Given a set F consisting of n tuples of financial
texts and their sustainability labels i.e. F =
{(f1, l1), (f2, l2), ...(fn, ln)} where li represents
the sustainability label corresponding to the ith fi-
nancial text fi and liϵ {sustainable, unsustainable}.
We need to develop a system to classify an un-
known financial text as sustainable or not.

The evaluation metric for this sub-task was ac-
curacy.

Concept Count
Energy efficiency and renewable energy 59
Sustainable Food & Agriculture 54
Product Responsibility 51
Circular economy 47
Sustainable Transport 46
Emissions 39
Shareholder rights 38
Board Make-Up 37

Injury frequency rate
for subcontracted labour

35

Executive compensation 32
Biodiversity 29
Community 27
Employee engagement 23
Employee development 22
Water & waste-water management 21
Carbon factor 19
Future of work 18
Waste management 16
Recruiting and retaining employees 11
Human Rights 10
Audit Oversight 7
Injury frequency rate 2
Board Independence 2
Share Capital 2

Table 1: Distribution of concepts

4 Data

The data sets provided by the organizers consist of
a set of 190 documents in PDF format, 651 terms
mapped to 24 concepts and 2265 financial texts
labelled as sustainable or unsustainable. We pro-
vide more details about the data set in the following
sections.

4.1 Data Description

For sub-task 1, the number of instances for each
concept has been mentioned in Table 1. For sub-
task 2, out of 2,265 financial texts 1,223 were sus-
tainable whereas 1,042 were unsustainable. We
maintained a training to validation split of 80% to
20% for both the sub-tasks.

4.2 Data Augmentation

Firstly for sub-task 1, we started by using 80% of
651 instances for training. To bring in more con-
text, we collected the definitions for each of the
24 concepts from various websites. For each term
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(ti, concept ci) pair, we obtained the corresponding
concept definition di. Since, each term ti present
here were mapped to a concept definition di, we had
only positive instances i.e. similarity score of 1.0
corresponding to the (ti, di) pair. Subsequently, we
thought of adding negative samples in the training
process as well. For each term, concept definition
pair (ti, di), we experimented by randomly paring
ti with 1, 5 or 15 concepts definitions. Later, we
grouped the concepts manually. This is presented
in Table 2. We could group 20 out of 24 concepts.
The remaining four were singleton sets. For ran-
domly selecting concept definitions for term ti, we
tried out the following sampling methods:

• Select any concept definition dj such that con-
cept cj ̸= concept ci, and assign a similarity
score of 0.0 to the (ti, dj) pair.

• Select any concept definition dj such that con-
cept cj /∈ the group where concept ci is present,
and assign a similarity score of 0.0 to the (ti,
dj) pair.

• Select any concept definition dj, if concept cj
/∈ the group where concept ci is present assign
a similarity score of 0.0 to the (ti, dj) pair, else
assign a similarity score of 0.5 to the (ti, dj)
pair.

5 System Description

As per the rules, for every team, the number of
submissions for each sub-task was restricted to two.
We describe each of our submissions here. We
pictorially depict our methodology in Figure 2.

5.1 Sub-Task 1, System -1

We fine-tuned a sentence transformer (Reimers and
Gurevych, 2019) model3 (SBERT-UN) which was
pre-trained with United Nations (UN) sustainable
development goals. For each of the terms in the
training set, we randomly picked five concept defi-
nitions from different groups as mentioned in sec-
tion 4.2. Our objective was to minimize the Multi-
ple Negatives Ranking Loss as well as the Online
Contrastive Loss. This was trained for 15 epochs
with a batch size of 20.4. For sub-task 1, among all

3https://huggingface.co/Rodion/sbert_uno_
sustainable_development_goals

4The details are available at https://www.sbert.
net/examples/training/quora_duplicate_questions/
README.html

our submissions, this performed the best in terms
of both accuracy and mean rank. This is similar to
the solution (Chopra and Ghosh, 2021) presented
at FinSim-3.

5.2 Sub-Task 1, System -2

This is a RoBERTa-base (Liu et al., 2019) based
classifier. We fine-tune the pre-trained RoBERTa-
base model so that its [CLS] token learns how
to classify terms into 24 pre-defined concepts or
classes. It’s hyper-parameters are as follows: max-
imum length = 16, batch size = 256, epochs = 60,
learning rate = 0.00002. We use the checkpoint cre-
ated at 57th epoch as this was the best performing
one.

5.3 Sub-Task 2, System -1

This system consists of the pre-trained FinBERT
(Araci, 2019) fine-tuned for classifying financial
texts as sustainable or unsustainable. It’s hyper-
parameters are as follows: maximum length = 128,
batch size = 256, epochs = 60, learning rate =
0.00002. We use the checkpoint created at the 8th

epoch as this performed the best on the validation
set.

5.4 Sub-Task 2, System -2

It consists of the pre-trained RoBERTa-base (Liu
et al., 2019) fine-tuned for the task of classifying
financial texts as sustainable or not. It’s hyper-
parameters are as follows: maximum length = 128,
batch size = 256, epochs = 60, learning rate =
0.00002. We use the checkpoint created at the 12th

epoch as this performed the best on the validation
set. Among all our submissions, this performed the
best on the test set.

6 Experiments and Results

We initiated by fine-tuning the all-mpnet-base-v2
model (Song et al., 2020) using sentence trans-
former architecture. Our objective was to reduce
the Multiple Negatives Ranking Loss as well as the
Online Contrastive Loss for the task of Information
Retrieval4. We also studied the effect of chang-
ing this model with the SBERT-UN model, adding
negative samples and concepts as it is. We further
experimented with different sampling methods as
mentioned in section 4.2. Furthermore, we fine-
tuned a RoBERTa-base (Liu et al., 2019) based
model to classify terms into 24 pre-defined con-
cepts or classes.
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Group-1 Group-2 Group-3 Group-4
Carbon factor Employee development Injury frequency rate Audit Oversight

Emissions
Recruiting and retaining
employees

Injury frequency rate
for subcontracted labour

Shareholder rights

Energy efficiency
and renewable energy

Future of work Human Rights
Executive
compensation

Employee engagement Share Capital

Group-5 Group-6 Group-7
Waste management Sustainable Transport Board Independence
Water
waste-water
management

Sustainable Food

Agriculture
Board Make-Up

Table 2: Concepts divided into groups

Figure 2: Methodology Sub-Task 1 and 2
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Subsequently, we extracted texts from the doc-
uments provided in PDF format and fine-tuned a
SBERT-UN model using Masked Language Mod-
eling. However, this did not improve the perfor-
mance. We also tried adding the definitions of 73
terms obtained from DBpedia (Auer et al., 2007).
However, this did not yield any substantial improve-
ment in the results. We present the result of sub-
task 1 in Table 3. The SBERT-UN model trained
with negative samples (SL. No. 8) performed the
best in the validation as well as the test set.

For sub-task-2, we fine-tuned four models for
classifying financial texts into two classes sus-
tainable and unsustainable. These models are:
RoBERTa-base (Liu et al., 2019), FinBERT (Araci,
2019), SBERT-UN and SBERT-UN fine-tuned for
sub-task 1. We present the results in Table 4. Fin-
BERT (Araci, 2019) performed the best in the vali-
dation set whereas RoBERTa-base (Liu et al., 2019)
performed the best in the test set. Each of these
models was trained for a maximum of 128 input
tokens with a batch size of 256, a learning rate of
0.00002 and for 60 epochs.

We present the test set results in Table 5.

7 Conclusion and Future Work

In this paper, we elaborate on our team LIPI’s ap-
proach toward solving the FinSim-4-ESG sub-tasks.
As per the official report, out of 28 registered teams,
6 and 8 teams participated in sub-task 1 and 2 re-
spectively. For sub-task 1, our team ranked 4th

whereas for sub-task 2, our team ranked 3rd.
In future, we would like to collect more data and

work towards improving the model performance.
Developing a user-friendly tool for assigning terms
to concepts and automatically evaluating the sus-
tainable aspect of financial texts are other directions
of future work.

Disclaimer

The opinions expressed in this paper are of the
authors’. They do not reflect the opinions of their
affiliations.
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Sl. No. Base Model Data Augmentation Mean Rank Accuracy
1 all-mpnet-base-v2 No (only positives) 1.4692 0.6923
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3 sbert_un No (only positives) 1.5308 0.6769
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5 sbert_un Yes (1 negative per positive) + concepts 1.4615 0.7154

6 sbert_un
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- concept definitions + concepts

1.4846 0.7462

7 sbert_un
Yes (1 negative per positive)
[out of group sampling]

1.4385 0.7462

8 sbert_un
Yes (5 negative per positive)
[out of group sampling]

1.4308 0.7615

9 sbert_un
Yes (15 negative per positive)
[out of group sampling]

1.5308 0.7000

10 sbert_un
Yes (5 negative per positive)
[out of group sampling]
{batch size = 40, epoch = 30}

1.4154 0.7462

11 sbert_un
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[out of group sampling]
{batch size = 40, epoch = 20}

1.4615 0.7462

12 roberta classifier - 1.4846 0.7538

13 sbert_un
Yes (1 negative per positive)
[same group & out of group sampling]

1.4615 0.7462

14 sbert_un
Yes (5 negative per positive)
[same group & out of group sampling]

1.5000 0.7385

15 baseline-1 - 2.5308 0.3769
16 baseline-2 - 1.6846 0.7154

Table 3: Results of Sub-Task 1 on the validation set.
NOTE: Where not mentioned, definitions of concepts were used with batch size of 20 for 15 epochs.
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Abstract

In this paper, we present a system that ad-
dresses the taxonomy enrichment problem for
“Environment, Social and Governance" issues
in the financial domain, as well as classifying
sentences as sustainable or unsustainable, for
FinSim4-ESG, a shared task for the FinNLP
workshop at IJCAI-2022. We first created a
derived dataset for taxonomy enrichment by
using a sentence-BERT-based paraphrase de-
tector (Reimers and Gurevych, 2019) (on the
train set) to create positive and negative term-
concept pairs. We then model the problem
by fine-tuning the sentence-BERT-based para-
phrase detector on this derived dataset, and use
it as the encoder, and use a Logistic Regression
classifier as the decoder, resulting in test Accu-
racy: 0.6 and Avg. Rank: 1.97. In case of the
sentence classification task, the best perform-
ing classifier (Accuracy: 0.92) consists of a
pre-trained RoBERTa model (Liu et al., 2019a)
as the encoder and a Feed Forward Neural Net-
work classifier as the decoder.

1 Introduction

Taxonomies classify, categorize and organize in-
formation hierarchically and are typically designed
and curated by domain experts. They require fre-
quent manual and automated updates to capture a
domain sufficiently and to be considered complete.
However, it is not to feasible to manually edit tax-
onomies to reflect changing concepts and evolving
human knowledge. The taxonomy enrichment task
helps address this problem by developing methods
to add new terms to an existing taxonomy. The
FinNLP shared task 1 defines this problem on a
ESG taxonomy. Given a list of concepts and terms,
the task is to rank the concepts given the term. In
case of shared task 2, we are asked to classify a
given sentence from sustainability reports and other
documents as either sustainable or unsustainable.

In approaching these problems, we leverage
large-scale pre-trained language models for token

and sentence representations. We explore transfer
learning through transformer models like BeRT
(Devlin et al., 2018), DistillBeRT (Sanh et al.,
2019), RoBeRTa (Liu et al., 2019b) as well as gen-
erative text to text transformers like T5 (Raffel
et al., 2019) especially since training data is very
limited for both tasks.

Like most NLP tasks in FinTech, the task 1 has
limited amount of data. We addressed this limita-
tion by creating a dataset derived from the train set
and used a paraphrase detector to create positive
and negative instances of <term, concept> pairs.
We then fine-tune sentence-BERT (Reimers and
Gurevych, 2019) on this derived dataset and use
it as the encoder in our model. The decoder is a
logistic regression classifier. This gives us a ten-
fold cross-validated accuracy of 0.89 on the train
set. However at test time, the performance varies
and resulting accuracy is 60.6%. We describe the
different approaches to modeling this problem that
led to this final system and hypothesize reasons for
the train-test performance discrepancy in the final
system.

Shared task 2 is a binary sustainability classifi-
cation task. We experimented with various models
starting with a tf-idf based classifier to transformer
based RoBeRTa (Liu et al., 2019b) based classifier.
The RoBeRTa based model resulted in a ten-fold
cross-validated accuracy of 0.96 and test-set accu-
racy of 0.92.

2 Related Works

2.1 Taxonomy Enrichment

Taxonomy enrichment is the task of extending an
existing taxonomy with new terms. Word embed-
dings derived from language models are popularly
used for this task (Jurgens and Pilehvar, 2016; Nik-
ishina et al., 2021). Using word vector represen-
tations, it may be modeled as a hypernym clas-
sification task (SemEval 2018) or an embedding
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similarity task. Graph based representations are
also used for taxonomy completion tasks (Zeng
et al., 2021).

We explore the taxonomy enrichment problem
using embedding similarity by modeling the prob-
lem as a paraphrase detection task. In the taxon-
omy enrichment task, we are given a list of terms
and corresponding concepts. Our approach uses
word2vec to get sentence embeddings for terms;
we use (Reimers and Gurevych, 2019) which learns
semantic representation of the given sentence us-
ing contrastive loss trained on various open-source
datasets (Bowman et al., 2015; Williams et al.,
2018).

2.2 Sustainability Classification
Pre-trained language models such as BERT(Devlin
et al., 2018) and Roberta(Liu et al., 2019b) have
achieved state-of-the-art performance on classifi-
cation tasks. In our experiments, we found that
Roberta (Liu et al., 2019a) performs better than
other models.

3 Problem Statement

3.1 Sub-task 1: Taxonomy Enrichment
Given a set T of n terms {t1, t2, .., tn} and a set C
of m concepts {c1, c2, .., cm}, the task of taxonomy
enrichment is to find a many-to-one mapping M
between the terms and the corresponding concepts.

3.2 Sub-task 2: Sentence Classification
Given a set of k sentences S = {s1, s2, .., sk}, the
aim of this sub-task is to classify each sentence in
S into one of two classes - sustainable or unsus-
tainable.

4 Data Description

The training dataset for sub-task 1 contains 646
annotated term-concept pairs. The total number
of unique concepts are 25. Table 1 shows the la-
bel distribution in the training set for sub-task 1.
Since the released training data did not contain any
validation set, 10-fold cross validation was used
for training. The data was first shuffled and then
split into 10 parts. For each fold, 9 parts containing
582 term-concept pairs and one fold containing 65
term-concept pairs were selected as the training
and validation set respectively.

The training dataset for sub-task 2 contains 2265
annotated sentences. Table 2 shows the label dis-
tribution in the training set for sub-task 2. On an

Concept #instances
Energy efficiency and renew-
able energy

59

Sustainable Food & Agriculture 54
Product Responsibility 51
circular economy 47
Sustainable Transport 46
Emissions 39
Shareholder rights 38
Board Make-Up 37
Injury frequency rate for sub-
contracted labour

35

Executive compensation 32
Biodiversity 29
Community 27
Employee engagement 23
Employee development 22
Water & waste-water manage-
ment

21

Carbon factor 19
Future of work 18
Waste management 16
Recruiting and retaining em-
ployees (incl. work-life bal-
ance)

11

Human Rights 10
Audit Oversight 7
Injury frequency rate 2
Board Independence 2
SHARE CAPITAL 2
Total 646

Table 1: Label distribution in the training set for taxon-
omy enrichment sub-task 01

average a sentence in the training set had a length
of 162 characters or 25 tokens. Similar to sub-task
1, for this sub-task also 10-fold cross validation
was used. Each fold contains 2038 sentences in the
training set and 227 sentences in the validation set.
In addition to the training sets for both sub-tasks,
the shared task also provided a set of 190 annual
reports and sustainability reports of financial com-
panies.

5 Taxonomy Enrichment Task

5.1 Preliminary Experiments and Results

• Baseline 1 (B1): A Word2Vec model trained
on the given reports is used to generate term
and concept embeddings. The similarity
scores or distance between each term embed-
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Class #instances
Sustainable 1223
Unsustainable 1042
Total 2265

Table 2: Label distribution in the training set for sen-
tence classification sub-task 02

ding and concept embedding is computed us-
ing the vector norm of the difference between
the two embeddings. For each term, scores
for all concepts are computed and the top k
concepts are used as predicted concepts.

• Baseline 2 (B2): A Word2Vec model trained
on the given reports is used to generate term
embeddings. Next, a Logistic Regression clas-
sifier is trained using these embeddings to do
multi-class classification over the concepts.
The final model consists of a Word2Vec model
as the encoder and the trained Logistic Regres-
sion classifier as the decoder.

• Pre-trained DistilBERT (DistilBERTP ): This
baseline is similar to Baseline 1 except that a
pre-trained DistilBERT-base model is used as
the encoder.

• Fine-tuned DistilBERT (DistilBERTF ): A
pre-trained DistilBERT model was further
fine-tuned on the sentences from the reports
using the Masked Language Modelling task.
The aim of this baseline is to see if training
on the sentences in the given reports results in
richer term and concept embeddings.

• Pre-trained Sentence-BERT (SentBERTP ): A
pre-trained Sentence-BERT paraphrase detec-
tor (paraphrase-MiniLM-L3-v2) is used as the
encoder to generate term and concept embed-
dings. The generated embeddings are then
used to compute cosine distances between a
term and all concepts. The top k ranked con-
cepts are then selected as the predicted con-
cepts.

• Pre-trained Sentence-BERT + Logistic Re-
gression (SentBERTPLR): This baseline is sim-
ilar to Baseline 2 except that a pre-trained
Sentence-BERT paraphrase detector is used
as the encoder to obtain term and concept em-
beddings.

Baseline Accuracy Mean Rank
Baseline 1 0.47 2.27
DistilBERTP 0.34 2.72
DistilBERTF 0.45 2.28
SentBERTP 0.56 2.04
Baseline 2∗ 0.76 1.46
SentBERTP∗

LR 0.79 1.41

Table 3: Statistics showing the results of various base-
lines for sub task 01. First four scores are reported on
the training set with no training. The last two models
marked with ∗ report the average scores with 10-fold
cross validation on the training set.

For pre-trained DistilBERT and Sentence-BERT
baselines, numerous variants were tested in the
same setting for each of the baselines. However,
we only report the best of the variants here due
to space restrictions. We also tried using an ap-
proach similar to Wang et al. (2021) which en-
codes corrupted sentences into fixed-sized vectors
and requires the decoder to reconstruct the origi-
nal sentences from this sentence embedding, using
RoBERTa as the encoder and decoder, on the sen-
tences from the given reports to learn embeddings.
Using this encoder to get embeddings, we train a
Logistic Regression classifier, which gave similar
performance to the baselines, and the model did not
learn anything from the auto-encoder recontruction
on the sentences from the reports to learn better
embeddings.

Table 3 shows the results of the initial experi-
ments and that SentBERTPLR gave the best accuracy
of 0.79 and a mean rank of 1.41.

5.2 Derived Dataset

In the SentBERTPLR system, the weights of the Lo-
gistic Regression model are learnt during the train-
ing phase. There is no change in the weights of
the Sentence-BERT model, thus, the training pro-
cess has no impact on the generated embeddings.
In order to enrich the generated embeddings, we
propose training the encoder on a simple task of
The following steps were followed for creating the
derived dataset:

1. Obtain top 5 concept predictions for each term
in the train set using the SentBERTP model.

2. From the predictions create a dataset contain-
ing positive and negative samples.

3. A positive sample is the correct term-concept
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Figure 1: Proposed overall model for sub task 01

mapping.

4. A negative sample is a mapping between a
term and an incorrectly predicted concept in
the top k predictions.

5.3 System Description
The initial experiments using SentBERTP show
that although the embeddings generated by the
model are richer, there is still room for improve-
ment. The model, trained on paraphrase detec-
tion data, manages to capture the hypernym rela-
tion to some extent. If further fine-tuning of the
model is carried out, it should ensure two things -
correct neighbourhood relationship between term
and concept embedding vectors in the current em-
bedding space should be maintained, and missing
neighbourhood relationships between correct term-
concept vectors should be established. Previous
work of Hadsell et al. (2006) proposed a contrastive
loss function for this task. Contrastive loss given
by equation 1. Here Y is the label of an instance,
DW is the distance between the concept and the
term. The first section of the addition on the right
side of the equation relates to the scenario when
the model sees a positive example. The second
section of the addition relates to the scenario when
a negative example is seen. The constant m is the
margin around the term within which a concept is
considered a valid mapping. For all experiments,
the value of m was set to 0.5.

L = (1−Y )
1

2
(DW )2+(Y )

1

2
{max(0,m−DW )}2

(1)
The trained SentBERT model, SentBERTF is

then used with a Logistic Regression classifier as
shown in figure 1. The system takes a term as input,
generates term embedding using SentBERTF as the

Baseline Accuracy Mean Rank
SentBERTPLR 0.79 (Avg.) 1.41 (Avg.)

fold-0 0.8 1.46
fold-1 0.81 1.38
fold-2 0.70 1.61
fold-3 0.84 1.24
fold-4 0.75 1.55
fold-5 0.81 1.41
fold-6 0.80 1.38
fold-7 0.90 1.1
fold-8 0.78 1.5
fold-9 0.73 1.51

SentBERTFLR 0.89 (Avg.) 1.24 (Avg.)
fold-0 0.83 1.43
fold-1 0.90 1.2
fold-2 0.86 1.36
fold-3 0.90 1.21
fold-4 0.93 1.18
fold-5 0.92 1.15
fold-6 0.86 1.27
fold-7 0.93 1.09
fold-8 0.87 1.26
fold-9 0.87 1.28

Table 4: Statistics showing the impact of fine-tuning the
SentBERTP model on the derived dataset for sub task
01. The experiments were carried out with 10-fold cross
validation.

encoder, and uses the embedding and a Logistic
Regression classifier to predict the concept class.

5.4 Results and Analysis

Table 4 show the results of SentBERTFLR on 10-
fold training dataaset. Fine-tuning the SentBERTP

model results in a 10% increase in the average
accuracy of the previous best model. This increase
also results in a 0.17 reduction in the mean rank
across 10-folds. The predictions obtained on the
test set using a model trained on a random fold
were submitted as part of the shared task. The
predictions received an accuracy of 0.6 and a mean
rank of 1.97. At this point, test labels have not
been released and thus, error analysis cannot be
carried out on the test set resulting in the usage of
the validation set for a single fold for error analysis.

For error analysis, the fold with the lowest ac-
curacy on the corresponding fold test set was used
(fold-0). The size of the test set for fold-0 is 65 and
of these 13 (20%) were classified incorrectly. Table
5 shows the distribution of the test set in terms of
concepts and of these how many were incorrect.
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Concept Total
Count

Incorrect
Count

Energy efficiency
and renewable en-
ergy

10 4

Board Make-Up 6 0
Carbon factor 5 2
Executive compensa-
tion

5 2

Product Responsibil-
ity

5 1

Sustainable Food &
Agriculture

4 0

Shareholder rights 4 0
Employee engage-
ment

4 0

Community 3 1
Emissions 3 0
Human Rights 2 1
Waste management 2 0
Biodiversity 2 0
Sustainable Trans-
port

2 0

circular economy 2 0
Water & waste-water
management

2 0

Injury frequency rate
for subcontracted
labour

2 2

Future of work 1 0
Employee develop-
ment

1 0

Table 5: Concept distribution of the test set instances
along with the corresponding counts for number of in-
stances that were incorrectly classified in sub task 01.

Of the 17 concepts in the train set, 7 concepts had
incorrectly classified instances. Figure 2 shows
the confusion matrix for the incorrectly predicted
classes. From the confusion matrix it can be seen
that the model primarily has difficulty in under-
standing the difference between Emissions and the
concepts Energy efficiency and renewable energy
and Carbon factor.

6 Sentence Classification

In sub-task 2, we holdout 20 percent of the data
(463 instances of 2265) as validation set to evaluate
performance of our various approaches and fine-
tune the hyperparameters. We use rest of the data

Figure 2: Confusion matrix for the incorrectly predicted
classes.

Figure 3: Histogram plot of Pair wise similarity for
sentences in the train set with the test set in sub task 01.
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Figure 4: Histogram plot of Pair wise similarity for
sentences in Val set with train set in sub task 02.

for training. We have built the following systems
for sub task 02:

• Baseline 1 (B1): We generate Term Frequency
and Inverse Document frequency for the given
data. Next, a Logistic Regression classifier is
trained to perform binary classification.

• Baseline 2 (B2): This baseline is similar to
Baseline 1 except that a Naive Bayes model
is used as the classifier.

• Leveraging Pretrained LMs: The world of
NLP has extensively benefited from the de-
velopment of large pretrained Language Mod-
els(LMs). Architectures such as ELMO (Pe-
ters et al., 2018), various extensions of BERT
(Devlin et al., 2018; Liu et al., 2019b), XL-
NET (Yang et al., 2019), GPT (Brown et al.,
2020), T5 (Raffel et al., 2019), etc have
demonstrated dramatic improvements over
conventional approaches. We were interested
in leveraging such pretrained LMs in identi-
fying if the given sentence is sustainable or
unsustainable. To accomplish this we have
built multiple systems where we finetune a
pretrained LM using the data from sub task
02, as can be seen in table 6.

6.1 Discussion

As can be seen from the results in table 6, RoBERTa
based model achieves the best performance among
all the approaches we have tried. Using the Sen-
tence Bert (Reimers and Gurevych, 2019) em-
ployed for sub task 01, we calculate the pairwise
similarity between all the sentences of train set and

Model Accuracy Precision Recall F1
Baseline
01

85 85 86 85

Baseline
02

77.26 83.9 75.42 75.03

BERT 92.4 92 92 92
T5 93.3 93.5 93.3 93.3
RoBERTa 96 96 96 96

Table 6: Statistics showing the results on Val set for
various models for Subtask 02.

held out validation set. The histogram plot of the
similarity can be seen in figure 4. Here is an ex-
ample pair of sentences from train and val sets that
has high similarity score(0.91):

• Val Sentence: In 2020, as part of our commit-
ment to carbon neutrality, we began focus-
ing Scope 2 REC purchases on a country-by-
country basis, depending on where the elec-
tricity is being used.

• Train Sentence: In 2020, as part of our ap-
proach to carbon neutrality, we began focus-
ing Scope 2 REC purchases on a country-by-
country basis, depending on where the elec-
tricity is actually being used.

It has to be noted that these sentences differ only
in the words highlighted in bold and are almost
identical to each other. Since the sentences seem
very similar across the train and val sets, we were
interested in seeing if the model was biased towards
sentences it has already seen during training. To
alleviate this and further validate our results from
pretrained LMs, we performed 10 fold cross vali-
dation to prevent model over fitting to a section of
training data. The results from cross validation can
be found in table 7. We have submitted this system
to the shared task and obtained joint third position
on the leader board with accuracy of 92.6 percent.

6.2 Error Analysis

To understand the type of errors being made by our
model, we have performed word level attribute anal-
ysis on the trained model. For this, we have used
the open source package transformers-interpret1.
Here are the types of errors being made by our
model.

1https://github.com/cdpierse/transformers-interpret
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Figure 5: Error Analysis - Categorization of errors made by our model for sub task 02.

• Errors due to missed Temporal Modeling:
These are the errors due to the model being
unaware of the temporal context of a sentence.
Examples of this type of errors are given in
(a) of figure 5.

• Errors due to bias on Adjectives: We have
noticed that attention in our model is biased
towards adjective words which might be mis-
leading the prediction when the context is am-
biguous. Examples of this type of errors are
given in (b) of figure 5.

• Errors due to insufficient information: There
are sentences that lack the information re-
quired to make a prediction even for humans.
We depict examples of this error type in (c) of
figure 5.

• Errors due to logical inconsistency: There are
a few errors where the model misses the logi-
cal consistency. For instance, in the example
shown in (d) of figure 5, the model considers
21 as a positive attribute towards making the
decision.

• Other Errors: Example of this type of errors
are mentioned in (e) of figure 5.

6.3 Observations

The sentences in test and train sets have high degree
of similarity. There are instances where the sen-
tences are nearly identical as mentioned in the dis-

Fold Accuracy Precision Recall F1
Fold 01 95 95 96 95
Fold 02 94 94 93 93
Fold 03 92.4 92 92 92
Fold 04 93.3 93.5 93.3 93.3
Fold 05 96 96 96 96
Fold 06 95 95 96 95
Fold 07 95 95 95 94
Fold 08 91.4 91 91 91
Fold 09 93.3 93.5 93.3 93.3
Fold 10 96 96 96 96

Table 7: Results of 10 fold Cross Validation using
Roberta Model on Subtask 02

cussion sub section. In addition, there are also sen-
tences which are paraphrases of each other. Here
is an example pair of sentences from train and test
sets:

• Train Sentence: Our operational carbon foot-
print (occupied offices and business travel)
will be net zero from 2030.

• Test Sentence: From 2030, our operational
footprint (occupied offices and business travel)
will operate with net zero carbon emissions.

Given the high levels of similarity, we hypoth-
esize that architectures that can model paraphras-
ing can perform well on this sub task. It might
be interesting to employ models that can generate
paraphrases of original sentences to augment the

256



Task Accuracy Mean Rank
Sub Task
01

60.08 1.97

Sub Task
02

92.68 -

Table 8: Test Results of our submissions to the shared
task.

training data and achieve competitive performance
even in low resource scenarios.

7 Test Submission

As part of the shared task, we have made submis-
sions to both the subtasks. Our team name is Jet-
sons and we have presented the results of our sys-
tems from both sub tasks in the table 8. We are
nearly 24 percentage points off from the best sys-
tem in sub task 01. We are in joint third position in
sub task 02.

8 Conclusion

In this paper, we presented our submission to the
sub tasks of FinSim4-ESG. We first present a sys-
tem that addresses the taxonomy enrichment prob-
lem for “Environment, Social and Governance"
issues in the financial domain. We first created
a derived dataset for taxonomy enrichment by us-
ing a sentence-BERT-based paraphrase detector
to create positive and negative term-concept pairs.
We employ a Logistic Regression classifier as the
decoder, resulting in test Accuracy: 0.6 and Avg.
Rank: 1.97. We then present our approach to the
sub task of sentence classification. Our best per-
forming model, a finetuned version of RoBERTa
model achieves 96 percent on validation set and
92.3 on test set.
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