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Abstract

Automatic generating financial report from a
set of news is important but challenging. The fi-
nancial reports is composed of key points of the
news and corresponding inferring and reason-
ing from specialists in financial domain with
professional knowledge. The challenges lie
in the effective learning of the extra knowl-
edge that is not well presented in the news, and
the misalignment between topic of input news
and output knowledge in target reports. In this
work, we introduce a disentangled variational
topic inference approach to learn two latent
variables for news and report, respectively. We
use a publicly available dataset to evaluate the
proposed approach. The results demonstrate
its effectiveness of enhancing the language in-
formativeness and the topic accuracy of the
generated financial reports.

1 Introduction

Automatically generating long financial reports
from a set of macro news have been recently stud-
ied with the objective to assist analysts to perform
the time-consuming reporting task. A macro news,
as shown in Fig. 1, is one paragraph with multiple
sentences describing a finance-domain event with
supporting details. The corresponding financial re-
port is a longer paragraph with key points of the
news and extended analysis, such as inferring and
reasoning, with the financial knowledge of analysts.
In the literature, long text generation has been well
studied in the domain of natural language genera-
tion processing (Guo et al., 2018; Guan et al., 2021).
Specially, generating long text from the short text
with domain-specific settings is still challenging.

The encoder-decoder architecture is commonly
employed, where the input news is encoded by a
recurrent neural network (RNN) and fed to another
RNN model to generate the target report. Some
recent works (Beltagy et al., 2020; Chapman et al.,
2021) replaced the encoder and decoder with the

transformer-based model to learn the long depen-
dency in both news and report text. However, these
encoder-decoder models tend to produce generic
sentences without the inherent uncertainty in the
generated report. This uncertainty arises from the
fact that financial reports are written by human spe-
cialists with different levels of expertise styles and
professional knowledge. Naturally, the reports are
very diverse. Probabilistic modeling is reported to
be able to learn the uncertainty and diversity of the
long texts (Bowman et al., 2016). By learning the
stochastic latent variables, the high-level informa-
tion, such as specialist inference style, is expected
to be modeled. Ren et al (Ren et al., 2021b) pro-
posed a variational autoencoder (VAE) method to
handle the uncertainty of both news and the report.
The background knowledge are learned as the con-
ditional latent variable. In addition, a VAE-based
hybrid approach is proposed in (Hu et al., 2020;
Ren et al., 2021a) where the report outline is em-
ployed as latent variable for VAE decoder. These
approaches alleviated the challenges of long text
generation. However, the topic of both news and
reports are not explicitly learned, where the coher-
ence and coverage of the generated reports are not
guaranteed. Recently, in the data-to-report genera-
tion domain, Najdenkoska et al (Najdenkoska et al.,
2021) proposed a variational model with topic in-
ference to enhance the topic alignment, where a
set of latent variables of sentence-level topics are
employed. Nevertheless, the topic misalignment
between input data and corresponding reports still
exists and makes the model hard to be learned.

To address the existing issues of topic model-
ing and alignment in a unify way, we propose a
Disentangled Variational Topic Inference (DeVTI)
approach to generate financial reports by the prob-
abilistic latent variable model. In particular, we
learn two disentangled latent variables as the top-
ics of input news and target reports, respectively.
The news-related topic represents the context in-
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The European sovereign debt crisis is the manifestation of the "sequelae" of the financial crisis relief policy. The global economy may fall into the stage of "high debt and low
growth" due to the sovereign debt crisis or slowdown of the European five countries (PIIGS). The market demand will be weakened, and the process of global recovery from the
crisis will be correspondingly prolonged. The window of the Federal Reserve to raise interest rates will be extended to 2011.
The superposition of the external forces of the global economic "rebalancing" and the internal forces of China's economic structural adjustment makes the traditional economic
growth mode of China relying on "investment + export" face "passive" adjustment. Under the influence of "real estate regulation + inflation expectation management + European
sovereign debt crisis" and other factors, the small cycle of economic downturn has been established; The domestic economic recovery is facing tortuous "Foxconn incident",
which will lead to the rise of labor cost and the slow growth of the world economy, which will lead to the decline of China's future economic growth potential. Unlike the economic
picture of "two highs and one low" (high unemployment rate, high debt rate and low growth rate) of Western economies, the future picture of China's economy will be: the era of
high growth has passed, and it will return from the previous high growth of 11% to the medium growth of 8-10%, The multiple perplexities of "moderate economic growth,
moderate structural inflation and low-level overcapacity" are accompanied by controllable inflation: under the background of the establishment of a small cycle of economic
downturn, the fall of commodity prices and the lifting of the economic overheating alarm, prices rose in the middle of the year, but inflation is controllable, and the expectation of
interest rate increase is weakened. At present, China's macroeconomic policy regulation may be trapped in a "perplexity": China's economy seems to have entered the most
contradictory and complex situation, On the one hand, the story of high growth is still expected. On the other hand, the micro operation contradictions highlight the accumulation
of many problems, which are almost irreconcilable. In the multi-level goal oriented macro-economic decision-making or the future policy orientation trapped in the macro-
economic "maze": (1) the "Chinese version of the national income doubling plan" to stimulate consumption is the key to the switch of economic growth momentum; (2)
Economic restructuring: a strategic choice that must be made; (3) The monetary cycle, the economic cycle and the inflation cycle are not synchronized. The economic downturn
and policy tightening (liquidity tightening) continued until the end of the third quarter and the beginning of the fourth quarter of 2010. It is expected that the policy will be
moderately relaxed at the end of the year; (4) The exchange rate reform was launched, and the interest rate increase was postponed.
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Figure 1: An example of news and the corresponding financial report. The co-occurred topics are highlighted.

formation while the report-related topic maintains
the prior knowledge of inference and reasoning of
human specialists. To summarize, the contributions
of this work are three folds,

• We propose a disentangled variational topic in-
ference based approach to generate the topic-
accurate financial reports.

• We study the misalignment of the variational
topic inference in the short-to-long text gen-
eration under the domain-specific setting, and
apply disentangled variational inference to
learn the latent variables of source and target
knowledge individually.

• We demonstrate that our approach achieves
comparable performance on a public large-
scale news-and-report dataset under a broad
range of natural language generation and key-
word accuracy evaluation criteria.

2 Methodology

2.1 Preliminaries

Problem Formulation Given the input news X ,
the goal is to generate a report Y = {y1, y2, ..}Nn=1

where yn refers to the nth sentence. We aim to
maximize the conditional log-likelihood as,

θ∗ = argmax
N∑

n=1

log pθ(yn|x), (1)

where θ stands for the model parameters.
Variational Topic Inference To learn to gener-
ate report toward the input news, the generation is
formulated as a conditional variational inference
problem where a set of latent variables z are em-
ployed to represent the topics of the report. We
incorporate z into the conditional probability of

news-based report log pθ(y|x) as,

log pθ(yt|x) =
∫

log pθ(yt|x, z)pθ(z|x)dx, (2)

where pθ(z|x) is the prior distribution condition to
the input news x. A variational posterior qϕ(z) is
defined to approximate the intractable true poste-
rior pθ(z|y, x) of inferring latent variables z from
the input news and the target report. By approx-
imating DKL[qϕ(z)||pθ(z|x, y)], we can obtain
E[log qϕ(z)− log pθ(y|z, x)pθ(z|x)/pθ(y|x)] ≥ 0.
Following Najdenkoska et al (Najdenkoska et al.,
2021), the ELBO of the report generation log-
likelihood log pθ(y|x) to be maximized as

log pθ(y|x) ≥ E[pθ(y|z, x)]−K0, (3)

where K0 = DKL[qϕ(z|y)||pθ(z|x)]. z is sampled
from the variational posterior distribution ztrain ∼
qϕ(zt | y) in the training, and sampled from the
prior distribution ztest ∼ pθ(z | x) in the inference.
Misaligned Topic Inference In Eq.(3), the infor-
mation covered by report y, i.e., I(y) is assumed to
be I(y) ⊆ I(x) which is too strong and not hold in
practice. The financial news is usually about a par-
ticular domain event. However, the financial report
is intuitively composed of key points of that event
and conclusive inference from business analysts.
The logical analysis presented by the financial re-
port is depended on the analyst knowledge and
common sense which are not well presented in the
input news. Thus, only I(y) ∩ I(x) ̸= ∅ is guaran-
teed such that aligning I(y) and I(x) by the same
latent variable z will incur the misaligned topics.

2.2 Disentangled Variational Topic Inference

The proposed DeVTI model is illustrated in Fig. 2.
We first disentangle the topic of news and report
from the single latent z by using another VAE to
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learn the extra knowledge zy in the target report y.
The corresponding ELBO is given following (Bai
et al., 2020),

O =
1

2
(Ezy∼qψ [log pθ(y|zy)]
+ Ezx∼qϕ [log pθ(y|zx)])−K1,

(4)

where K1 = DKL[qψ(zy|y)||qϕ(zx|x)]. The first
term encourages the report reconstruction by zy
while the second term encourages the report gen-
eration by zx. K1 penalizes the KL divergence be-
tween the approximated distribution qψ(zy|y) and
qϕ(zx|x) which are conditional to y and x. The
knowledge l, which is related to news x and ex-
tracted from report y, is expected to be aligned as

K2 = DKL[pθ(l|zy)||pθ(l|zx)]
= Eqϕ [log pθ(zy|l)]− Eqψ [log pθ(zx|l)]−K3

(5)
where K3 = DKL[qψ(zx)||qϕ(zy)]. Given that the
knowledge is covered by reports as I(l) ⊂ I(y),
E[log p(zy|l)] ≤ E[log p(zy|y)] is hold,

K2 ≤ Eqϕ [log pθ(zy|y)]−Eqψ [log pθ(zx|l)]−K3.
(6)

Thus, a higher lower bound is conducted as,

O ≤1

2
(Eqψ [log pθ(y|zy)]

+Eqϕ [log pθ(y|zx)])−K4 −K2 −K3

(7)

where K4 = DKL[pθ(zx|x)||pθ(zx|l)]. The right-
hand-side is the lower bound of objective function
Eq.(4) where K4 penalizes the KL divergence be-
tween the approximated distribution pθ(zx|x) and
pθ(zx|l). In this way, zx is disentangled to focus on
learning the topic information from input financial
news, while zy is focusing on learning the domain
knowledge of target reports. Finally, we are able to
learn the model by maximizing a new ELBO as,

1

2
(Eqψ [log pθ(y|zy)] + Eqϕ [log pθ(y|zx)])
−β2K2 − β3K3 − β4K4

(8)

where β∗ is the hyper-parameter to control the sim-
ilarity between several Gaussian distributions (Bai
et al., 2020). The K2 penalizes the KL divergence
between the predicted label from generated report
and image, which enforces the uncertainty of report
to be close to the observed image. The K3 penalizes
the KL divergence between language latent vari-
able qψ(zy) and topic latent variable qϕ(zx), which
releases the conditions in K1 and encourages two
distribution contain the shared topic knowledge.
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Figure 2: The deep model architecture. In the training,
the workflow in black and blue arrow lines are applied
while only blue arrow lines are applied in the testing.

Avg. (Std.) Percentile
5% 95%

# tokens per news 92.6 (±55.5) 58 183
# tokens per report 412.7 (±233.2) 81 784
# sent. per news 1.4 (±1.8) 1 3
# sent. per report 2.1 (±4.4) 1 10
sent. len. per news 66.6 (±41.8) 11 139
sent. len. per report 198.0 (±233.8) 11 635

Table 1: The statistics of the benchmark dataset, includ-
ing the number of token, sentences, and sentence length
for input news and target reports, respectively.

3 Experiments

3.1 Data and Evaluation Criteria

Data We evaluate the proposed approach on the
large-scale news-and-report dataset (Ren et al.,
2021b). The raw dataset1 is composed of 10,707
pairs of macro news and corresponding financial
reports. We tokenize all news and reports, and fil-
ter out frequency least than 5 by an open-source
toolkit 2 . This results in 16,052 unique tokens in-
cluding four special tokens <pad>, <start>, <end>
and <unk> (related statistics is shown in Table. 1).

There is no existing topic annotations provided
by the raw dataset, so we further automatically an-
notate each new-and-report pair by the public avail-
able tools. We apply a event parser, which is pre-
trained on financial knowledge graph data (Wang
et al., 2021) , to extract 10 types of entities and
19 types of relationships, and apply a sentiment
classifier (Tian et al., 2020) to predict their senti-
ment polarity (details could be found in A.2). We
utilize event subject-predicate-object (SPO) triple

1https://github.com/papersharing/
news-and-reports-dataset

2https://github.com/hankcs/HanLP
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Model NLG Metrics CA Metrics
B.-1 B.-2 B.-3 B.-4 R. C. E. S-E. ER. S-ER.

SEQ. (Bahdanau et al., 2014) 32.69 7.65 4.85 2.75 3.59 - - - - -
SEQA. (Bahdanau et al., 2014) 33.64 13.85 9.89 6.92 3.89 - - - - -
POINTERNET (See et al., 2017) 36.45 9.51 5.75 2.45 3.44 - - - - -
CVAE (Zhao et al., 2017) 33.50 14.07 10.04 6.97 4.65 - - - - -
CVAE-KD (Ren et al., 2021b) 46.67 20.32 12.81 8.00 6.95 - - - - -
TRANS. (Vaswani et al., 2017) 48.00 25.30 9.22 10.65 4.05 39.67 25.10 15.44 9.56 8.03
T-CVAE (Wang and Wan, 2019) 43.01 19.00 13.00 10.98 7.03 34.76 20.33 16.66 13.90 8.47
VTI (Najdenkoska et al., 2021) 40.88 23.43 12.90 10.91 10.09 30.65 19.40 17.32 14.89 11.03
DEVTI W/ E. 39.09 26.70 12.51 5.57 7.87 33.43 25.66 20.30 12.03 10.02
DEVTI W/ S-E. 39.50 22.77 11.32 6.01 6.99 31.32 25.10 21.30 12.41 11.02
DEVTI W/ ER. 38.01 20.35 10.32 8.93 6.56 39.03 19.43 17.93 14.90 10.30
DEVTI W/ S-ER. (proposed) 41.70 24.01 13.90 11.11 9.69 39.86 23.59 20.43 15.09 12.33

Table 2: Performance comparison of report generation models. The experimental results in first section is directly
cited from Ren et al (Ren et al., 2021b). The experimental results in second section is our replicated results using
their codes. The best scores are in bold face and the second best are underlined.“B.”, “R.” and “C.” stand for BLEU,
ROUGE and CIDEr scores, respectively. “E.”, “S-E.”, “ER.” and “S-ER.” stand for the F-1 measure score of entity,
entity with sentimental polarity, entity relationship and entity relationship with sentimental polarity, respectively.

with sentiment polarity to construct labels of the
news and report data, respectively.
Evaluation Criteria For report quality, we adopt
the natural language generation metrics3 includ-
ing BLEU (Papineni et al., 2002), ROUGE-L (Lin,
2004) and CIDEr (Vedantam et al., 2015). To mea-
sure the topic accuracy, we adopt the F-1 measure
for evaluating the entity and entity relationship with
or without sentimental polarity that are extracted
from the generated report and ground truth. The
micro-avg percentage scores are reported.

3.2 Baseline model and Experiment Setting
We compare the proposed approach with sev-
eral generation models, including SEQ. (Sutskever
et al., 2014), SEQA. (Bahdanau et al., 2014),
TRANS. (Vaswani et al., 2017), POINTERNET (See
et al., 2017), CVAE (Wang and Wan, 2019), T-
CVAE (Wang and Wan, 2019), CVAE-KD (Ren
et al., 2021b) and VTI (Najdenkoska et al., 2021).
For the proposed DEVTI model, we apply entity
relationship with sentimental polarity to optimize
the generator, denoted as DEVTI W/ S-ER. The
dimensions of hidden state and number of heads in
MHA are set as 512 and 8. The model is trained
with the learning rate 1e-5 with the mini-batch size
of 16. We run the experiments three times with dif-
ferent random seeds and report the average scores.
The Implementation details could be found in A.1.

3.3 Experimental Results and Analysis
We evaluate baseline and the proposed approaches
by the NLG metrics and classification accuracy

3https://github.com/tylin/coco-caption

metrics in Table 2 1st and 2nd sections.
Performance of Report Generation The pro-
posed DEVTI achieves comparative performances
in most of the NLG metrics. In addition, DEVTI
achieves best scores in accuracy of entity relation-
ship with sentimental polarity which is more chal-
lenging but critical for report usability and relia-
bility. Both results indicate the effectiveness of
learning disentangled latent variables for aligning
the topics between input news and target reports
while ensuring the language informativeness. One
possible reason could be that the relationship be-
tween entities with sentimental polarity mainly de-
termines the style and topic of the report reasoning
and inference. Thus, the latent variable of domain
knowledge could enhance the both language flu-
ency and topic accuracy coordinately.
Sensitivity Analysis To analyze how the label af-
fects the report generation performance, we con-
duct the experiments of learning DEVTI with dif-
ferent labels (as shown in 3rd section). The results
consistent with the commonsense that rich seman-
tic knowledge benefit the generation of long and
topic-accurate texts with domain-specific setting.

4 Conclusion

In this work, we propose a disentangled variational
topic inference (DeVTI) approach to enhance the
topic-accurate financial report generation. Two
latent variables are learned for the topic of news and
extra knowledge of reports. The experiments show
the effectiveness of the proposed DeVTI is able to
generate descriptive report with correct topics.
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A Appendix

A.1 Implementation via Deep Neural Network

As common practice in similar research (Kingma
and Welling, 2013; Najdenkoska et al., 2021),
qϕ(zx|x), qϕ(zy|l) and qψ(zy|y) are all parame-
terized as fully factorized Gaussian distributions
and inferred by multi-layer perceptrons (MLPs).
They are denoted as language prior module, label
posterior module and the language posterior mod-
ule. The proposed DeVTI model is illustrated in
Fig. 2. The log-likelihood is implemented as a
cross entropy loss based on the generated report
and ground-truth reports.
Topic Posterior Modules A matrix E is applied to
learn the pre-defined topic embedding. In addition,
we also learn the relationship between the topics by
the graph attention layer (Veličković et al., 2017).
A pair of topics are connected refer to their co-
occurrence in the same news-and-report pairs.
Language Prior and Posterior Modules A pre-
trained Financial BERT model is employed to learn
the token embedding of input text. The input news
is fed to the prior module while the target report is
fed to the posterior module. Noted that, the poste-
rior module produce the latent topics for guiding
the learning the generation, which only applied in
the training stage.
Report Generator Module We employ the trans-
former (Vaswani et al., 2017) as the decoder to
generate report. The transformer is composed of
multi-head attention module which is able to learn
the long dependency in news, report and news-to-
report. For each decoding step t, the hidden stats

ht is encoded from the input word features xt by
the standard encoder from Transformer,

xt = wt + et;ht = MHA(xt, x1:t), (9)

where wt and et are the word embedding and po-
sitional embedding, respectively. A multi-layers
transformer decoder is employed to generate the
proper report by the latent variable z, follow-
ing (Cornia et al., 2020; You et al., 2021), h′t is
calculated as,

h′t = MHA(ht, z). (10)

We apply L-layer MHA where each layer is fol-
lowed by the operations of residual connection (He
et al., 2016) and layer normalization (Ba et al.,
2016). Each word is predicted by y′t ∼ pt =
Softmax(h′tW

R) where WR ∈ RD×W is the lin-
ear projection to transform latent feature into word
embedding.
Report Classification Module We employ the
fully-connected network with the Sigmoid func-
tion as the binary classifier to predict each topic
from latent variable z,

p = Sigmoid(max(0, zW1 + b1)W2 + b2), (11)

where W∗ and b∗ are learnable parameters. The
classifiers are learned by weighted binary cross
entropy losses to reduce the label imbalance issue.

A.2 Label Construction
Entity-relationship Extraction We apply a finan-
cial research report-based knowledge graph4 to ex-
tract the financial entities and their relationships.
The 10 entity types include Industry, Organization,
Research report, Risk, Person, Product, Service,
Brand, Article and Indicator. The SPO triples of 19
entity relationships include (Industry, subordinate
of, Industry), (Organization, belong to, Industry),
(Research report, be related to, Industry), (Industry,
has, Risk), (Organization, has, Risks), (Organiza-
tion, be affiliated with, Organization), (Organiza-
tion, invest, Organization), (Organization, merge,
Organization), (Organization, be the customer of,
Organization), (Person, work for, Organization),
(Person, invest, Organization), (Research report,
be related to, Organization), (Organization, pro-
duce and sale, Product), (Organization, purchase,
Product), (Organization, provide, Service), (Orga-
nization, has, Brand), (Product, belong to, Brand),

4http://openkg.cn/dataset/fr2kg
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(Organization, publish, Article) and (Research re-
port, use, Indicators).

A financial BERT 5 followed a Conditional Ran-
dom Fields (CRF) model is learned to tag the token
with entities and predict the corresponding relation-
ships. The tagging model is trained by the official
code6. After that, the pre-trained tagging model is
applied to extract the entities and their relationships
from each sentence of the news-and-report data.
Sentiment Analysis We apply a open-source sen-
timent analysis toolkit7 to predict the sentimental
polarity of each sentence of the news-and-report
data. We set threshold as 0.9 such that one sentence
is predicted to be “Positive” or “Negative” only if
the related predicted probability is larger than 0.9;
otherwise it is predicted to be “Neutral”.

The extracted entities and their relationships
with the sentimental polarity of each sentence is
employed as a label of that sentence, while labels
of all sentences are constructed to be the multiple
labels of one news or report.

5https://github.com/valuesimplex/
FinBERT

6https://github.com/wgwang/
ccks2020-baseline

7https://github.com/baidu/Senta
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