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Abstract

While collecting or generating more parallel
data is necessary to improve machine transla-
tion (MT) in low-resource settings, we lack an
understanding of how the limited amounts of
existing data are actually used to help guide
the collection of further resources. In this
paper, we apply data cartography techniques
(Swayamdipta et al., 2020) to characterize
the contribution of training samples in two
low-resource MT tasks (Swahili-English and
Turkish-English) throughout the training of
standard neural MT models. Our empirical
study shows that, unlike in prior work for clas-
sification tasks, most samples contribute to
model training in low-resource MT, albeit not
uniformly throughout the training process. Fur-
thermore, uni-dimensional characterizations of
samples — e.g., based on dual cross-entropy or
word frequency — do not suffice to characterize
to what degree they are hard or easy to learn.
Taken together, our results suggest that data
augmentation strategies for low-resource MT
would benefit from model-in-the-loop strate-
gies to maximize improvements.

1 Introduction

While neural sequence-to-sequence models have
led to dramatic increases in translation quality for
many Machine Translation (MT) tasks, the large
amounts of data needed to train high quality sys-
tems is only available for a small number of the
7000 languages spoken in the world (Haddow et al.,
2022). Efforts to improve this state of affairs have
focused on data cleaning, recognizing that paral-
lel samples are often noisy and of limited domain
coverage in these settings (Kreutzer et al., 2022;
Caswell et al., 2020), and on data collection and
augmentation, with techniques ranging from large
scale crawling (Bafién et al., 2020; Schwenk et al.,
2021) to automatic data augmentation via back-
translation (Sennrich et al., 2016; Fadaee and Monz,
2018) to generating novel data through lexical or
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phrase replacement (Liu et al., 2021; Fadaee et al.,
2017). However, to make the most of limited data,
we argue that a better understanding of the role
that data samples play in training low-resource MT
models is needed.

This paper presents an empirical study of the
role that training samples play in low-resource MT
training so that future work on improving data qual-
ity and quantity can prioritize properties of data that
matter most. Our study focuses on MT in a very
low-resource setting (Swahili-English, 63k train-
ing samples) and a low resource setting (Turkish-
English, 358K samples). As Joshi et al. (2020)
note, the term “low resource” encompasses a wide
disparity of situations. We work with languages
from two distinct classes in their taxonomy of lan-
guage resources. Turkish falls into the “underdogs”
category, which comprises languages with large
amounts of unlabeled data, comparable to those
available for high-resource languages, and that are
primarily challenged by lesser amount of labeled
data (parallel text in the case of MT). Swahili falls
into the “hopefuls” category, which refers to lan-
guages for which only small labeled datasets have
been collected, often by a community which strives
to keep them alive in the digital world.

In this work we use Data Maps (Swayamdipta
et al., 2020), a technique that uses the model’s train-
ing dynamics, to identify and characterize regions
in realistic low-resource translation data and their
impact on translation quality. Data Maps places
training examples on a coordinate plane that de-
scribes a model’s confidence and variability of
these examples across the training process. We
show that the notion of difficulty of an example
changes at different stages of training, that samples
are not uniformly useful, and that existing heuris-
tics for sample difficulty do not characterize the
samples that are hard to learn based on training
dynamics. We hope that these findings can help
inform data augmentation strategies in future work.
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2 Methods

We describe the main methods used to analyze
the role of different samples in low-resource MT
training through training dynamics.

2.1 Applying Data Maps to MT

Swayamdipta et al. (2020) introduced Data Maps,
a model-based tool to characterize and diagnose
datasets by placing training samples on a two-
dimensional map based on (1) the variability (5;)
of model scores for each sample throughout train-
ing on the x axis, and (2) the model confidence (ji;)
for each sample on the ¥ axis. Their approach was
developed for classification tasks such as Natural
Language Inference. We use it here for sequence-
to-sequence models by replacing the probability of
predicting the gold class for a given input with the
probability of the gold output sequence given the
input sequence:

1 E
=23 P (w2)
e=1
and
b= S (Poco (1) )" @

e=1

On classification tasks, training on various sub-
sets of the data revealed that samples in three of
the map regions play a distinct role:

1. samples with high confidence and low vari-
ability (upper left corner) are easy to learn, as
the model consistently predicts their class cor-
rectly with high confidence, and their presence
in the training data encourages convergence
without over fitting.

2. samples with low confidence and low variabil-
ity (lower left corner) are hard to learn, pos-
sibly because they are noisy and mislabeled.

3. samples with high variance (right) are am-
biguous, and are found to contributing most
to improving the models ability to generalize
to out-of-domain data.

We divide the MT Data Maps into these three re-
gions by using the midpoint between the max and
min values of confidence and variability scores.
Figure 1 previews Data Maps for our two low-
resource MT systems (Swahili-English on the left,

Turkish-English on the right). We use BLEU, an
automatic translation quality metric, as an analog
to the accuracy of the converged model’s transla-
tion output compared against the reference. We
will discuss the specific settings used to generate it
and the findings in Sections 3 and 4 respectively.

2.2 Distinguishing MT Training Phases

MT requires generating a complete sequence that is
well formed in the target language and adequately
conveys the meaning of the source. We expect that
the multi-faceted nature of these predictions might
not be captured in a single data map.

We build on insights from Voita et al. (2021),
who showed that MT training can be split into three
distinct phases, to decompose Data Maps across
phases of training. Throughout training, MT mod-
els learn to model

1. the target language (phase 1)

2. the lexical translation between source and tar-
get words (phase 2),

3. the word reorderings needed to generate well-
formed output sequences (phase 3).

We follow their approach to determine bound-
aries between the three training phases. Phase 1
ends when the scores of a language model on MT
outputs produced by model checkpoints plateaus.
Phase 2 ends when development BLEU decreases
and non-monotonic alignments between input and
model outputs increase.

3 Empirical Study Settings

We focus on translation from Swabhili and Turkish
into English, since these are two low-resource tasks
involving under-studied languages that raise inter-
esting reordering and morphology challenges for
MT. Swahili is a Bantu language spoken by an esti-
mated 200 million people. It has an agglutinative
morphology and uses a subject-verb-object order.
Turkish is a Turkic languages, with 70 to 80 mil-
lion speakers. It uses extensive agglutination and
follows a subject-object-verb order.

Data The Swahili-English data is a combination
of data taken from the IARPA MATERIAL pro-
gram!, GlobalVoices and CommonCrawl. The
training data totals 63k sentence pairs and we have

"https://www.iarpa.gov/index.php/research-
programs/material
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Figure 1: Data Maps generated for the Sw-En (left) and Tr-En (right) training corpora. On the y-axis we plot
confidence scores and on the x-axis variability scores. The vertical and horizontal bars separate the easy (top left),
ambiguous (right) and hard regions (bottom left). The color gradation represents the sentence-level BLEU for the
final model’s predictions, from blue (lower quality) to red (higher quality).

a validation set and two test sets from MATERIAL
of sizes 2000 and 3367. The training corpus for
Turkish-English is a combination of publicly avail-
able data from WIT? (Cettolo et al., 2012) and
SETimes (Alperen et al., 2010) at around 350k sen-
tence pairs. The validation and test sets come from
the 2016 WMT news translation task (Bojar et al.,
2017); we use newsdev2016 as validation and new-
stest2016 and newstest2017 as test sets; with sizes
3000 and 3007, respectively.

All data is tokenized and true-cased using the
Moses toolkit. We use SentencePiece to generate
subword tokens with a joint vocabulary and decide
on the sizes of 4000 and 16000 for Sw-En and Tr-
En, respectively through hyper-parameter tuning.

MT Systems We utilize the Transformer model
with self-attention (Vaswani et al., 2017) imple-
mented within the Sockeye toolkit (Hieber et al.,
2020). Inspired by Araabi and Monz (2020) we
alter some of the hyper-parameters for the low-
resource data setting. For Sw-En, we set the num-
ber of layers for the encoder and decoder to 5, the
number of heads for self-attention to 2 and label
smoothing to 0.6. Both Transformer attention and
activation layer dropout is 0.3 while target word
dropout is 0.1. For Turkish-English, there are 6 lay-
ers for the encoder and decoder, and 8 self-attention
heads. Label smoothing is 0.1, Transformer atten-
tion and activation layer dropout is 0.1. We do not
use target word dropout. For both systems the num-

ber of units in the feed-forward layer is 2048, the
source and target embedding dimension size is 512,
the number of hidden units is 512. We maintain the
same training configurations for the models trained
on the entire data-set and all filtering experiments.
Models are considered converged when perplexity
on the validation set output has not improved in
20 checkpoints. We measure translation quality
with BLEU (Papineni et al., 2002). All translation
results are averaged over three random seeds.

Data Maps For generating Data Maps, we com-
pute model predictions at each checkpoint, 1000
parameter updates, and plot all training examples.
The Data Maps visualized are the result of a single
training run with a single random seed, as varying
the random seed leads to very similar looking plots.

Phase Boundary Detection To detect the tran-
sition between phase 1 and 2, we use a 5-gram
KenLLM (Heafield, 2011) language models (LM)
on the tokenized target side of the training bi-text.
At each training checkpoint, we score the model
translation output of the development set. To de-
tect the transition between phase 2 and phase 3,
we use fastAlign (Dyer et al., 2013) to obtain au-
tomatic word alignments between the source and
model translation of the development set at each
checkpoint, and compute the average Kendall tau
distance between the word orderings induced from
the alignments.
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SW-EN TR-EN
ANALYSIS1 ANALYSIS2 Newstest16 Newstest17

Baseline (100% data) 32.43 £0.15 32.524+0.15 20.61+0.09 20.10=+0.06
Subset 33%

Most Ambiguous 27.59 £+ 0.08 27.94 +0.14 16.39 + 0.29 16.02 £ 0.27
Easiest 27.63 £0.24 28.12 +0.31 15.62 +£0.12 15.12 +£0.19
Random 25.01 +0.25 25.17 & 0.06 15.63 £+ 0.06 15.29 £0.12
Hardest 11.43 £ 0.58 10.82 +0.52 12.38 = 0.17 12.19 +£0.20

Table 1: Experiments on training on subsets from the different regions for Sw-En and Tr-En.

4 Overall Data Maps

Maps Overview Figure 1 shows the Data Maps
for our Swahili-English model (Sw-En; on the left)
and for our Turkish-English model (Tr-En; on the
right). The distribution of samples across regions
differs from the classification maps in prior work
(Figures 1-2 in Swayamdipta et al. (2020)), reflect-
ing the complexity of the MT task and the low-
resource training regime. The spread of confidence
and variability scores are smaller for MT, leading
to samples being more concentrated in the lower
left part of the map. MT maps have more hard
samples than in classification maps, and the distinc-
tion between easy and ambiguous is not as clear
cut. Unlike in classification maps, even the easiest
samples do not reach upper left corner of the map.
Furthermore, for the very low resource Swahili-
English, training samples have lower confidence
and variability than for Turkish-English, and are
concentrated in the easy and hard regions. The
translation quality of the final model increases with
the distance from the origin in the map: decod-
ing outputs for hard samples have the worst BLEU
scores, while high confidence and high variability
samples are translated with higher BLEU. This con-
firms that neither confidence nor variability alone
can characterize sample difficulty. Note that low
BLEU scores might arise from bad MT or from
good MT that do not match noisy references.

Role of regions Following Swayamdipta et al.
(2020), we conduct filtering experiments to charac-
terize the role that samples in different regions play
in the training process. We train MT models until
convergence on a third of the original training set,
selecting samples with 1) high confidence (easiest),
2) high variability (most ambiguous) and 3) low
confidence (hardest). We also include a random
sample of the same size as a basis for comparison.

The MT configuration is kept constant throughout
these experiments as described in Section 3.

As can be seen in Table 1, training on subsets of
the data degrades performance substantially com-
pared to the full data baseline. Swayamdipta et al.
(2020) found that when using the most ambiguous
samples, training on one third of the data main-
tained the baseline performance in-domain and
slightly improved out-of-domain performance. Un-
surprisingly, this does not hold for our low-resource
MT tasks.

The relative drops based on different selection
methods are more revealing. Compared to the base-
line trained on the complete dataset, the lowest
degradation in BLEU is obtained by training on
either the easiest or ambiguous samples (tied) for
Swahili-English, and by ambiguous samples for
Turkish-English. Specifically, easiest samples im-
prove translation quality over random samples by
2.6-3 BLEU points on Swahili-English, but reach
the same quality for Turkish-English. The quality
obtained with ambiguous samples is the same as for
the easiest samples for Swahili-English and slightly
better (and statistically significant) for Turkish-
English. While overall these results corroborate the
findings of Swayamdipta et al. (2020) that easy and
ambiguous samples are the most useful for training,
the two regions do not play as distinct a role as in
classification settings: on the SNLI and MultiNLI
tasks, ambiguous samples were found to lead to
improved out-of-domain performance, with mini-
mal degradation of in-domain performance, while
easy samples hurt performance in large amounts
but help convergence in small amounts. In our set-
tings, the distinction between easy and ambiguous
samples is not as clear cut in the map, which is
confirmed by these filtering experiments.

Overall, these results call for further analysis to
better understand map regions throughout training.
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5 Data Maps Across Training Phases

Maps Overview The Data Maps for each of the
three training phases (Figure 2) show that samples
do not play a constant role throughout the training
process. For both language pairs, samples are ini-
tially distributed across the diagonal during phase
1 — target language modeling. Samples variability
decreases in later stages focused on cross-lingual
learning, leading to more easy samples and fewer to
none ambiguous samples. The range of confidence
scores increases throughout training for Turkish-
English, with a small peak in distribution in the
easiest upper left right corner in the later phases,
while the confidence remains under 0.5 for most
samples in the very low Swahili-English setting.
For both language pairs, a large fraction of samples
remain in the hard region throughout training.

Sample Movement We characterize movement
across regions more directly by reporting the pro-
portion of samples that move across the differ-
ent regions over the three training phases in Fig-
ure 3. The main type of movement consists of
hard samples becoming easy from one phase to the
next: 30% of Swabhili-English samples and 25% of
Turkish-English samples that were hard in phase
1 become easy in phase 2, while 23% of Swabhili-
English samples and 24% of Turkish-English sam-
ples that were hard in phase 2 become easy in phase
3, reflecting that model confidence increases while
variability remains in the same lower range for
these samples as training progresses. Easy samples
in one phase remain easy in the next. Ambigu-
ous samples also remain ambiguous, except for
Turkish-English where 15% of samples move from
the ambiguous to the easy regions between phases
1 and 2. Notably, by the end of training, 42% and
35% of the Swabhili and Turkish data respectively
are still classified as hard examples.

Overall, this analysis suggests that the role of
samples changes during training, but in a way that
reflects overall model improvement rather than the
modeling focus of each phase: for instance we do
not observe a trend where samples that are easy
for language modeling in phase 1 become hard in
phase 2 while learning lexical translations. We
conduct further filtering experiments to assess how
sample movement impacts training more directly.

Filtering Experiments We conduct experiments
where we filter out 20% of the training samples in
various ways (Appendix Table 4), thus controlling

the amount of training data throughout. Filtering
out only the samples that are hard in phase 3 leads
to no loss in translation quality compared to us-
ing all the data, while filtering out samples that
are hard during each phase of training leads to
no difference for Swahili-English and a small but
significant decrease in BLEU for Turkish-English,
where significance is defined by performance out-
side the confidence interval from averaging scores
over three random seeds. By contrast, filtering a
random sample of the same size hurts BLEU sig-
nificantly.

We also filter out all the samples that are hard
in phase 3, which means that they remained hard
throughout the three phases of training. This repre-
sents a substantial portion of the training set — 42%
of the data for Swahili and 35% for Turkish — which
leads to very small training sets in our low-resource
settings. As expected, this hurts translation quality
significantly, but not as much as removing the same
amount of randomly selected data.

Overall, these results suggest that while the hard
samples do not contribute as much as other samples
to improving MT models in these low-resource set-
tings, they are not just noise that should be filtered
out. Samples that are hard to learn only in early
phases can have a small positive impact on BLEU.
This leads us to examine the properties of samples
in each of the regions.

6 Characterizing Region Properties

Table 2 shows randomly selected samples in each
of the Data Maps regions. As can be seen from
these examples, it is not immediately obvious what
makes a sample hard vs. easy. We note that sen-
tence length does not correlate with region place-
ment. Minor lexical changes between the reference
and Google translation can place samples in either
the easy or ambiguous regions.

6.1 Correlation with Data Difficulty
Heuristics

Metrics We compare the notion of sample diffi-
culty from Data Maps against heuristic data char-
acterizations from the literature. At each phase
and for the overall Data Maps, we divide the data
by regions and compute Pearson’s correlation co-
efficient between the distance of a training exam-
ple from the origin (using the variability and con-
fidence values as a coordinate pair) and various
measures of difficulty. There is no clear way to
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Figure 2: Data Maps for the Sw-En (top) and Tr-En (bottom) data broken down according to phases 1 to 3 (from left
to right). Region boundaries and BLEU color gradations are defined as in Figure 1.
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Figure 3: Heat maps tracking the movement of samples between regions across phases for Sw-En and Tr-En. The
vertical axis represents the location from the previous phase and the horizontal axis the location in the current phase.
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Region Example source, reference English translation, Google translation of source

Easy SW SRrC: Mtandao wa haki za Binadamu illitoa ripoti yake ya 2013 kuhusu "hali
mbaya’ ya haki za binadamu nchini Vietnam:
GT SRC: The human rights network released its 2013 report on the 'dire situation’ of
human rights in Vietnam:
EN REF: The Vietnam Human Rights Network released its 2013 report about the
worsening’ human rights situation in Vietnam:

Ambiguous SW SRC: Sata: umetokea mji gani?

GT SRcC: Sata: What city are you from?
EN REF: Sata: which town are you from?

Hard SW SRcC: Miongoni mwa wasichana hawa, 41 walifariki kufuatia tukio hili la mauaji
ya kijinsia na 15 wakiachwa na majeraha mabaya sana.
GT SRC: Of these girls, 41 died as a result of the genocide and 15 were left with
serious injuries.
EN REF: Of these girls, 41 died as a result of this femicide and 15 are badly hurt.

Easy TR SRC: Hareket etmenin beynimizin en 6nemli fonksiyonu olduguna inaniyorum —
kimsenin size bunun yanlig oldugunu sdylemesine izin vermeyin.
GT SRC: [ believe movement is the most important function of our brain — don’t let
anyone tell you that it’s wrong.
EN REF: I believe movement is the most important function of the brain — don’t let
anyone tell you that it’s not true.

Ambiguous TR SRC: Bugiin, iki oglum David ve Daniel, annem ve babamla konusabiliyor, onlar1

taniyabiliyorlar.
GT Src: Today, my two sons, David and Daniel, are able to talk to and get to know
my parents.
EN REF: Today, my two sons David and Daniel can talk to my parents and get to
know them.

Hard TR SRC: Bu siire¢ 20-30 y1l civart siirer.

GT SRc: This process takes around 20-30 years.
EN REF: The process takes two to three decades.

Table 2: Sentence samples from the three Data Map regions for Swahili and Turkish.
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Classifier SW-EN TR-EN
Ambiguous, Easy or Hard? 0.65 0.64
Hard or not? 0.78 0.82

Table 3: Accuracy of classifiers for placing examples in
different map regions.

define what makes a MT training sample difficult,
however hypotheses about properties of easy vs.
difficult samples emerge from prior work on data
cleaning and curriculum learning. We include dual
cross entropy (Junczys-Dowmunt, 2018) as a mea-
surement of data noise, and sentence length, token
frequency and word norm embeddings as sentence
difficulty criteria from the curriculum learning liter-
ature (Zhang et al., 2019; Platanios et al., 2019; Liu
et al., 2020). Sentence length and token frequency
are computed at the word level; although we saw
similar trends at the subword level.

Findings We find that most metrics considered
have a weak correlation with the distance from
the origin according to Data Maps (Appendix Fig-
ures 4, 5). Only dual cross-entropy achieves a
moderate correlation, primarily in the hard regions,
which is not surprising given that it is based on
model scores just like Data Maps. We use a rule of
thumb for cutoffs at 0.3 and 0.5 for weak and mod-
erate correlation, as outlined by Hinkle et al. (2003).
This might explain why no clear data difficulty met-
rics has emerged from the curriculum learning liter-
ature, where data ordering strategies that improve
translation quality do not always align with mean-
ingful intuitions about sample difficulty (Zhang
et al., 2019), and raise the question of whether the
difficulty captured by Data Maps is purely related
to model uncertainty rather than intrinsic data un-
certainty.

6.2 Map Regions Can Be Automatically
Predicted

While uni-dimensional heuristics do not help ex-
plain sample positions in Data Maps, we ask
whether data properties suffice to automatically
predict in which region a sample lies.

We train supervised classifiers that predict the re-
gion of a sample by fine-tuning an XLM-RoBERTa
model, and evaluate on held-out data. The train-
ing data consists of a balanced set drawn from the
easiest, most ambiguous and hardest Data Maps
samples. On the binary task that consists of dis-

tinguishing hard samples from others, the classi-
fier achieves a high accuracy, in comparison to a
random baseline. On the three-way classification
task, we find that the classifier confuses easy and
ambiguous samples, confirming that the boundary
between these two regions is not as clear.

Overall these results indicate that data intrinsic
patterns captured by the classifier partially explain
map regions, even though these patterns are not
as interpretable as the uni-dimensional characteri-
zations from Section 6.1. However, the classifier
does not entirely separate data uncertainty from
model uncertainty since the underlying multilin-
gual language model shares basic properties with
the Transformer model used for translation.

7 Related Work

It is well established that data quality can have a
large impact on the performance of MT systems.
Khayrallah and Koehn (2018) shows how different
types of training set noise impact the quality of
neural MT models. Dual cross-entropy (Junczys-
Dowmunt, 2018) and other techniques are routinely
used to clean crawled datasets that are known to
contain many types of noise (Caswell et al., 2020).

Training sample difficulty is often considered in
the context of curriculum learning, which aims to
present training examples to the model in an order
that benefits model performance or convergence
speed. Some of the earlier works by Bengio et al.
(2009); Cirik et al. (2016) show that ordering train-
ing samples by sentence length can decrease train-
ing speed or improve model performance. Zhang
et al. (2018); Platanios et al. (2019) go on to de-
velop curriculum learning strategies building on the
use of linguistic features such as sentence length or
word frequency; but their results are mixed. Later
works have looked at more model-focused tech-
niques for deciding the difficulty of training exam-
ples such as the norm of source words (Liu et al.,
2020), language model scores on monolingual text
(Zhou et al., 2020) or the change in the decrease
of MT model loss (Xu et al., 2020). These tech-
niques have shown more consistent improvements
in translation quality but still do not query informa-
tion from the MT model itself; except in the case
of the latter which still only looks at local changes
in the model loss. In contrast Data Maps are based
on a holistic view of the training process.

Prior work on low-resource settings has primar-
ily focused on modeling strategies or supplement-
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ing the training data. Araabi and Monz (2020)
determined appropriate hyper-parameters for Trans-
former models that were initially developed in
high resource settings. Sanchez-Cartagena et al.
(2021) paired data augmentation with a multi-task
modeling approach to strengthen the power of the
model’s encoder and decoder. Others considered
restricted sampling from MT decoding (Li et al.,
2020), leveraging a high resource pivot language
(Xiaetal., 2019), generating new contexts for infre-
quent words (Fadaee et al., 2017) and learning to
edit noisy training samples (Briakou et al., 2021).

8 Conclusion

This work used training dynamics in the form of
Data Maps to understand the role of samples in two
low-resource machine translation tasks (Swabhili-
English and Turkish-English). The Data Maps
show that the role of samples changes across the
training of neural MT models. Filtering experi-
ments show that all samples contribute to training
and that hard samples do not hurt translation quality.
Further analysis shows that the role of samples can-
not be explained by simple uni-dimensional heuris-
tics, although classifiers can be trained to detect
which region a sample belongs to with a potentially
useful level of accuracy. This suggests future work
on using Data Maps to guide data augmentation,
possibly using automatic classifiers to target the
easy or ambiguous samples that are more likely to
benefit further training.

Limitations

Languages Our empirical study is limited to two
language pairs, and only considers translation into
English. While Swahili and Turkish are both mor-
phologically rich languages that are under-studied
in MT and NLP research, and fall in different cat-
egories in the taxononmy of Joshi et al. (2020),
this work alone does not indicate how our find-
ings generalize to other language pairs, translation
directions, and data conditions.

Models We also experiment with a single Trans-
former model architecture. However this is the
dominant architecture in MT research, which
makes the findings more broadly applicable.

Evaluation Finally, our evaluation of MT quality
is done entirely automatically by comparing sys-
tem outputs to reference translations using BLEU,
which is an imperfect yet useful measure of quality.
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A Appendix

SW-EN TR-EN

ANALYSIS1 ANALYSIS2 Newstest16 Newstest17
Baseline (100% data) 3243 +£0.15 32.52+£0.15 20.61£0.09 20.10£0.06
Filter 20%
All/All/Phase 3 32.65+0.06 32.58+0.24 20.68+0.10 20.20+0.23
All/Phase 2/Phase 3 32.52+0.24 32.49 +£0.24 20.45 4 0.04 20.20 +0.14
Phase 1/Phase 2/Phase 3 32.32 +£0.16 32.30 £ 0.09 20.06 £ 0.08 19.74 £+ 0.06
Filter 42% (SW), 35% (TR)
All/All/Random 29.38 £ 0.19 29.46 +0.15 19.10 £0.19 18.68 £ 0.02
All/All/Phase 3 31.33+£0.10 31.37 +0.17 19.55 £+ 0.07 18.87 +£0.24

Table 4: Filtering experiments for Sw-En and Tr-En. All indicates 100% of the data is used and Phase k indicates
filtering a percentage of the hardest samples as scored by Phase k.
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Figure 4: Pearson correlations of rankings according to distance from the origin on the Data Maps and other metrics
for Sw-En. We include correlations for the overall data (in blue) and a breakdown by sub-region. We also show the
change in correlations when looking at the Data Map as a whole vs. according to each phase.
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Figure 5: Pearson correlations of rankings according to distance from the origin on the Data Maps and other metrics
for Tr-En. We include correlations for the overall data (in blue) and a breakdown by sub-region. We also show the
change in correlations when looking at the Data Map as a whole vs. according to each phase.
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