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Abstract

Text data can pose a risk of harm. However,
the risks are not fully understood, and how to
handle, present, and discuss harmful text in a
safe way remains an unresolved issue in the
NLP community. We provide an analytical
framework categorising harms on three axes:
(1) the harm type (e.g., misinformation, hate
speech or racial stereotypes); (2) whether a
harm is sought as a feature of the research de-
sign if explicitly studying harmful content (e.g.,
training a hate speech classifier), versus un-
sought if harmful content is encountered when
working on unrelated problems (e.g., language
generation or part-of-speech tagging); and (3)
who it affects, from people (mis)represented in
the data to those handling the data and those
publishing on the data. We provide advice for
practitioners, with concrete steps for mitigating
harm in research and in publication. To assist
implementation we introduce HARMCHECK
– a documentation standard for handling and
presenting harmful text in research.

1 Introduction

Text data can cause harm in a range of ways. First,
different content creates different risks of harm.
For instance, misinformation can contaminate the
information landscape and polarise groups (Mi-
hailidis and Viotty, 2017; Au et al., 2021); Hate
speech and abusive language can pollute online
communities and inflict long-lasting trauma on its
victims (Waldron, 2012; Vidgen et al., 2019); Neg-
ative social stereotypes and misrepresentations of
individuals or groups can perpetuate historical in-
justice and lead to unjust allocation of opportu-
nities or resources (Buolamwini, 2017; Blodgett
et al., 2020). Second, different research settings
affect how harms are encountered. Some harm-
ful content is sought when researchers deliberately

investigate phenomena such as hate speech, extrem-
ism or misinformation. In other cases, researchers
are working in seemingly unrelated domains (e.g.,
language generation, part-of-speech tagging or se-
mantic search) but may still encounter unsought
harmful content, especially if the data are scraped
from internet sources (Luccioni and Viviano, 2021;
Dodge et al., 2021; Kreutzer et al., 2022). Third,
different groups are harmed by text content dur-
ing the research process and may suffer immediate,
representational or vicarious harms. These groups
include data subjects (i.e., people represented in the
data); data handlers and researchers, (i.e., those
who collect, annotate or audit the data, and pro-
duce research outputs) (Pyevich et al., 2003; Vid-
gen et al., 2019; Newton, 2020); and readers and
reviewers (i.e., those who read research outputs).

Each of these complexities – what the source
of harm is, how one is harmed and who is harmed
– presents concerning ethical and methodological
challenges that need to be addressed for the NLP
field to advance in a responsible and equitable man-
ner. If left unaddressed, inadequate safeguarding
can stifle healthy research practice around harm-
ful content. Careless presentation of examples in
academic papers perpetuates negative portrayals of
data subjects and could distress readers, while in-
cautious research protocols inflict an emotional toll
on data handlers, annotators and researchers. Fur-
thermore, if not explicitly stated, researchers risk
being misconstrued as aligning with the views ex-
pressed in harmful content. Despite these concerns,
avoiding any research that bears a risk of harm is
untenable because harmful content is a feature of
many datasets (and the real world). Bringing text
harms to light and communcating their features via
research is a critical first step to tackling them.
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We address these unresolved challenges, and pro-
vide both an analytical framework that describes
the sources of harm, who they affect and how;
and a set of guidelines which outline the respon-
sibilities that researchers have, to others and to
themselves, when handling and presenting harmful
text. To ease adoption of our recommendations,
we present HARMCHECK – a checklist for trans-
parent, responsible, and reflective reporting of text
harms in research. While algorithm audits and
the risks of harm arising from model deployment
have received relatively widespread attention (for
a summary, see Weidinger et al., 2021), there is
significantly less research documenting the risks
that arise pre-deployment, i.e., during the research
design, dataset processing and publication stages.
The novel contribution of our work is to establish a
common ground and encourage better protocols for
continuing empirical research on harmful text in
a safe and proportionate manner. Note: any paper
that presents harmful content should include a clear
content warning in the introduction or abstract at
least a page before any examples are shown.

Content Warning: This document discusses
examples of harmful content (hate, abuse, misinfor-
mation and negative stereotypes). The authors do
not support the use of harmful language, nor any
of the harmful representations quoted below.

2 Harms and Risks in Text Data

2.1 What is Harmful Content?

We use the term ‘harm’ to refer to both the content
which creates a risk of harm (i.e., hate speech as
a cause of harm), as well as the negative impact
of that content on the emotional, psychological
and physical well-being and safety of individuals,
groups or society (i.e., psychological harm as an
effect of hate speech). In practice, whether a form
of content inflicts harm (and, if so, the degree of
harm that it inflicts) depends on a range of inter-
secting factors, including the nature of the content;
the immediate and broader context; the historical
setting; where it comes from; who it is directed at;
and who encounters it. Small differences in these
factors can make a substantial difference, and not
all content that presents a risk of harm will actually
inflict harm in every case. In this paper, we adopt
the position that ‘harmful content’ both constitutes
a harm in-of-itself (i.e., it is harmful because of its
intrinsic features) and causes harm because of the
substantial risk of detrimental effects on individu-

als, groups or societies (i.e., it is harmful because
of its impact) (Waldron, 2012).

Previous works have proposed taxonomies for
understanding various risks (Weidinger et al., 2021)
and types of harmful content (Banko et al., 2020).
However, types of harmful content and the associ-
ated risks are, by their nature, complex, emergent,
contextual and changing – they are an ‘open class’
problem, which means that enumerating all vari-
eties is not possible. We focus primarily on harmful
content that is associated with discrimination, ex-
clusion and toxicity, as well as informational harms
(Weidinger et al., 2021). For example, our scope
includes misinformation (Derczynski et al., 2015),
propaganda (Da San Martino et al., 2020), incen-
diary and manipulative messages, descriptions of
harmful acts, hate speech, abuse, slurs and threats
of violence (Vidgen and Derczynski, 2020), as well
as sexist, racist and otherwise marginalising or
negative stereotypes (Birhane and Prabhu, 2021).
Other forms of illegal content, such as child abuse
and terrorism material, present risks that could be
covered by the guidelines here but likely require
supplementary safeguarding given their severity.

The nature of the harm that individuals experi-
ence from harmful content varies considerably. It
can depend on duration (either short- or long-term);
and how it manifests (either internalised, such
as suffering negative emotions, or externalised,
such as exclusion from resources due to misrep-
resentation). Externalised short-term harms may
be more obvious but internalised and long-term
harms can be just as damaging. For instance, on-
line hate can severely damage the mental health
of victims – a long-term and internalised form
of harm (Gelber and McNamara, 2016). Harm-
ful text can inflict negative effects on society, as
well as individuals. These harms can be harder to
identify because they are pernicious and nuanced,
creating wider and more diffuse negative effects.
Individual- and societal-levels harms often interact:
in one direction, societal-level harms can deepen
individual-level harms by increasing the affective
pull of harmful content. Representational harms,
for example, emerge from sexist, racist, ableist, and
otherwise unjust historical, cultural and societal
norms, which are then embedded in data (Blodgett
et al., 2020; Ahmed, 2007). Such harms can lead
directly or indirectly to allocational harms, where
under-served groups face inequitable constraints to
resources, reflecting back a deep-rooted culture of
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injustice and power asymmetry. In the other direc-
tion, individual-level harms can accumulate into
societal-level harms. For example, electoral mis-
information can lead to individuals attending the
wrong location to vote, disrupting the democratic
process; while climate change or vaccine misinfor-
mation targeted at individuals can place a negative
externality on wider society.

The designation of content as harmful has so-
cial, political and methodological implications. It
is often difficult to quantify and measure the degree
of harm inflicted on individuals, groups or society
because the materialisation of harms is intimately
related to identity, lived experience and context.
The same content could affect individuals idiosyn-
cratically: in a study of perceptions of hate speech,
Costello et al. (2019) show that men and political
conservatives find hateful material less disturbing
than women or liberals, while Sap et al. (2022)
find annotators who scored highly on their scale
for racist and conservative beliefs rated anti-Black
language as less toxic. This raises the question of
who decides what is harmful? Critical data schol-
ars (Benjamin, 2019; D’ignazio and Klein, 2020;
Birhane, 2021) contend that those at the receiving
end of harm and injustice hold the epistemic prerog-
ative to define harm due to their lived experience
– while those occupying the most privileged posi-
tions in society are poorly equipped to recognise
it, a phenomena that D’ignazio and Klein (2020)
term the privilege hazard. For example, given the
problematic history of the term, it should not be
up to white researchers to decide whether the use
of “n***a” is offensive or not. The experiences of
individuals and communities at the margins of so-
ciety who often disproportionately face abuse, hate
speech and marginalisation must direct and shape
understanding of harm (Benjamin, 2019). Thus,
while we outline some of the key considerations
in handling and presenting harmful content, we
recognise that assessing harm is always a reflective,
contextual and ongoing process.

2.2 How is Harm Encountered?

Text data is fundamental to nearly all areas of lan-
guage processing, and good quality data is critical
for better performing, safer and more robust mod-
els (Sambasivan et al., 2021; Xu et al., 2021). The
shift towards widespread use of pre-trained mod-
els has intensified the search for more and higher
quality data within the NLP community. To deal

with the demands of deep learning, many data cura-
tors and researchers have turned to internet-scraped
datasets, such as the Common Crawl Corpus or
WebText (Radford et al., 2019). Large-scale lan-
guage models pre-trained on such datasets have
become popular because of their high performance
and the ease with which they can be accessed, such
as using Hugging Face Transformers (Wolf et al.,
2020). They are now commonly-used ‘out-of-the-
box’ for a variety of downstream tasks (Kirk et al.,
2021). Most researchers can only fine-tune these
models on small datasets because retraining a large
model from scratch is infeasibly resource-intensive.
Recent work has prioritised data acquisition over
model complexity (Paullada et al., 2021) and fore-
fronted the importance of data audits (Koch et al.,
2021). While these developments are welcome, it
may mean that researchers spend more time quali-
tatively inspecting datasets, auditing their content,
and manually reviewing labels. This creates new
venues for harm. However, exactly how harms tran-
spire during data auditing and model training de-
pends on whether harmful content is unsought i.e.,
encountered unexpectedly in the dataset, versus
sought, i.e., collected as a feature of the research
design to investigate harmful phenomena.

Unsought Harmful Content The potential for
encountering harmful content exists even when one
is not looking for it, especially with the wider use
of large-scale, internet-scraped datasets. The enor-
mity of these datasets increases the likelihood of
harmful content and decreases the tenability of hu-
man audit for quality or toxicity (Hanna and Park,
2020; Luccioni and Viviano, 2021; Kreutzer et al.,
2022). Harms in datasets can transfer to the models
trained on them (Bender et al., 2021; Rauh et al.,
2022). Large language models have emergent ca-
pabilities which are difficult to fully understand
(Bommasani et al., 2021), creating a risk that harms
will be inadvertently propagated in novel and un-
expected ways from derived model’s behaviours,
generations or predictions (Gehman et al., 2020).
We term this latent risk unsought harm. It is partic-
ularly noteworthy because people may not be fully
aware of it, and so have an increased chance of not
preparing for it.

Sought Harmful Content In some research,
harmful content is actively sought out e.g., when
compiling a dataset of hate speech, or auditing a
dataset for toxic content. In this case, data cu-
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rators, auditors and researchers typically cannot
avoid coming into contact with harmful content –
it is difficult to study hate speech without a dataset
that contains hate. When harmful content is the fo-
cus of a study, the researcher expects to encounter,
and may even target, harmful text. We term this
sought harmful content. On the one hand the effect
of sought harmful content poses a greater risk due
to the increased density of harmful content. Yet
on the other hand, researchers, auditors, annotators
and reviewers are somewhat aware of the risks a
priori and can prepare accordingly (see §3.1).

2.3 Who is at Risk of Harm?

Harms in text data can affect many groups. We
identify three (non-mutually exclusive) risk groups.

Those represented in the data Humans repre-
sented in the dataset are at risk of harm from what
it contains and what it omits. Harms arise from
‘hyper-visibility’ (Noble, 2013), where excessive
data portraying negative attributes such as stereo-
types is collected (Birhane and Prabhu, 2021).
Harms also come from ‘hypo-visibility’, a form
of erasure whereby the lived experiences of entire
groups and communities are omitted from the data,
thus rendered invisible to NLP systems (Jo and Ge-
bru, 2020). These two directions of harm, hyper-
and hypo-visibility, can exacerbate each other if (a)
certain groups are represented rarely and (b) those
representations are exaggerated harmful portrayals.

Presenting harmful content in research publica-
tions without the necessary precautions and safe-
guards can propagate the harm to data subjects.
This is the case for misinformation where spreading
known-harmful ideas and false claims without mak-
ing the problems with them unavoidably evident
can perpetuate the harm that is caused. For instance,
exposure to false headlines increases the chance of
their claims being accepted and normalised, even
when the reader knows they are false (Pennycook
et al., 2018). Research that presents negative stereo-
types without contextualisation and qualification
also risks further entrenching the associations in
the dataset, deepening the harm to the data sub-
jects (Barlas et al., 2021). In particular, when re-
searchers are from a different background to those
that are subject to harms, there is a greater risk of
‘dehumanisation-by-datafication’, where the con-
tent is treated as de-humanised data studied in an
abstract manner – rather than something that has
direct implications for the subjects’ representation,

welfare, and safety (Leurs and Shepherd, 2017).

Those working with the data People who work
with harmful text at any stage during the research
process are at risk of vicarious trauma through their
exposure to harmful content, particularly if it is re-
peated (Pyevich et al., 2003; Dubberley et al., 2015;
Newton, 2020; Steiger et al., 2021; Spangenberg,
2022). Dataset curators are exposed to harm when
collecting dataset entries; for example when us-
ing keyword searches on a social media platform’s
API to find content. After data is collected, data
processors or engineers are exposed when writ-
ing code or cleaning data; for example, inspecting
datasets that contain a high-proportion of abuse.
Exposure to harms also arises during analysis; for
example, in unsupervised learning, topic labels are
assigned by reading the most representative docu-
ments, or in supervised learning, entries are given
labels and models may be interrogated with quali-
tative error analyses. Data labellers or annotators
are at particular risk of harm as they are burdened
with assigning labels to data entries. Data labelling
and annotation is a critical yet undervalued part of
NLP research and data labellers, as they deal with
fine-grained details of data, are at high risk of harm.
During the publication stage, there is a welfare risk
to authors as they discuss, summarise or directly
quote examples; as well as a reputational risk if
these examples are misconstrued as representing
author beliefs through careless reading, ambiguous
presentation, or being taken out-of-context.

Those consuming research about the data Peo-
ple reviewing and reading papers or attending talks
produced about the data, may be distressed by ex-
posure to harmful content. If such examples are not
properly justified then reviewers can object to their
inclusion, give negative reviews or propose desk
rejection. Consider this example (synthetic) review
comment on a paper investigating hate speech:

Ethical issue: Even though the authors
added a trigger warning in the paper, it
was still uncomfortable for me to see
examples along the lines of “I want to
murder Muslims" in this manuscript. Re-
searchers should confine themselves to
discussion of their novel methods; it’s
not relevant to include so many distract-
ing and useless quotes.

HARM
FUL QUOTE
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The risk to readers’ welfare must be balanced
with the need to provide examples that demon-
strate the nature and severity of the research under-
taken. As such, harmful examples should always
be clearly justified and carefully presented.

3 Guidelines for Handling and Presenting
Harmful Text

In areas of academic research outside of NLP, there
are well-established practices for reducing the risk
and severity of harm that researchers experience.
People working in a chemistry lab are protected
by safety protocols for working with hazardous
materials, such as poisonous gases or radioactive
substances. Analogously, there should be protocols
for reducing the risk of harm from hazardous ma-
terials in language. This section outlines ways to
reduce the risk of harm from text data. We present
our guidance in chronological order of the contact
points that arise during research and practice.

3.1 Mitigating Harmful Text from the Start

The first opportunity to mitigate harm is during
data curation and selection. If harms to data sub-
jects are not tackled at this stage then they can
become ‘frozen in time’ within the dataset. When
harmful content is unsought because the reason for
creating the dataset is for other NLP tasks (e.g.,
training a large language model), the onus lies
on researchers, data creators and curators to au-
dit and safeguard their datasets prior to public re-
lease. Indeed, some unlabelled corpora used to
train large language models are filtered to remove
the most obvious forms of toxic language (Brown
et al., 2020). Filtering, while well-motivated, must
be cautiously approached because it can censor
and erase marginalised experiences. For exam-
ple, crudely removing language that could be con-
sidered offensive (e.g., any use of potentially re-
claimed terms, such as “sex” or “gay”) risks ex-
cluding the language of entire communities who
may use such terms to communicate about sexual
health (Dodge et al., 2021).

Harmful content that is unsought can potentially
be as harmful as sought harmful content. However,
there is substantially more literature and audit work
documenting this unsought form of dataset harm
(Luccioni and Viviano, 2021; Birhane et al., 2021;
Dodge et al., 2021). Accordingly, researchers, data
auditors and annotators that actively engage with
sought harmful content are the main focus of our

guidelines for handling, presenting and publishing
research.

3.2 Handling Harmful Text During Research

Several practical steps can be taken when handling
harmful text.

Brief It is important that the objectives of the re-
search are well-understood, as well as the likely
risks that will be encountered. Working in teams
(as opposed to solo) helps distribute the amount
of harmful text one is likely to be exposed to. Re-
search teams should avoid engaging in projects
without at least one researcher who has some prior
experience or without extensively reviewing prior
research and critically examining the upcoming
task. Researchers need to make a realistic and
well-grounded assessment of the risks that they and
others are likely to face before starting work.

Check-in Check-ins between team members
should be regular and frequent, and there should
be a direct channel of communication between
all researchers (including annotators). Senior re-
searchers should provide feedback mechanisms
that are both anonymous and individual, giving
opportunities for people with different communica-
tive preferences and needs to provide meaningful
updates on their experience of the work. At a min-
imum, there should be space for people working
with harmful text to talk about their experiences,
even if just to share anecdotes or vent (Marwick
et al., 2016). Regular feedback can also aid the
research process by creating multiple touchpoints
between all parts of the research team. This could
affect research design as, for example, sustaining
communication may be more complex with third-
party crowdsourced workers.

Limit The risk of researchers experiencing harm
can be minimised by reducing their exposure to
content. For some researchers, such as annotators,
exposure is unavoidable – but can be limited with
more efficient techniques for working with data.
For instance, active learning and transfer learning
reduce the total amount of labelled data needed
for a given project. In some fields, such as com-
puter vision, techniques have been developed to
enable annotators to carry out their work whilst
minimising the risk of harm, such as greyscaling or
blurring images (Karunakaran and Ramakrishan,
2019; Das et al., 2020). Similar approaches for
text could be considered, such as masking harmful
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words, although this may constrain the actual work
of annotation. For people involved in other parts of
the research process, engagement with data can be
substantially minimised by more effective data pro-
cessing. For instance, harmful text can be replaced
with dummy data for establishing coding pipelines
and the real data only used once models need to be
trained.

Support Mental health and psychological sup-
port services should be in place for those who work
with harmful text. Providing support can help to
address negative experiences when they occur, and
develop coping mechanisms (Steiger et al., 2021).
Resources should be varied and practically focused,
and fit the needs of the person at risk of harm. In-
house support and counselling services may need
to be paid for but could be infeasibly expensive for
the average research lab. In these cases, researchers
may be referred to campus- or company-wide ser-
vices if avaliable, or at least, be pointed towards
publicly-avaliable resources.1 Providing support is
particularly important when there is social stigma
associated with seeking help or where those work-
ing with data are concerned about how they are
perceived.

De-brief At the end of the research, coordinators
should explain to the team the anticipated impact
of the research on harmful content, and discuss any
unique or unanticipated issues that were encoun-
tered. This process should be as ‘horizontal’ as
possible, enabling all researchers to express their
views and experiences in an open dialogue. The de-
brief is a useful opportunity for researchers to iden-
tify lessons learnt, refine processes and take steps
to mitigate the risk of harm in the future, further
building team resilience and potentially improving
the quality of future research.

3.3 Presenting Harmful Text for Publication
When publishing research about harmful phenom-
ena, authors need to take steps (1) to protect and
respect those represented in the dataset, (2) to warn
of harm and limit exposure to those reading the re-
search, and (3) to distance their own opinions from
the harmful views or examples being discussed.
These aims can be achieved using a selection of
techniques: preview – distance – disclaim – re-
spect, inspired by journalistic practice (Politifact,

1For example, the Vicarious Trauma Toolkit compiles a
list of 500 freely avaliable resources, https://ovc.ojp.
gov/program/vtt/compendium-resources.

2014; The Annenberg Public Policy Center, 2012).
While the best way of reducing risks of harm is to
not give examples of harmful content at all, pre-
cise exposition and argumentation of a method or
motivating problem in research sometimes requires
these examples. If harmful content is quoted in
research outputs, it should be presented carefully,
consistently and respectfully.

Preview Readers need to know what to expect.
Authors should preview or signpost harmful con-
tent in a consistent fashion. They should avoid
placing harmful content on the first page or above
the fold, so that the audience gets a chance to de-
cide whether they want to see it. A clear and visu-
ally distinct ‘content warning’ ahead of potentially
troubling content can be useful. While it has been
noted that ‘trigger warnings’ can risk reinforcing
harm (Bridgland and Takarangi, 2021), the benefits
from transparent signposting of harmful content
likely outweigh the risks.

Distance In the case of harmful content, it is im-
portant to clearly distance the research on the data
from the viewpoints and material contained in the
data. Using minimal examples distances the re-
search output from the data itself; but if examples
need to be used, they should be formatted consis-
tently so that it is clear to even a casual observer
that an example of inciteful, biased, false or hateful
content is not written by the authors themselves.
This can be achieved visually, by including a bold
highlight by each problematic example or includ-
ing a watermark that overlaps the example in the
paper (see Figure 1). Harmful examples can also
be presented less strongly, for example by reducing
contrast in an in-line text example with grey font as
an NLP analogy to work on blurring and greyscal-
ing images (Karunakaran and Ramakrishan, 2019;
Das et al., 2020). Replacing identifiers or slurs with
placeholders, e.g., “that [IDENTITY] is a [SLUR]"
or “I hate [IDENTITY]", can convey syntax and
some semantics without reproducing harm targeted
at a specific target group (Röttger et al., 2021; Kirk
et al., 2022).

An addendum to this guidance point is that some
content may be worth explicitly disclaiming. This
is particularly relevant for misinformation research,
where examples of false claims should be explicitly
flagged and accompanied by the relevant true claim.
For example, it is worth stating alongside a quote
expressing a false narrative about the MMR vaccine
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and autistic spectrum disorders that the vaccine
is not connected to these results, and including a
reference, so that the message is clear. If possible,
the provenance of the content should be identified,
provided this is in-line with privacy regulations
and ethical concerns; it sometimes may be best to
say the platform of origin and date e.g., “From a
Twitter user, November 2020".

Figure 1: Example of an abusive exchange from an
online game.

Respect It is critical that the groups represented
in, and often targeted by, harmful content are
treated with respect. Researchers should engage
in active and continual reflective practices, such
as striving to adopt the perspective of those repre-
sented in data and with the aim of developing criti-
cal awareness of the social and historical roots of
groups and identities that are subject to harm. This
might entail interrogating any concepts, terms or
phrases used in data to describe or represent identi-
ties in a way that adheres to social stereotypes, then
challenging or countering such conceptions. Re-
specting data subjects also entails protecting their
dignity and privacy, for example by removing iden-
tifying information (such as Twitter handles), by
making sure groups or identities are not described
using pejorative terms (if this has been the case
with the original data) or by blurring any identify-
ing images.

3.4 Preparing to Publish Research on
Harmful Text

As with any research, researchers working on harm-
ful content need to publicise and disseminate their
work. However, this comes with its own risks. Re-
searchers have faced attacks, both online and of-
fline (Marwick et al., 2016; Vogels, 2021), and have
been subjected to online abuse, death threats, deep-
fake revenge porn, doxxing (finding and publishing

personal information) and even swatting (in the
USA, having an armed unit storm the researcher’s
house with guns) (Mortensen, 2018; Greyson et al.,
2018). For example, one paper on gender bias pub-
lished at NeurIPS (Kirk et al., 2021) prompted a
wave of misogynistic attacks against the lead au-
thor on Twitter. Another paper on online misogyny
published at ACL (Zeinert et al., 2021) prompted
large amounts of online abuse and doxxing directed
at the authors by name; frivolous freedom of in-
formation requests explicitly for the purpose of
wasting time; complaints made to the authors’ ex-
ternal funding organisations; public attacks from
politicians against the authors and their institution;
and pejorative opinion articles in the national press
against the research. Although these interactions
are completely unacceptable, they to some extent
form part of many researchers’ experience of work-
ing in areas related to harmful content. We present
these stories not to deter research in the NLP com-
munity on harmful text, but instead to encourage
safeguarding practices: when publishing research
in these high-risk areas, authors should take con-
crete steps to reduce risks and to protect themselves.
Note that the abuse that researchers are often sub-
jected to when studying harmful content, which
is not the norm in other fields, goes far beyond
legitimate academic discourse. In that spirit, our
suggestions are not intended to constrain academic
and civic discussion about research – it is certainly
the case that some criticism of research outputs
in risky areas will be legitimate, even if heated.
Proper documentation of research outputs (such as
appropriately labelling harmful content in datasets)
actually increases research transparency and aids
better discussion.

Inform A researcher can give their organisation
(and its press, communications and legal depart-
ments) advance warning that they are publicising
the research, and that it may bring some harassment.
Organisations should have procedures for handling
this and protecting their members (Ketchum, 2021).
If no procedures are in place, guidance and pol-
icy templates are publicly available for researchers
to initiate dialogue.2 Informally, finding people
to discuss experiences of harassment with, either
professionally or as a friend, can build a support
network in case of a backlash.

2E.g., Data & Society’s sheet on ‘Online Harassment In-
formation for Universities’
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Protect yourself Would-be harassers may search
online to find details about their targets or to iden-
tify routes of attack (e.g., via abusive social me-
dia messages). Researchers may wish to consider
editing, hiding, or removing online information
that they would not want malicious parties to use,
such as personal emails or phone numbers (Glaser,
2020).

Curate outreach Talking to the press is rarely
compulsory: not every media request has to be
answered. Some discussions are likely to lead to
negative coverage. It is worth examining what a
journalist or outlet has published before in order to
make an informed decision about whether or not to
engage.

4 HARMCHECK: A Checklist for
Handling and Presenting Harmful Text

In recent years, there has been a movement to-
wards the responsible and transparent documen-
tation of research artefacts (Bender and Friedman,
2018; Mitchell et al., 2019; Rogers et al., 2021),
as well as encouraging best practices for ethical
NLP research (Leidner and Plachouras, 2017; Smi-
ley et al., 2017). Some conferences now require
that authors fill in a responsible NLP checklist to
accompany their submission.3 In a similar vein, we
encourage standardised documentation of harmful
content contained in research outputs. To this end,
we present HARMCHECK, a simple checklist that
works as both a standalone piece of documenta-
tion and as an addendum to existing documentation
standards. It is intended for people specifically re-
searching sought harmful content. Each section
is designed to be filled in as a statement (such as
in a data statement (Bender and Friedman, 2018)
or model card (Mitchell et al., 2019)), with some
sections being more appropriate for different harm
types. Researchers should focus on the areas that
are most relevant to their research.

HARMCHECK should not be seen as a compli-
ance form, but as a starting point for a broader
conversation about the risk of harm through re-
search. HARMCHECK is not exhaustive of all pos-
sible harmful text or ways of handling them. Trans-
parency through documentation should be seen pri-
marily as an opportunity for reflecting on and scru-
tinising research, rather than a box-ticking exercise.
Although we provide a list of starter questions for

3https://github.com/acl-org/
responsibleNLPresearch

each section to guide researchers, they should not
be seen as a definitive or complete set for assessing
harm in all cases. In Appendix A, we demonstrate
how HARMCHECK can be used by providing com-
pleted harm statement examples for three types
of harmful text: hate speech, misinformation and
negative stereotypes.

4.1 Proposed Checklist
Risk of harm protocol Summarise any steps
taken during the research progress to identify and
mitigate harm to at-risk groups.

• What are the specific risks of harm and to
who? Have you outlined how the well-being
of any researchers, annotators or data proces-
sors was protected during the study period?

Preview Summarise all content warnings for
harmful content.

• Is there a content warning at least a page be-
fore any harmful text instances are presented?
Is the content warning clearly visible? Do sec-
tion, table or figure- specific content warnings
describe the nature of the harm?

Distance Summarise the steps taken to (a) clearly
identify which parts of the text are harmful exam-
ples and (b) separate the author(s) from the content.

• Is it clear that the harmful text is not part of
the material’s body? Is there visual distinc-
tion of harmful examples with a watermark
or text colour? Are harmful examples given
reduced prominence relative to the containing
document?

Disclaim [optional and most relevant for infor-
mational harms] Summarise any corrections or
counter-claims to harmful content or documenta-
tion of its source.

• Is the origin of the harmful text clearly identi-
fied? Are harmful and false claims explicitly
disclaimed or corrected?

Respect Summarise steps taken to interrogate po-
tentially marginalising and pejorative terminology
or framing of groups and identities represented in
data, as well as measures taken to protect their
dignity and privacy.

• Have harmful words, slurs or phrases targeted
at data subjects been minimised where pos-
sible? Has personally-identifying informa-
tion, images or text been removed, blurred
or anonymized?
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5 Conclusion

Harmful content can be contained in datasets, and
encountered whether one is looking for it or not.
Various forms of harmful text risk inflicting serious
negative effects on many groups of people – prior
to, during and after the research process. Some
professional and academic areas have established
protocols for dealing with their inherent hazards
and harms – and we have now proposed such a
protocol for NLP research.

The harm caused by textual content does not
emerge in a social, cultural or historical vacuum –
data embeds and perpetuates social norms, histor-
ical injustices, and uneven power dynamics. As
such, technical fixes from individual researchers or
adopted protocols cannot fully address this prob-
lem. Instead, it requires acknowledging and con-
testing unjust systems and their manifestations in
text data, envisioning what worldview the data
should (or should not) represent, and eventually
working towards making such visions a reality. We
do not suggest that the NLP community can alone
bear the weight of responsibility for countering the
deep-rooted historical, cultural and societal issues
in-grained in language data – this remains an un-
resolved problem which requires systemic change
from multidisciplinary perspectives. At the same
time, while tackling harmful content in datasets
requires broader systemic change, adopting better
practices in discussion and presentation can incre-
mentally contribute to such change.

Thus, another unresolved problem in NLP is
how the production, sharing and consumption of
research itself can be approached in a way that en-
courages awareness and mitigation of harms. This
paper has identified the problems and risks that
emerge when handling and presenting harmful text.
It also provides practical solutions, including the
introduction of HARMCHECK. Discussions about
the harm caused by and through NLP research, as
well as other computational and data-intensive ar-
eas, are still at an early stage, despite the progress
made in recent times. As such, the arguments and
recommendations we have presented here are only
the start of a larger conversation about risks and
harms in our field. We hope that delineating and
describing them opens a broad dialogue in the NLP
community towards responsible, safe and ethical
research on harmful text.

Limitations

Context Our work is focused on the setting of
conducting NLP research. However, many people
process text, sometimes even containing sought
harms. The practices and norms in their contexts
may be different from those highlighted here, and
we have not conducted a survey of the broad range
of ways in which people interact with text data. In-
stead, we have assumed a few typical workflows
that the authors are aware of, and built recommen-
dations based on these. To address this limitation,
our focus has been placed on using broad terminol-
ogy and suggesting multiple scenarios when giving
examples or considering risks and impacts.

Harms are an open class As stated in our work,
harms are an open class: the kinds of harmful text
that datasets might contain is inexhaustible. While
we give examples concerning a few of these, it is
almost certain that there remain additional kinds of
harms and risks in text that we have not mentioned
or addressed in our recommendations. To this end,
we have preferred broad terminology and clearly
defined the scope of our research. Our scope pri-
marily focuses on harms arising during the dataset
curation, research process and publication stage –
we do not comment on downstream harms caused
by models trained on datasets containing harmful
text.

People are an open class What can be consid-
ered harmful and its effects varies vastly from per-
son to person. Many of our recommendations may
not be useful in some contexts; we hope that most
aren’t needed at all. However, text that is harm-
ful to any group, is harmful text. To this end, we
have based our examples and practices on estab-
lished cases of text harm that demonstrable nega-
tive impacts on data subjects, researchers and read-
ers, while recognising that this is not an exhaustive
list of either harmful text or impacted groups.

Positionality In presenting this work, part of our
objective is to minimise harm for all involved in the
research process including data labellers, auditors,
model builders, researchers, academic reviewers
and the general public that might come into con-
tact with published work. Even though we have
aspired to approach the question of harm in a way
that is inclusive of perspectives from marginalised
groups, we acknowledge that by virtue of our po-
sitionalities (we are all well-resourced researchers
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based in Western universities and institutes), we
inevitably have blind-spots. For instance, we can-
not contend to have centred the perspectives from
disfranchised, often underpaid, and vicariously em-
ployed data labellers or annotators. We consider
(and encourage others to consider) these workers
as part of the research team so strive to be inclusive
of their perspectives, hoping that such reflective
practice serves as a critical initial step.

References
Sara Ahmed. 2007. A phenomenology of whiteness.

Feminist theory, 8(2):149–168.

Cheuk Hang Au, Kevin KW Ho, and Dickson KW Chiu.
2021. The role of online misinformation and fake
news in ideological polarization: barriers, catalysts,
and implications. Information Systems Frontiers,
pages 1–24.

Michele Banko, Brendon MacKeen, and Laurie Ray.
2020. A Unified Taxonomy of Harmful Content. In
Proceedings of the Fourth Workshop on Online Abuse
and Harms, pages 125–137, Online. Association for
Computational Linguistics.

Pinar Barlas, Kyriakos Kyriakou, Olivia Guest, Styliani
Kleanthous, and Jahna Otterbacher. 2021. To" see"
is to stereotype: Image tagging algorithms, gender
recognition, and the accuracy-fairness trade-off. Pro-
ceedings of the ACM on Human-Computer Interac-
tion, 4(CSCW3):1–31.

Emily M Bender and Batya Friedman. 2018. Data
statements for natural language processing: Toward
mitigating system bias and enabling better science.
Transactions of the Association for Computational
Linguistics, 6:587–604.

Emily M. Bender, Timnit Gebru, Angelina McMillan-
Major, and Shmargaret Shmitchell. 2021. On the
Dangers of Stochastic Parrots: Can Language Mod-
els Be Too Big? . In Proceedings of the 2021 ACM
Conference on Fairness, Accountability, and Trans-
parency, FAccT ’21, page 610–623, New York, NY,
USA. Association for Computing Machinery.

Ruha Benjamin. 2019. Race After Technology: Aboli-
tionist Tools for the New Jim Code. Social forces.

Abeba Birhane. 2021. Algorithmic injustice: A rela-
tional ethics approach. Patterns, 2(2):100205.

Abeba Birhane and Vinay Uday Prabhu. 2021. Large
image datasets: A pyrrhic win for computer vision?
In 2021 IEEE Winter Conference on Applications of
Computer Vision (WACV), pages 1536–1546. IEEE.

Abeba Birhane, Vinay Uday Prabhu, and Emmanuel
Kahembwe. 2021. Multimodal datasets: misog-
yny, pornography, and malignant stereotypes. CoRR,
abs/2110.01963.

Su Lin Blodgett, Solon Barocas, Hal Daumé, and Hanna
Wallach. 2020. Language (Technology) is Power: A
Critical Survey of "Bias" in NLP. arXiv preprint
arXiv:2005.14050.

Rishi Bommasani, Drew A Hudson, Ehsan Adeli,
Russ Altman, Simran Arora, Sydney von Arx,
Michael S Bernstein, Jeannette Bohg, Antoine Bosse-
lut, Emma Brunskill, et al. 2021. On the opportuni-
ties and risks of foundation models. arXiv preprint
arXiv:2108.07258.

Victoria ME Bridgland and Melanie KT Takarangi.
2021. Danger! Negative memories ahead: the ef-
fect of warnings on reactions to and recall of negative
memories. Memory, 29(3):319–329.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, et al. 2020. Language models are few-shot
learners. Advances in neural information processing
systems, 33:1877–1901.

Joy Buolamwini. 2017. Limited Vision: The Undersam-
pled Majority.

Matthew Costello, James Hawdon, Colin Bernatzky,
and Kelly Mendes. 2019. Social group identity and
perceptions of online hate. Sociological inquiry,
89(3):427–452.

Giovanni Da San Martino, Alberto Barrón-Cedeno,
Henning Wachsmuth, Rostislav Petrov, and Preslav
Nakov. 2020. SemEval-2020 task 11: Detection of
propaganda techniques in news articles. In Proceed-
ings of the fourteenth workshop on semantic evalua-
tion, pages 1377–1414.

Anubrata Das, Brandon Dang, and Matthew Lease.
2020. Fast, accurate, and healthier: Interactive blur-
ring helps moderators reduce exposure to harmful
content. In Proceedings of the AAAI Conference on
Human Computation and Crowdsourcing, volume 8,
pages 33–42.

Leon Derczynski, Kalina Bontcheva, Michal Lukasik,
Thierry Declerck, Arno Scharl, Georgi Georgiev,
Petya Osenova, Toms Pariente Lobo, Anna Kolliakou,
Robert Stewart, et al. 2015. Pheme: Computing ve-
racity—the fourth challenge of big social data. In
Proceedings of the Extended Semantic Web Confer-
ence EU Project Networking session (ESCW-PN).

Catherine D’ignazio and Lauren F Klein. 2020. Data
feminism. MIT press.

Jesse Dodge, Maarten Sap, Ana Marasovic, William
Agnew, Gabriel Ilharco, Dirk Groeneveld, and
Matt Gardner. 2021. Documenting the English
Colossal Clean Crawled Corpus. arXiv preprint
arXiv:2104.08758.

Sam Dubberley, Elizabeth Griffin, and Haluk Mert Bal.
2015. Making secondary trauma a primary issue: A
study of eyewitness media and vicarious trauma on
the digital frontline. Eyewitness Media Hub.

506

https://doi.org/10.18653/v1/2020.alw-1.16
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1145/3442188.3445922
http://arxiv.org/abs/2110.01963
http://arxiv.org/abs/2110.01963
http://arxiv.org/abs/2005.14050
http://arxiv.org/abs/2005.14050
https://ainowinstitute.org/symposia/videos/limited-vision-the-undersampled-majority.html
https://ainowinstitute.org/symposia/videos/limited-vision-the-undersampled-majority.html


Samuel Gehman, Suchin Gururangan, Maarten Sap,
Yejin Choi, and Noah A. Smith. 2020. RealToxi-
cityPrompts: Evaluating Neural Toxic Degeneration
in Language Models. In Findings of the Association
for Computational Linguistics: EMNLP 2020, pages
3356–3369, Online. Association for Computational
Linguistics.

Katharine Gelber and Luke McNamara. 2016. Evidenc-
ing the Harms of Hate Speech. Social Identities,
22(3):324–341.

April Glaser. 2020. 13 security tips for journal-
ists covering hate online. The Journalist’s Re-
source. Https://journalistsresource.org/media/13-
security-tips-journalists-hate-online/.

Devon Greyson, Nicole Cooke, Amelia Gibson, and
Heidi Julien. 2018. Online targeting of re-
searchers/academics: Ethical obligations and best
practices. Proceedings of the Association for Infor-
mation Science and Technology, 55(1):684–687.

Alex Hanna and Tina M Park. 2020. Against scale:
Provocations and resistances to scale thinking. arXiv
preprint arXiv:2010.08850.

Eun Seo Jo and Timnit Gebru. 2020. Lessons from
archives: Strategies for collecting sociocultural data
in machine learning. In Proceedings of the 2020 con-
ference on fairness, accountability, and transparency,
pages 306–316.

Sowmya Karunakaran and Rashmi Ramakrishan. 2019.
Testing stylistic interventions to reduce emotional im-
pact of content moderation workers. In Proceedings
of the AAAI Conference on Human Computation and
Crowdsourcing, volume 7, pages 50–58.

Alex Ketchum. 2021. Report on the State of Resources
Provided to Support Scholars Against Harassment,
Trolling, and Doxxing While Doing Public Media
Work. Technical report, McGill University.

Hannah Rose Kirk, Bertram Vidgen, Paul Röttger, Tris-
tan Thrush, and Scott A. Hale. 2022. Hatemoji: A
Test Suite and Adversarially-Generated Dataset for
Benchmarking and Detecting Emoji-based Hate. In
Proceedings of the 2022 Conference of the North
American Chapter of the Association for Compu-
tational Linguistics. Association for Computational
Linguistics.

Hannah Rose Kirk, Filippo Volpin, Haider Iqbal, Elias
Benussi, Frederic Dreyer, Aleksandar Shtedritski,
Yuki Asano, et al. 2021. Bias Out-of-the-Box: An
Empirical Analysis of Intersectional Occupational
Biases in Popular Generative Language Models. Ad-
vances in Neural Information Processing Systems,
34.

Bernard Koch, Emily Denton, Alex Hanna, and Jacob G
Foster. 2021. Reduced, Reused and Recycled: The
Life of a Dataset in Machine Learning Research.
arXiv preprint arXiv:2112.01716.

Julia Kreutzer, Isaac Caswell, Lisa Wang, Ahsan Wahab,
Daan van Esch, Nasanbayar Ulzii-Orshikh, Allahsera
Tapo, Nishant Subramani, Artem Sokolov, Claytone
Sikasote, et al. 2022. Quality at a Glance: An Au-
dit of Web-Crawled Multilingual Datasets. Transac-
tions of the Association for Computational Linguis-
tics, 10:50–72.

Jochen L. Leidner and Vassilis Plachouras. 2017. Eth-
ical by Design: Ethics Best Practices for Natural
Language Processing. In Proceedings of the First
ACL Workshop on Ethics in Natural Language Pro-
cessing, pages 30–40, Valencia, Spain. Association
for Computational Linguistics.

Koen Leurs and Tamara Shepherd. 2017. Datafication
& Discrimination. The Datafied Society, 211.

Alexandra Sasha Luccioni and Joseph D Viviano. 2021.
What’s in the Box? A Preliminary Analysis of Un-
desirable Content in the Common Crawl Corpus. In
Proc. ACL.

A. Marwick, L. Blackwell, and K. Lo. 2016. Best Prac-
tices for Conducting Risky Research and Protecting
Yourself from Online Harassment (Data & Society
Guide). Technical report, New York: Data & Society
Research Institute.

Paul Mihailidis and Samantha Viotty. 2017. Spreadable
spectacle in digital culture: Civic expression, fake
news, and the role of media literacies in “post-fact”
society. American behavioral scientist, 61(4):441–
454.

Margaret Mitchell, Simone Wu, Andrew Zaldivar,
Parker Barnes, Lucy Vasserman, Ben Hutchinson,
Elena Spitzer, Inioluwa Deborah Raji, and Timnit
Gebru. 2019. Model cards for model reporting. In
Proceedings of the conference on fairness, account-
ability, and transparency, pages 220–229.

Torill Elvira Mortensen. 2018. Anger, fear, and games:
The long event of# GamerGate. Games and Culture,
13(8):787–806.

Casey Newton. 2020. Facebook will pay $52 million in
settlement with moderators who developed PTSD on
the job. The Verge.

Safiya Umoja Noble. 2013. Google search: Hyper-
visibility as a means of rendering black women and
girls invisible. InVisible Culture, (19).

Amandalynne Paullada, Inioluwa Deborah Raji,
Emily M Bender, Emily Denton, and Alex Hanna.
2021. Data and its (dis) contents: A survey of dataset
development and use in machine learning research.
Patterns, 2(11):100336.

Gordon Pennycook, Tyrone D Cannon, and David G
Rand. 2018. Prior exposure increases perceived accu-
racy of fake news. Journal of experimental psychol-
ogy: general, 147(12):1865.

Politifact. 2014. Fact checking: A studio workshop.
Technical report, American Press Institute.

507

https://doi.org/10.18653/v1/2020.findings-emnlp.301
https://doi.org/10.18653/v1/2020.findings-emnlp.301
https://doi.org/10.18653/v1/2020.findings-emnlp.301
https://doi.org/10.1080/13504630.2015.1128810
https://doi.org/10.1080/13504630.2015.1128810
http://arxiv.org/abs/2108.05921
http://arxiv.org/abs/2108.05921
http://arxiv.org/abs/2108.05921
https://doi.org/10.18653/v1/W17-1604
https://doi.org/10.18653/v1/W17-1604
https://doi.org/10.18653/v1/W17-1604


Caroline M Pyevich, Elana Newman, and Eric Daleiden.
2003. The relationship among cognitive schemas,
job-related traumatic exposure, and posttraumatic
stress disorder in journalists. Journal of Traumatic
Stress: Official Publication of the International Soci-
ety for Traumatic Stress Studies, 16(4):325–328.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan,
Dario Amodei, and Ilya Sutskever. 2019. Lan-
guage Models Are Unsupervised Multitask Learners.
page 24.

Maribeth Rauh, John Mellor, Jonathan Uesato, Po-Sen
Huang, Johannes Welbl, Laura Weidinger, Sumanth
Dathathri, Amelia Glaese, Geoffrey Irving, Iason
Gabriel, William Isaac, and Lisa Anne Hendricks.
2022. Characteristics of Harmful Text: Towards
Rigorous Benchmarking of Language Models.

Anna Rogers, Timothy Baldwin, and Kobi Leins. 2021.
‘Just What do You Think You’re Doing, Dave?’A
Checklist for Responsible Data Use in NLP. In Find-
ings of the Association for Computational Linguistics:
EMNLP 2021, pages 4821–4833.

Paul Röttger, Bertie Vidgen, Dong Nguyen, Zeerak
Waseem, Helen Margetts, and Janet Pierrehumbert.
2021. HateCheck: Functional Tests for Hate Speech
Detection Models. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long
Papers), pages 41–58.

Nithya Sambasivan, Shivani Kapania, Hannah Highfill,
Diana Akrong, Praveen Paritosh, and Lora M Aroyo.
2021. “Everyone wants to do the model work, not
the data work”: Data Cascades in High-Stakes AI. In
proceedings of the 2021 CHI Conference on Human
Factors in Computing Systems, pages 1–15.

Maarten Sap, Swabha Swayamdipta, Laura Vianna,
Xuhui Zhou, Yejin Choi, and Noah A. Smith. 2022.
Annotators with Attitudes: How Annotator Beliefs
And Identities Bias Toxic Language Detection. In
Proceedings of the 2022 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 5884–5906, Seattle, United States. Association
for Computational Linguistics.

Charese Smiley, Frank Schilder, Vassilis Plachouras,
and Jochen L. Leidner. 2017. Say the Right Thing
Right: Ethics Issues in Natural Language Generation
Systems. In Proceedings of the First ACL Workshop
on Ethics in Natural Language Processing, pages
103–108, Valencia, Spain. Association for Computa-
tional Linguistics.

Jochen Spangenberg. 2022. How war videos
on social media can trigger secondary trauma.
https://www.dw.com/en/how-war-videos-on-social-
media-can-trigger-secondary-trauma/a-61049292.
Deutsche Welle.

Miriah Steiger, Timir J Bharucha, Sukrit Venkatagiri,
Martin J Riedl, and Matthew Lease. 2021. The psy-
chological well-being of content moderators: the
emotional labor of commercial moderation and av-
enues for improving support. In Proceedings of the
2021 CHI conference on human factors in computing
systems, pages 1–14.

The Annenberg Public Policy Center. 2012. A Guide to
Effective Fact Checking On-air and Online. Techni-
cal report, The University of Pennsylvania.

Bertie Vidgen and Leon Derczynski. 2020. Direc-
tions in abusive language training data, a system-
atic review: Garbage in, garbage out. PLoS One,
15(12):e0243300.

Bertie Vidgen, Alex Harris, Dong Nguyen, Rebekah
Tromble, Scott Hale, and Helen Margetts. 2019.
Challenges and frontiers in abusive content detection.
In Proceedings of the Third Workshop on Abusive
Language Online. Association for Computational
Linguistics.

Emily A Vogels. 2021. The state of online harassment.
Pew Research Center, 13.

Jeremy Waldron. 2012. The harm in hate speech. In
The Harm in Hate Speech. Harvard University Press.

Laura Weidinger, John Mellor, Maribeth Rauh, Conor
Griffin, Jonathan Uesato, Po-Sen Huang, Myra
Cheng, Mia Glaese, Borja Balle, Atoosa Kasirzadeh,
et al. 2021. Ethical and social risks of harm from
Language Models. arXiv preprint arXiv:2112.04359.

Thomas Wolf, Lysandre Debut, Victor Sanh, Julien
Chaumond, Clement Delangue, Anthony Moi, Pier-
ric Cistac, Tim Rault, Rémi Louf, Morgan Funtowicz,
et al. 2020. Transformers: State-of-the-art natural
language processing. In Proceedings of the 2020 con-
ference on empirical methods in natural language
processing: system demonstrations, pages 38–45.

Liang Xu, Jiacheng Liu, Xiang Pan, Xiaojing Lu,
and Xiaofeng Hou. 2021. DataCLUE: A Bench-
mark Suite for Data-centric NLP. arXiv preprint
arXiv:2111.08647.

Philine Zeinert, Nanna Inie, and Leon Derczynski. 2021.
Annotating online misogyny. In Proceedings of the
59th Annual Meeting of the Association for Compu-
tational Linguistics and the 11th International Joint
Conference on Natural Language Processing (Vol-
ume 1: Long Papers), pages 3181–3197.

Arkaitz Zubiaga, Maria Liakata, Rob Procter, Geraldine
Wong Sak Hoi, and Peter Tolmie. 2016. Analysing
how people orient to and spread rumours in social
media by looking at conversational threads. PloS
one, 11(3):e0150989.

508

https://doi.org/10.48550/arXiv.2206.08325
https://doi.org/10.48550/arXiv.2206.08325
https://doi.org/10.18653/v1/2022.naacl-main.431
https://doi.org/10.18653/v1/2022.naacl-main.431
https://doi.org/10.18653/v1/W17-1613
https://doi.org/10.18653/v1/W17-1613
https://doi.org/10.18653/v1/W17-1613


A HARMCHECK Case Studies

This section contains applications of HARMCHECK

to three pieces of prior work, each addressing a
different kind of harmful text. The examples detail
what is done or what could be done.

A.1 Multimodal Negative Stereotypes
Birhane et al. (2021) examine an automatically-
generated multimodal dataset and find that the
dataset contains explicit image-and-text pairs of
rape, pornography, malign stereotypes, and racist
and ethnic slurs. The paper outlines steps that
dataset creators could take to improve the dataset.

1. Risk of harm protocol There is a risk of
harms to data subjects from the propagation
of harmful stereotypes and association of the
people in the images with derogatory and in-
accurate terms. There is a risk of harm to re-
searchers from sifting through the dataset for
a prolonged time period. The study included
scheduling regular check-ins and authors took
turns at handling the most problematic aspects
of the data. There is a risk of exposing harm
to those sharing the work environment such
as family and colleagues. The research was
conducted in isolation (not in a lab environ-
ment) to reduce the risk of others accidentally
seeing the screen while it contains troubling
content. There is also a risk of harm to the
reader from exposure to explicit, distressing
and/or offensive images.

2. Preview A content warning is included di-
rectly after the abstract which describes the
nature of the content and is positioned at least
a page before harmful content is shown. The
warning is italicised for visual impact. At the
beginning of Section 2, there is a further note
that all offensive imagery from this section
has been blurred and moved to the Appendix
after a blank page to give the reader the choice
to not visually engage.

3. Distance The paper avoids propagating harms
by indicating clearly that the content is an ex-
ample – achieved through a different typeface,
by stating it explicitly, and by using the same
presentation style for examples throughout the
paper.

4. Disclaim In order to clearly indicate that the
images came from the dataset portal, screen-

shots (which were then blurred) included the
portal interface.

5. Respect: Images are blurred to protect sub-
jects’ identity and remove the visual associ-
ation between image and text for the reader
(see Figure 2). Following a series of reflec-
tive discussions amongst the team, the authors
also took the necessary precautions to avoid
the framing and portrayal of data subjects in
terms and phrases that adhere to social stereo-
types.

Figure 2: Screenshot from Birhane et al. (2021) where
the authors present a result showing bias. Note blurring
to avoid re-associating image subjects with the harmful
biases.

A.2 Emoji-Based Hate
Kirk et al. (2022) study emoji-based hate, and pro-
vide two datasets for better evaluation of model
vulnerabilities and better training of classifiers.

1. Risk of harm protocol There is a risk of harm
to data subjects i.e., the targets of hate, from
reinforcing hateful, dehumanising or deroga-
tory statements. The authors state they do
not support or endorse any of the examples
of hateful language presented in this paper.
There is a risk of harm to the authors and to
annotators who interact with, create and la-
bel hateful statements. The paper describes
the steps taken to protect annotator well-being
such as regular check-ins and provision of
mental health support and resources. There is
a risk of harm to readers and reviewers from
the verbatim quoted examples used to illus-
trate the composition of HATEMOJICHECK.
Some examples are needed to demonstrate the
problem of emoji-based hate but steps have
been taken to warn of and reduce the risk of
harm.

2. Preview The work includes a content warn-
ing directly after the abstract, at least a page
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Figure 3: Screenshot from Kirk et al. (2022) where the
authors add a section specific warning. The content
warning is in red for visibility and hateful examples in
gray to displace their prominence.

before any harmful content is displayed. The
content warning is in red to maximise visi-
bility. They also include a section-specific
content warning before Section 2.2, which
includes a number of hateful examples (see
Figure 3).

3. Distance Only a minimal amount of examples
is included to illustrate HATEMOJICHECK’s
composition. All verbatim quotes in Section 2
are coloured in grey text to give the examples
less prominence. All other examples in the
paper (e.g., in Table 4) are presented with
placeholders for the [IDENTITY].

4. Disclaim All examples are taken from
HATEMOJICHECK which is a synthetically-
generated dataset. The origins of hateful ex-
amples is made clear in the content warning
on page 1.

5. Respect For slurs and profanities in text, the
authors star out the first vowel with an as-
terisk (Table 5). However, using an asterisk
to star out emoji is not possible as it would
obscure the entire character. Annotator de-
mographics are described in the paper’s ap-
pendix, and the authors sought an annotation
team that prioritised diverse perspectives. All
quoted examples are synthetic so contain no
personally-identifying information.

A.3 Misinformation

Zubiaga et al. (2016) analysis misinformation in
detail, providing an annotation scheme and dataset
for rumour veracity and the reactions that people
take toward rumours on the web.

1. Risk of harm protocol There is a risk of harm
to the authors of comments by leaving their

Figure 4: Figure from Zubiaga et al. (2016) where the
authors have minimised the amount of misinformative
content needed to convey their point by using an abstrac-
tion instead of verbatim content.

names in the examples or data and thus re-
moving their right to be forgotten. There’s a
risk of harm to paper authors being misquoted
about misinformative claims. There’s a risk
of harm to readers (and users of the accom-
panying dataset) in exposure to false ideas or
reports.

2. Preview The work is clearly about rumours,
which are mentioned in the title and multiple
times on the first page. An explicit statement
could be added that the examples in this paper
are false, and do not reflect author views.

3. Distance The examples and claims in the pa-
per are presented as rumours or of question-
able veracity, which is stated in the accompa-
nying caption. Examples are presented in a
visually distinct way. In some cases the exam-
ple is fictitious and abstract, thus minimising
the amount of material included.

4. Disclaim The work doesn’t explicitly disclaim
the rumours in situ, but does enumerate the
true narratives relative to each story and state
which claims are false.

5. Respect While some rumour texts are in-
cluded, usernames are removed in the paper
through blurring or replacement with place-
holders.
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