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Abstract

Chinese Spelling Correction (CSC) is a task to
detect and correct misspelled characters in Chi-
nese texts. CSC is challenging since many Chi-
nese characters are visually or phonologically
similar but with quite different semantic mean-
ings. Many recent works use BERT-based lan-
guage models to directly correct each char-
acter of the input sentence. However, these
methods can be sub-optimal since they cor-
rect every character of the sentence only by
the context which is easily misled by the mis-
spelled characters. Some other works propose
to use an error detector to guide the correction
by masking the detected errors. Nevertheless,
these methods dampen the visual or phono-
logical features from the misspelled charac-
ters which could be critical for correction. In
this work, we propose a novel general detector-
corrector multi-task framework where the cor-
rector uses BERT to capture the visual and
phonological features from each character in
the raw sentence and uses a late fusion strat-
egy to fuse the hidden states of the correc-
tor with that of the detector to minimize the
misleading impact from the misspelled char-
acters. Comprehensive experiments on bench-
marks demonstrate that our proposed method
can significantly outperform the state-of-the-
art methods in the CSC task.

1 Introduction

Chinese Spelling Correction (CSC) is a fundamen-
tal task that aims to automatically detect and cor-
rect spelling errors in Chinese texts. These spelling
errors are typically caused by human writing, au-
tomatic speech recognition (ASR) or optical char-
acter recognition (OCR) systems (Afli et al., 2016;
Wang et al., 2018). CSC is essential since it is cru-
cial for many downstream tasks like search engine
(Martins and Silva, 2004; Gao et al., 2010) and
essay scoring (Burstein and Chodorow, 1999).

Despite its recent development, CSC remains a
challenging task since many Chinese characters are

Input 我这一次写信给你是想跟你安排一
下关(guān)以(yı̌)我们要见面的。

baseline 我这一次写信给你是想跟你安排一
下所(suǒ)以(yı̌)我们要见面的事。

Ground
Truth

我这一次写信给你是想跟你安排一
下关(guān)于(yú)我们要见面的事。

Translation I am writing to you this time to make ar-
rangements with you about our meeting.

Input 为了减少急遍(biàn)的生孩子率，需
要呼吁适当的生育政策。

baseline 为了减少急速(sù)的生孩子率，需要
呼吁适当的生育政策。

Ground
Truth

为了减少急变(biàn)的生孩子率，需
要呼吁适当的生育政策。

Translation In order to reduce the rapidly changing
rate of childbirth, it is necessary to call
for an appropriate childbirth policy.

Table 1: Examples of CSC results, the incorrect and
correct characters marked in red and blue respectively.

visually or phonologically similar, but with great
different semantic meanings. According to (Liu
et al., 2010), around 83% and 48% of errors belong
to phonological and visual similarity respectively.
Moreover, the Chinese language usually consists of
many characters without word deliminators, which
makes the CSC system must recognize spelling
errors based on contextual information, rather than
just relying on individual words or characters.

Many efforts have been put in the CSC task.
Early methods are mainly based on the tradi-
tional language models (Liu et al., 2010, 2013;
Yu and Li, 2014) or sequence-to-sequence models
(Wang et al., 2019). Recently, with the emerge
of pre-trained BERT model (Devlin et al., 2019),
many methods have been proposed and made great
progress in CSC. Most of these works like (Cheng
et al., 2020; Guo et al., 2021; Wang et al., 2021)
use BERT-based language models and confusion
set to directly correct each character of the input
sentence. However, these methods indistinguish-
ably correct every character of the sentence via the
contextual information which is easily misled by
the misspelled characters. As shown in the upper
case in Table 1, the context is affected by the error
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character “以” which makes the correction model
mistakenly change the original correct character
“关” to “所”. To address the above issues, some
other works like (Hong et al., 2019; Zhang et al.,
2020; Li et al., 2021) propose to use an error de-
tector to detect the positions of errors which are
used as prior knowledge for correction via mask-
ing. Nevertheless, these methods in turn would
dampen the visual or phonological features from
the misspelled characters which could be critical
for correction. As illustrated in the lower case in
Table 1, despite the model correctly finding the
error position, it failed to change the error to cor-
rect character “变” since it misses the phonological
feature from the misspelled character “遍”. Thus,
how to exploit the visual and phonological features
of the misspelled characters while expelling their
misleading impact on the context still remains to
be an open question in the CSC task.

To address the above issues, we propose a novel
general multi-task detector-corrector CSC frame-
work (MDCSpell) which can both employ the vi-
sual and phonological features of the misspelled
characters while eliminating their misleading im-
pact on the context. Specifically, the correction
and detection tasks are executed simultaneously
where the corrector uses BERT to capture the vi-
sual and phonological features of all characters di-
rectly from the raw sentence and the detector uses
a light-weight transformer to detect the positions
of misspelled characters. A late-fusion strategy is
employed to fuse the hidden states of the corrector
with that of the detector and enable the elimina-
tion of the misleading impact from the misspelled
characters with an end-to-end joint training. This
framework is simple to implement and any BERT-
based CSC model can be easily adapted in this
framework. Experimental results on three open
benchmarks demonstrate that MDCSpell can sig-
nificantly outperform the competitors.

In summary, our contributions are concluded as
follows:

• We propose a novel general multi-task
detector-corrector CSC framework MDCSpell
which can both make use of the visual and
phonological features of the misspelled char-
acters which are critical for correction while
minimizing their misleading impact on the
context. The proposed framework is simple to
implement and any BERT-based CSC models
can be easily adapted in this framework.

• We investigate the performance of MDCSpell
both quantitatively and qualitatively. The ex-
perimental results show the superiority of our
method on three open benchmarks.

2 Related Work

Chinese spelling correction (CSC) is an important
and challenging task. It mainly needs to detect the
wrong characters based on the judgment of the se-
mantics and correct these wrong characters with a
full understanding of the context. Most of the early
work used unsupervised language models and rules
for detection and correction, and used the perplex-
ity of language model for determination (Yeh et al.,
2013; Yu and Li, 2014; Xie et al., 2015; Tseng et al.,
2015). Recently a lot of works tend to transform
CSC into a sequence tagging task, modeling each
character in the sentence to determine the position
of error and correct it into the right character(Wang
et al., 2019; Ji et al., 2017; Chollampatt et al., 2016;
Ge et al., 2018).

With the development of large-scale pretrain-
ing in NLP, an increasing number of works follow
the way of solving sequence labeling problems,
i.e., using the BERT-like model to directly map
every character in the sentence to the correct ones.
(Cheng et al., 2020) proposed a model named Spell-
GCN which incorporates phonological and visual
similarity knowledge into BERT via a specialized
graph convolutional network. (Huang et al., 2021)
utilized phonological and morphological knowl-
edge to model the similarities of the characters for
correction. (Guo et al., 2021) proposed a global
attention decoder that learns the global relationship
of the potential correct input characters and the can-
didates of potential error characters. (Wang et al.,
2021) proposed a dynamic connected network to
model the dependencies between two adjacent Chi-
nese characters to improve the corrector.

Some other works use an error detector as the
preliminary for correction which turns the CSC into
a two-stage pipeline. (Hong et al., 2019) proposed
the FASpell model to predict candidate characters
based on the BERT model and exploit the phono-
logical and visual similarity information to select
candidate characters. (Zhang et al., 2020) use a
two-stage detection and correction method named
Soft-Masked BERT, which masked the detected er-
ror characters with error probability and then turn
the masked input into the BERT model for error
correction. (Li et al., 2021) proposed a two-stage
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(a) Direct correction (b) Correction with detected masks (c) The proposed scheme

Figure 1: A comparison between three schemes of CSC models. (a) Direct correction scheme directly correct
each character of the input sentence without any error positions information. This scheme is vulnerable to the
misleading impact on the context from the misspelled characters since the correction mainly relies on the context.
(b) This scheme masks the input with detected error positions and predict the correct characters in the masked
positions. This scheme can minimize the misleading impact from the misspelled characters, but dampen the useful
visual and phonological features from them. (c) Our proposed scheme directly use the raw sentence as the input to
the correction module to keep the visual and phonological features of the misspelled characters, and enabling the
minimization of the misleading impact from them via the late fusion of hidden states from correction module and
detection module.

cloze-style detector-corrector framework for cor-
rection.

Although the above methods have achieved good
results on CSC tasks, they either suffer from the
misleading effect on the context of the misspelled
characters or miss the critical visual and phono-
logical features of the spelling errors. In order to
solve the above problems, we propose a multi-task
learning architecture via late fusion to effectively
use detection information for correction decision-
making and improve the precision of the model.

3 Methodology

3.1 Problem Formulation
The Chinese Spelling Correction(CSC) task can
be formalized as the following task. Given a
text sequence of n Chinese characters X =
(x1, x1, . . . , xn), the goal is to output Y =
(y1, y2, . . . , yn), where X represents the original
text containing some error characters, and Y repre-
sents the correct text after correction. The X and
Y have the same length. Therefore, CSC task can
be regarded as a sequence tagging task. Usually,
no or only a small fraction of misspelled characters
is in a sentence and all or most of the characters
should be copied.

3.2 Motivations
Our motivation can be shown in the Figure 1. Most
of the existing state-of-the-art CSC methods treat
the correction as a sequence tagging task like Fig-
ure 1(a), that is to use the correction module to

classify which character the corresponding token
should be converted to. The disadvantage of this
type of method is that they lack the awareness of
the position of the misspelled characters and cor-
rect each characters merely by the context, which
is easily misled by the misspelled characters.

In order to solve the problem, some methods
(Hong et al., 2019; Zhang et al., 2020), as shown
in Figure 1(b), add a detection module before the
correction module to mask the positions where er-
rors may occur and predict the correct characters in
the masked positions. Although this scheme weak-
ens the misleading impact of the spelling errors
to a certain extent, it also leads to a new problem:
the correction performance can still be sub-optimal
since the phonological and visual information of
the misspelled characters, which could be highly
similar to the correct characters and helpful for
correction, are dampened by the mask.

Therefore, the above issues inspire us to find a
new scheme of utilizing the error detection infor-
mation. Specifically, as shown in Figure 1(c), the
raw sentence is directly used as the input of the cor-
rection module to keep the visual and phonological
features of the misspelled characters, while the hid-
den states of the correction module are lately fused
with those of the detection module. The misleading
impact from the misspelled characters is minimized
via the end-to-end joint training. In the following
sections, we will illustrate how to implement the
multi-task framework based on this scheme.
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Figure 2: The overall structure of the MDCSpell. The MDCSpell uses a transformer structure as the detection
network and a BERT structure as the correction network. These two networks share the same word embedding
as input. At the end of the correction network, the hidden states from both the correction and detection networks
are fused as input to the classification dense layer which generates the correction results. These two tasks can be
trained simultaneously in an end-to-end manner.

3.3 Structure of MDCSpell

We implement the proposed correction scheme as
the MDCSpell, which is depicted in Figure 2. MD-
CSpell consists of a transformer-based detection
network and a BERT-based correction network.
These two networks use the same word embedding
as input. At the end of the correction network, the
hidden states from the correction and detection net-
works are fused into the classification dense layer
as input to generate the correction results. These
two tasks can be trained simultaneously in an end-
to-end manner.

More specifically, we first generate the embed-
ding required by BERT for each character, which is
the sum of word embedding, position embedding,
and segment embedding. Then we input the embed-
ding sequence of the input text into the detection
network and the correction network to obtain the
encoded vector respectively. The detection network
is a structure based on a multi-layer transformer,
which needs to fit whether the characters in each
position are misspelled. Therefore, the output en-
coded vector of the detection network contains the
information of the possible error probability of the
position. The correction network is a structure
based on BERT, which needs to detect what char-
acters need to be output in each position. Next,
we fuse the information of the two encoded vec-

tors to generate the final encoded vector. Lastly, a
dense layer initialized by the transpose of the word
embedding table takes the final encoded vector as
input and generates the prediction result.

3.4 Detection Network
The detection network is a binary classification task
based on the transformer structure, which is used to
determine the error probability of characters in each
position. For input text of length n, the input of
detection network is the embedding sequence E =
(e1, e2, ..., en) of characters, which is the sum of
word embedding, position embedding, and segment
embedding. Then a context encoder is used to get
the detection encoding vector. Finally, a projection
layer is used to project the encoding vector into two-
dimensional space, which represents the probability
of correctness and error of the position character
respectively.

Specifically, in order to capture better context
semantics, we use a multi-layer transformer for
encoding, where each layer uses the same block
structure. The definition of each transformer block
is as follows:

MultiHead = Concat(head1, ..., headn)W
O

(1)
headi = Attention(QWQ

i ,KW
K
i , V W

V
i ) (2)

FFN(X) = max(0, XW1 + b1)W2 + b2 (3)
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Where Q, K, and V represent the representation of
the current input sequence, which could be the em-
bedding of characters or the output of the previous
transformer block. MultiHead and FFN rep-
resent multi-head self-attention and feed-forward
network respectively, which are the basic compo-
nents of the transformer. We denote the sequence of
hidden states at the last layer of transformer blocks
as Hd = (hd1, h

d
2, ..., h

d
n).

The hidden state Hd is both used to predict the
positions of the misspelled characters and deliver
the position information to the correction network.
Specifically, we use a dense layer as the output
layer and the softmax function 4 to determine if an
error happens. For each character of the raw input,
the probability of error detection is defined as

P d(gi = 1|X) = σ(Whdi + b) (4)

where P d(gi = 1|X) is the conditional probability
which represents how likely the character corre-
sponding to hdi is misspelled, σ represents the non-
linear function which we used sigmoid function,
hdi denotes the final layer of the transformer-based
detection network, W and b are the parameters of
the dense layer.

3.5 Correction Network
Correction network is a multi-class classification
task based on BERT-base, which is used to find the
correct characters to replace the misspelled charac-
ters. BERT-base is composed of a stack of 12 iden-
tical transformer blocks. We denote the sequence
of hidden states at the final layer of transformer
blocks as Hc = {hc1, hc2, ..., hcn}.

Then we fuse the hidden states from the detec-
tion network and the correction network. In this
work, we specially set the dimensions of the last
hidden layer of the two networks to be the same, so
we directly add them to get the fused representation

H = Hd +Hc (5)

where Hd is the hidden states from the final layer
of the transformer-based detection network and
Hc is the hidden states from the final layer of the
BERT-based correction network.

Lastly, we reviewed the correction task and we
do not regard the correction task as a classifica-
tion task through a random initialization projection
layer, but as a similarity task, i.e., if the character
of one position is correct, then through the encod-
ing of detection and correction network, the final

encoded vector should be very similar to the word
embedding of the input character. On the contrary,
if the character of one position is wrong, then the
final encoded vector should be similar to the word
embedding of the corrected character. The formula
for the classification task is as follows.

P (yi|X) = softmax(Whi) (6)

Specifically, we use the transpose of the word
embedding table to initialize the weight of projec-
tion layer W instead of random initialization. The
result is that the large number of randomly initial-
ized parameters of the projection matrix, could lead
to slow convergence, and finally lead to poor per-
formance. Instead, we use the transpose of the
word embedding table to initialize the weights of
the projection layer considering their similarity. By
doing so, the training of the correction network con-
verges much faster and steadily achieves desired
performance.

3.6 Training
We define the detection task as the classification
task of whether the character should be modified,
and the correction task as the classification task of
what the correct character is and formalize their
loss functions as

Ld = −
n∑

i=1

logP d(gi|X) (7)

Lc = −
n∑

i=1

logP c(yi|X) (8)

where Ld and Lc are the loss functions for the
training of the detection network and correction
network respectively. Finally, we linearly combine
the two functions as the overall loss function,

L = λLc + (1− λ)Ld (9)

where λ ∈ [0, 1] is the coefficient to balance the
detection loss and correction loss. We then simul-
taneously train the whole network by minimizing
the L.

4 Experimental Results

4.1 Datasets
The training data is composed of three training
datasets (Wu et al., 2013; Yu et al., 2014; Tseng
et al., 2015), which has 10K data samples in total.
Following (Wang et al., 2019), we also include
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Training Data #Line Avg.Length #Errors
(Wang et al., 2019) 271,329 44.4 382,704
SIGHAN 2013 350 49.2 350
SIGHAN 2014 6,526 49.7 10,087
SIGHAN 2015 3,174 30.0 4,237
Test Data #Line Avg.Length #Errors
SIGHAN 2013 1,000 74.1 996
SIGHAN 2014 1,062 50.1 529
SIGHAN 2015 1,100 30.5 550

Table 2: Statistics information of the used data re-
sources. The number in the bracket in #Line column
denotes the number of sentences with errors.

additional 271K samples as the training data, which
are generated by an automatic method (Wang et al.,
2018).

To evaluate the performance of the proposed
method, we used three test datasets from the
SIGHAN 2013, SIGHAN 2014, SIGHAN 2015
benchmarks(Wu et al., 2013; Yu et al., 2014; Tseng
et al., 2015) as in (Wang et al., 2019). We also
follow the same data pre-processing procedure, i.e.,
the characters in these datasets are converted to
simplified Chinese using OpenCC. The statistic of
the data is listed in Table 2.

4.2 Baselines
We compare our method with the following typical
baselines.

• Hybrid (Wang et al., 2018): This method uses
a BiLSTM-based model trained on a gener-
ated dataset.

• FASpell (Hong et al., 2019): This method uti-
lizes a specialized candidate selection method
based on the similarity metric. This metric
is measured using some empirical methods,
e.g., edit distance, rather than a pre-defined
confusion set.

• BERT (Devlin et al., 2019):The word embed-
ding is used as the softmax layer on the top
of BERT for the CSC task. We trained this
model using the same setting as our baseline
model.

• Soft-Masked BERT (Zhang et al., 2020): This
method uses a two-stage detection and correc-
tion pipeline method, it masked the detected
error character and then turn the input into the
BERT model for error correction.

• SpellGCN (Cheng et al., 2020): This method
incorporates phonological and visual similar-

ity knowledge into BERT via a specialized
graph convolutional network.

• GAD (Guo et al., 2021): This method learns
the global relationship of the potential correct
input characters and the candidates of poten-
tial error characters.

• DCN (Wang et al., 2021): This method uses
a dynamic connected network to model the
dependencies between two adjacent Chinese
characters.

4.3 Evaluation Metrics
The sentence-level precision, recall, and F1 score
are reported as the evaluation metrics as in most
of the previous work. These metrics are provided
for the detection and correction sub-tasks. We con-
sider a sentence to be correctly annotated only if
all errors in the sentence are corrected as in (Hong
et al., 2019).

4.4 Training Details
We use the pretrained BERT as the correction net-
work. For the sake of faster convergence, we initial-
ize the weights of the transformer in the detection
module with the first two layers and the embed-
ding layer of BERT. The overall training process
is divided into two stages for training. The first
stage is to use nearly all 3 million training data to
fine-tune the model, where the batch size is 32 and
the learning rate is 2e-5. The second stage is to
fine-tune the model on the SIGHAN training data,
where the batch size is 32 and the learning rate is
1e-5.

4.5 Main Results
The main results can be found in Table 3. Accord-
ing to this table, our proposed MDCSpell frame-
work consistently achieves the best F1 score, both
for the detection task and the correction task, on all
of the three datasets. The MDCSpell with the best
model setup achieves 0.2%, 0.8%, 2.0% absolute
gains on the three datasets compared to the best
CSC method, indicating the effectiveness of our
method. Also note compared with the BERT base-
line (which is the correction part of our MDCSpell),
our methods significantly improves the correction
F1 score by 7.2%, 4.0%, 5.3% respectively, which
illustrates the effectiveness of the detection network
in the proposed multi-task architecture.

We can also find that the precision results sig-
nificantly outperforms the competitors. Compared
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Dataset Model
Detection Correction

Prec. Rec. F1. Prec. Rec. F1.

SIGHAN 13

Hybrid (Wang et al., 2018) 54.0 69.3 60.7 - - 52.1
FASpell (Hong et al., 2019) 76.2 63.2 69.1 73.1 60.5 66.2

SpellGCN (Cheng et al., 2020) 80.1 74.4 77.2 78.3 72.7 75.4
GAD (Guo et al., 2021) 85.7 79.5 82.5 84.9 78.7 81.6

DCN (Wang et al., 2021) 86.8 79.6 83.0 84.7 77.7 81.0
BERT(baseline) 79.0 72.8 75.8 77.7 71.6 74.6

MDCSpell(ours) 89.1 78.3 83.4 87.5 76.8 81.8

SIGHAN 14

Hybrid (Wang et al., 2018) 51.9 66.2 58.2 - - 56.1
FASpell (Hong et al., 2019) 61.0 53.5 57.0 59.4 52.0 55.4

SpellGCN (Cheng et al., 2020) 65.1 69.5 67.2 63.1 67.2 65.3
GAD (Guo et al., 2021) 66.6 71.8 69.1 65.0 70.1 67.5

DCN (Wang et al., 2021) 67.4 70.4 68.9 65.8 68.7 67.2
BERT(baseline) 65.6 68.1 66.8 63.1 65.5 64.3

MDCSpell(ours) 70.2 68.8 69.5 69.0 67.7 68.3

SIGHAN 15

Hybrid (Wang et al., 2018) 56.6 69.4 62.3 - - 57.1
FASpell (Hong et al., 2019) 67.6 60.0 63.5 66.6 59.1 62.6

Soft-Masked BERT (Zhang et al., 2020) 73.7 73.2 73.5 66.7 66.2 66.4
SpellGCN (Cheng et al., 2020) 74.8 80.7 77.7 72.1 77.7 75.9

GAD (Guo et al., 2021) 75.6 80.4 77.9 73.2 77.8 75.4
DCN (Wang et al., 2021) 77.1 80.9 79.0 74.5 78.2 76.3

BERT(baseline) 73.7 78.2 75.9 70.9 75.2 73.0
MDCSpell(ours) 80.8 80.6 80.7 78.4 78.2 78.3

Table 3: Experimental results of sentence-level precision, recall, and F1 score (%).

with the best competitor, our method has increased
the precision by 2.8%, 3.2%, 3.9% on three datasets
respectively. This improvement mainly benefits
from the better usage of the detection information
which aims to avoid the errors caused by the mis-
leading impact on the context from the misspelled
characters as well as make use of the visual and
phonological features from them.

It is worth noting that although our method has
achieved overall optimal results on precision and
F1 score, the recall has a certain gap compared to
some methods on these datasets. The reason might
be that we did not use any external knowledge
like confusion set compared to GAD and DCN.
The competitive results achieved by us without
using the external knowledge also illustrate the
effectiveness of our method.

4.6 Ablation Study

In this subsection, we analyze the effect of the hy-
perparameters, including the number of detection
layers and the value of λ. We evaluate their influ-
ence on the SIGHAN15 dataset.

Figure 3 shows the effect on the number of trans-

former layers in detection network and with or with-
out BERT weights initialization. We compared the
effect of the number of transformer layers from 0
to 4 based on the detection F1 score. From the
figure we can find that, 1) the results of using
BERT weights initialization greatly outperforms
that of random initialization no matter how many
transformer layers (> 0) are used, 2) as for the
number of transformer layers, the best trade-off
between performance and number of parameters
can be achieved when the number of layers is 2
when using BERT weights initialization. In the
main experiment, we used two transformer layers
as the detection network with the BERT weights
initialization.

In the multi-task learning, the impact of the se-
lection of the scale parameter λ in the loss function
on the result is shown in Figure 4. From this re-
sult, we can find that setting λ as 0.85 achieves the
overall best correction F1 score. This is reason-
able since the convergence of the correction task is
harder than that of the detection task so that it de-
mands a higher weight during learning. Meanwhile,
an excessive high λ would diminish the learning
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Figure 3: The effect on the number of transformer lay-
ers in detection network and with or without BERT
weights initialization.

Figure 4: The impact of the selection of the scale pa-
rameter λ in the loss function.

of detection which might reduce the contribution
from the detection network. Thus a relative higher
λ achieves the overall best balance between the
learning of these two tasks.

4.7 Case Study
To further analyze our approach, we show several
correction results in Table 4 to demonstrate the
properties of MDCSpell. It can be seen from the
examples that MDCSpell can well capture the con-
text and make judgments without being disturbed
by the context of the wrong characters, and correct
the wrong characters to its corrected counterparts.
In the first case, that MDCSpell does not mistak-
enly change the correct token “哪里” in the context
to the wrong token “那里” that often appears in the
corpus like the baseline. In the second case, when
there are multiple words that need to be corrected,
MDCSpell successfully avoids the misleading af-
fect from the context of the wrong characters, and
correct multiple consecutive wrong characters “纳
福境” into the correct characters “那附近” to main-
tain the fluent semantics. Also, it can be seen from
the third case that the baseline mistakenly changes
the character “高” into “寒” which is apparently
affected by the original wrong character “心” since
“寒心” is a meaningful word compared to “高心”
in Chinese. On the contrary, MDCSpell can avoid
this negative impact and successfully change the
wrong characters into the correct ones. The success
in solving these cases also proves the effectiveness

Input 哪里(nǎ lı̌)有上大学，不想念书的道
理？

baseline 那里(nà lı̌)有上大学，不想念书的道
理？

MDCSpell 哪里(nǎ lı̌)有上大学，不想念书的道
理？

Translation What is the reason to go to university
and not want to study?

Input 从那里，我们可以走到纳福境(nà fú
jìng)的新光三钺百货公司逛一逛

baseline 从那里，我们可以走到纳福境(nà fú
jìng)的新光三钺百货公司逛一逛

MDCSpell 从那里，我们可以走到那附近(nà fù
jìn)的新光三钺百货公司逛一逛

Translation From there, we can walk to the Shinkong
Sanyue Department Store nearby.

Input 他主动拉了姑娘的手，心里很高
心(gāo xı̄n)，嘴上故作生气

baseline 他主动拉了姑娘的手，心里很寒
心(hán xı̄n)，嘴上故作生气

MDCSpell 他主动拉了姑娘的手，心里很高
兴(gāo xìng)，嘴上故作生气

Translation He took the girl’s hand on his own initia-
tive, very happy in his heart, pretending
to be angry.

Table 4: Examples of CSC results, the incorrect and
correct characters marked in red and blue respectively.

of the MDCSpell.

5 Conclusions

Spelling errors have two sides to the CSC task.
Specifically, their visual and phonological features
are critical for substitution for the correct charac-
ters, but their misleading impact on the context can
mislead the correction model in turn. In this paper,
we proposed a general detector-corrector multi-task
framework MDCSpell which exploits the visual
and phonological features of the misspelled char-
acters and meanwhile minimizes their misleading
impact on the context. The experiments demon-
strate the effectiveness of our method. For future
work, we will explore how to make better use of
external knowledge to strengthen our model and
other ways of using the detection information and
extend the proposed framework to other problems
like grammatical error correction.
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