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Abstract

Self-attention heads are characteristic of Trans-
former models and have been well studied for
interpretability and pruning. In this work, we
demonstrate an altogether different utility of
attention heads, namely for adversarial detec-
tion. Specifically, we propose a method to
construct input-specific attention subnetworks
(IAS) from which we extract three features to
discriminate between authentic and adversar-
ial inputs. The resultant detector significantly
improves (by over 7.5%) the state-of-the-art
adversarial detection accuracy for the BERT
encoder on 10 NLU datasets with 11 different
adversarial attack types. We also demonstrate
that our method (a) is more accurate for larger
models which are likely to have more spurious
correlations and thus vulnerable to adversarial
attack, and (b) performs well even with modest
training sets of adversarial examples.

1 Introduction

Self-attention heads are characteristic of Trans-
former models. Individual attention heads are inter-
pretable in different ways. One, for a token in an
input sentence, we can visualize the attention paid
by a head to all other tokens. Such attention pat-
terns are attractive linguistically and have come to
define roles for attention heads (Pande et al., 2021).
Two, the output of attention heads from various
layers can be probed for their ability to encode in-
formation related to the “NLP pipeline” (Jawahar
et al., 2019; Tenney et al., 2019; van Aken et al.,
2019). Three, attention patterns of heads can repre-
sent knowledge learnt by a teacher model when dis-
tilling to a smaller student model (Jiao et al., 2020).
While individual attention heads are interpretable
in the above ways, it is found that attention heads
in models such as BERT are over-provisioned and
can be pruned. For instance, Michel et al. (2019)
showed that a model with 16 attention heads per
layer can be pruned to just one. Voita et al. (2019)

and Budhraja et al. (2020) have shown similar re-
sults with different pruning techniques across tasks.

In the above methods, while interpretation of
attention heads is input-specific, pruning of heads
is input-agnostic. Can these two be combined, i.e.,
can we prune attention heads in an input-specific
manner creating opportunities for interpretation?
We explore this idea to identify an altogether differ-
ent utility of attention heads - namely adversarial
detection which is the task of differentiating be-
tween authentic and adversarial inputs. Specifically,
we propose a method to obtain an input-specific at-
tention subnetwork (IAS), which is a subnetwork
where a subset of attention heads is masked with-
out affecting the output of the model for that input.
Such subnetworks could vary across inputs repre-
senting how the model works for each input. This is
particularly important for adversarial detection, as
adversarial inputs do not reveal themselves in what
the model outputs but may leave tell-tale signs in
how the model computes this output.

In this work, we present a technique to efficiently
compute IAS and demonstrate its utility in adversar-
ial detection with significantly improved accuracy
over all current methods. To this end, we propose
three sets of features from IAS. The first feature,
Fmask, is simply the attention mask that identifies if
an attention head is retained or pruned in IAS. The
second feature, Fflip, characterizes the output of a
“mutated” IAS obtained by toggling the mask used
for attention heads in the middle layers of IAS. The
third feature, Flw, characterizes the outputs of IAS
as obtained layer-wise with a separately trained
classification head for each layer. We train a classi-
fier, called AdvNet, with these features as inputs to
predict if an input is adversarial.

We report results on 10 NLU tasks from the
GLUE benchmark (SST2, MRPC, RTE, SNLI,
MNLI, QQP, QNLI) and elsewhere (Yelp, AG
News, IMDb). For each of these tasks, we first
create a benchmark of adversarial examples com-
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bining 11 attack methodologies like Word order
swap (Pruthi et al., 2019), embedding swap (Mrkšić
et al., 2016), word deletion (Feng et al., 2018), etc.
In total, the benchmark contains 5,686 adversarial
examples across tasks and attack types. To the best
of our knowledge, this dataset is the most exten-
sive benchmark available on the considered tasks.
Across all these tasks and attack types, we compare
our adversarial detection technique against state-of-
the-art methods such as DISP (Zhou et al., 2019),
NWS (Mozes et al., 2021), and FGWS (Mozes
et al., 2021). Our method establishes the best re-
sults in all tasks and attack types, with an average
improvement of 7.45% over the best method for
each task. Our detector achieves an accuracy of
80–90% across tasks suggesting effective defense
against adversarial attacks.

Having established the utility of attention heads
for adversarial detection, we perform several ab-
lation studies. First, we compare different combi-
nations of the features demonstrating that they are
mutually informative and thus combining them all
works best. Second, we show that CutMix data
augmentation (Yun et al., 2019) improves accu-
racy, demonstrating the first use of this method
in adversarial detection in NLP tasks. Third, we
show that the detector is more accurate as the size
of the language model scales. This is encourag-
ing because larger language models are expected
to have increased spurious correlations and thus
are more vulnerable to adversarial attacks. Fourth,
we show that the detector performs well even for
modest training sizes of adversarial examples, sug-
gesting effective generalization. In summary, we
propose a novel relation between attention heads
and adversarial detection. The effectiveness of the
resultant detector establishes that the mask of atten-
tion heads captures critical information about how
a Transformer model works for a given input.

The rest of the paper is organized as follows. We
detail our core method of computing IAS in the
next section. In Section 3 we discuss the features
from IAS for adversarial detection. We detail the
experimental setup along with the dataset creation
process in Section 4. We present our results in
Section 5 and conclude in Section 6.

2 Input-Specific Attention Subnetworks

In this section, we describe Input-specific Atten-
tion Subnetworks (IAS) and the computational ap-
proach to identify IAS for a given input.

2.1 Notation

We consider a BERT-style encoder model where
each layer consists of multi-headed self-attention
and position-wise FFN. Let an input x consist of
T tokens each represented by dv-dimensional vec-
tors. Let Xj ∈ RT×dv be the representation at the
input of the jth layer. Let WQ

ji ,W
K
ji ,W

V
ji be the

projection matrices of the ith self-attention head
in the jth layer. We define Qji = XjW

Q
ji ,Kji =

XjW
K
ji , Vji = XjW

V
ji as the query, key, and value

corresponding to the head respectively. Each self-
attention head performs a scaled dot-product atten-
tion on the query, key, and value to generate the
head’s output. The output of all the heads in a layer
are concatenated and passed through the FFN.

Headji(Xj) = softmax

(
QjiK

T
ji√

dk

)
Vji (1)

Layerj(Xj) = concati[Headji(Xj)]W
O
j (2)

where dk is the dimensionality of each key vector
and WO

j is a learnable parameter.
A pre-trained model is fine-tuned on a specific

task, such as sentiment classification. Let θ be
the set of trainable network parameters which are
optimized to minimize a task-specific training loss
for each input x:

Lθ(x) = LCE(f(x, θ), y), (3)

where f(·) is the function computed by the model
with parameters θ for input x, LCE is the stan-
dard cross-entropy loss function and y is the ex-
pected model output for input x. The overall
training loss is averaged across all |x| inputs, i.e.,
Lθ = 1

|x|
∑

x Lθ(x). Let f̂(·) represent the out-
put class generated from f(·) and θ∗ be the set of
optimal network parameters obtained after training.

2.2 Representing IAS

In an IAS, a subset of attention heads are pruned.
We represent a continuous relaxation of pruning by
modifying Eqn. 1 to weigh the output of each head
by a scalar gating value gji ∈ [0, 1]. The jth layer
of the modified network is given by

Layermj (Xj) = concati[gji·Headji(Xj)]W
O
j (4)

During inference, we constrain the gating values
to be binary to characterize either exclusion or in-
clusion of a head: gji is replaced by gbji ∈ {0, 1}
which defines the attention mask for the input x:
gb(x) = {gbji} ∈ {0, 1}nm, where n is the number
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P(negative) = 0.015
P(positive) = 0.985

the acting, costumes, music, 
cinematography and sound are all astounding  

given the production's austere locales.

the acting, costumes, music, 
cinematography and sound are all astuonding 

given the production's austere lcoales.

P(negative) = 0.981
P(positive) = 0.019

Figure 1: The IAS (with active heads in green) com-
puted for two inputs on the SST-2 task, left is authentic
while right is adversarial. Notice how a small adversar-
ial perturbation in the input leads to very distinct sub-
networks being computed. The class predicted by each
IAS agrees with the prediction of the full network.

of layers and m is the number of heads per layer.
We represent the output class predicted by the IAS
for an input x by f̂g(x, θ∗, gb). We call the subset
of attention heads that are assigned a gating value
of 1 as active heads and note that the active heads
jointly define a subnetwork, called IAS. We illus-
trate IAS with an example. Figure 1 shows the
BERT-Base model with 12 layers and 12 heads per
layer. For two specific inputs, the corresponding at-
tention masks are shown with their active heads in
green. Thus, IAS is input-specific and characterizes
how the model processes the input in a relatively
low-dimensional space of [0, 1]144.

2.3 Computing IAS
We compute IAS by treating the gating values
as free variables to optimize the task-specific
loss (Eqn. 3) for a given input x. In this op-
timization, the network parameters θ are frozen.
Each gating value, gji is defined as gji =
fHC(pji), where pji is the free variable that is
optimized and fHC is a version of the hard con-
crete distribution (Louizos et al., 2017) given as

1

1+eα·(log(1−pji)−log(pji))
, where, α=6 gave the best

results for our work. Let g be the gating vector
as optimized by minimizing the loss for a specific
input. We need to enforce that g is binary. Unlike
approaches by Voita et al. (2019) and Wang et al.
(2020), we do not include a regularization term in
the training objective. Instead, we retain only those
heads for which the gating values ascend the fastest
towards 1, as measured after a certain η number
of epochs. Specifically, each binary value gbji is

derived from gji after η epochs as:

gbji(x) =

{
1, if gji(x) ≥ β ·max(g(x))

0, otherwise
(5)

where, β(< 1) is a thresholding parameter and
max(g(x)) is the largest among nm gating values.
For our work, we set η = 10 and β = 0.8.

Two exceptional cases may arise. First, if the bi-
nary gating values of all heads in a layer are thresh-
olded to 0, then the largest gating value in that layer
is forced to 1 to ensure information flows through
the network. Second, if the IAS predicts the wrong
class for that input, then β is reduced successively
in steps of 0.2 until the output of the IAS is correct.
For 98% of the inputs, the subnetwork predicted
the target class within β = 0.6.

3 Model for Adversarial Detection

In this section, we explain how we extract features
from the IAS and the design of the classifier for
adversarial detection. We use the term target class
to refer to the class predicted by the complete fine-
tuned network for an input. For authentic inputs,
this translates to the true class while for adversarial
inputs, this refers to the adversarial class that the
model is fooled into predicting.

3.1 Attention mask Fmask

The IAS identifies a subnetwork through which
important information flows for a particular input.
We hypothesize that this flow could be different
for authentic and adversarial inputs. Thus, the first
feature we extract, Fmask, is just the pre-activation
value p for the gating values of each head in the
IAS. Thus, for a BERT-base model with 12 layers
and 12 heads per layer, Fmask is a 144 dimensional
vector. We also define Fbmask which uses the binary
gated values gb instead of the real-values.

3.2 Features from flipping heads in IAS Fflip

Adversarial inputs rely heavily on the network ar-
chitecture and specific parameter combinations to
fool the model (Wang et al., 2019). Hence, slight
changes to network parameters can render an ad-
versarial perturbation non-adversarial. We thus
hypothesize (and later illustrate in Section 5.2) that
if we flip some of the heads in the IAS, it could sig-
nificantly change the output for adversarial inputs
but not by as much for authentic inputs. Which
heads should we flip? We take motivation from
studies that show that middle layers of BERT cap-
ture syntactic relations (Hewitt and Manning, 2019;
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Goldberg, 2019) and are multi-skilled (Pande et al.,
2021), making them crucial for prediction. In con-
trast, the initial layers are responsible for phrase-
level understanding while the last few layers are
highly task-specific (Jawahar et al., 2019). Hence,
we choose to flip the gating values gb of heads in
the middle layers of IAS, specifically, the middle
dn3 e layers, i.e., we drop heads that were earlier ac-
tive and include earlier inactive heads. We denote
the modified gating vector after flipping as gf .

gfji =

{
gbji, if j ≤ bn3 c or j ≥ 2dn3 e
1− gbji, if dn3 e ≤ j < 2dn3 e

(6)

We run each input x through this mutated sub-
network and obtain a 4-dimensional feature vector,
Fflip consisting of the predicted class given by
f̂g(x, θ

∗, gf ), the target class y, the confidence of
prediction, and a flag asserting equality between
predicted and target classes.

3.3 Layer-wise auxiliary features Flw

Studies (Wang et al., 2020; Xie et al., 2019) have
shown that intermediate representations of adver-
sarial inputs diverge from those of authentic inputs
as we progress into deeper layers. This indicates
that layer-wise information may be discriminative
of adversarial inputs. Hence, instead of having a
single classifier head processing the output of the
final layer, we propose to train a classifier head at
the output of each layer and use the classes pre-
dicted by them as features in adversarial detection.
Specifically, on the fine-tuned complete model, we
freeze the standard model parameters to θ∗ and
train n − 1 classifiers separately with a classifier
head attached to each of the first n − 1 layers to
predict the target class. Following the convention
in Eqn. 3, the training loss for the lth classifier
head with parameters Ωl on input x is given by:
LΩl(x) = LCE(f lg(x, θ

∗ ∪ Ωl, {1}nm), y), (7)

where f lg(·) gives the output class computed by
the lth classification head of a network with gat-
ing vector g. The overall training loss is given by
LΩ = 1

(n−1)|x|
∑

x

∑
l LΩl(x). Let Ω∗ be the set

of optimal parameters obtained after training.
Then for a given input, we construct the IAS

after flipping heads as given by the gating vector
gf and compute the outputs of the n− 1 layer-wise
classifiers, i.e., the output of the lth classifier head
is given by f̂ lg(x, θ

∗ ∪ Ω∗l, gf ). We then create an
n+ 1 dimensional feature, Flw, which consists of

0
1

0

1

1-λ
λ

λ.L (1-λ).L

original data

augmented data
ground 

truth

mixed 
labels

Figure 2: Demonstration of CutMix used to mix
patches from two input feature vectors of length L each.

the n− 1 output labels with two other scalars: (a)
the number of these outputs that match the target
class, and (b) the number of times these outputs
change when traversed in the order of layers.

In summary, we compute the features as follows.
First, the model is fine-tuned on the task. Then,
layer-wise classification heads are trained while
keeping the model parameters frozen. Thus, given
an input, we first optimize and compute IAS from
which we extract Fmask. Then, the gating values of
the middle layers are flipped and we extract Fflip.
Finally, on the IAS with flipped heads, layer-wise
classifier outputs are used to extract Flw.

3.4 Classifier for adversarial detection

We refer to our classifier as AdvNet, which takes as
input, an (nm+ n+ 5)-dimensional vector F (x)
which is the concatenation of Fmask, Fflip, Flw and
generates a binary output classifying if a given in-
put is authentic or adversarial. AdvNet consists
of two 1-D convolutional layers with ReLU acti-
vation, two fully connected layers with sigmoid
activation, and a final classification layer with soft-
max activation. Since adversarial inputs are slow
and computationally expensive to generate, we
employ the CutMix algorithm (Yun et al., 2019)
for data augmentation. In CutMix, we slice out
patches from feature vectors of multiple inputs in
the training set, each of which could be authen-
tic or adversarial, and combine them to generate
new feature vectors. Their respective ground truth
labels are mixed in proportion to the length con-
tributed by each patch (see Figure 2). Formally,
if {xi}Ri=1 is a random subset of training set sam-
ples, an augmented feature vector from CutMix
is defined by F (x̃) = concati[F (xi)[pi : pi+1]],
where 0 = p1 < p2 < ... < pR+1 = nm+ n+ 5
and the mixed ground truth label is given by ỹ =∑

i yi(pi+1 − pi). Using soft labels by mixing
ground truth labels also offers better generalization
and learning speed (Müller et al., 2019).
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4 Experimental Setup

4.1 NLU tasks for evaluation

We choose the following 10 standard NLU tasks
for performing our experimental studies: SST-2
(Socher et al., 2013), Yelp polarity (Zhang et al.,
2015a), IMDb (Maas et al., 2011), AG News
(Zhang et al., 2015b), MRPC (Dolan and Brockett,
2005), RTE (Wang et al., 2018), MNLI (Williams
et al., 2018), SNLI (Bowman et al., 2015), QQP1

and QNLI (Wang et al., 2018; Rajpurkar et al.,
2016). We refer the reader to Appendix A for fur-
ther details on these datasets.

4.2 Dataset creation

To perform adversarial detection, we require a
combined set of authentic and adversarial samples
for each task. First, we fine-tune a BERT-based
model for each task using its publicly available
training set. Then, samples from its test set for
which the fine-tuned model makes correct predic-
tions constitute the set of authentic samples for
that task. Second, we generate adversarial samples
by attacking the fine-tuned model using a broad
set of 11 hard attack types to comprehensively
test AdvNet’s performance and its generalizabil-
ity to diverse perturbations. The attacks include
word-level attacks: deletion (Feng et al., 2018),
antonyms, synonyms, embeddings (Mrkšić et al.,
2016), order swap (Pruthi et al., 2019), PWWS
(Ren et al., 2019), TextFooler (Jin et al., 2020) and
character-level attacks: substitution, deletion, in-
sertion, order swap (Gao et al., 2018). We use the
popular TextAttack framework (Morris et al., 2020)
for implementations of these attacks. Resulting per-
turbed samples that successfully fool our complete
fine-tuned model constitute the set of adversarial
samples for that task. On the combined authentic
and adversarial set, we make a 70-10-20 split for
creating training, validation and test sets for adver-
sarial detection using AdvNet. Our dataset contains
a total of 5,686 adversarial inputs across tasks and
attack types and is publicly available at https:
//github.com/emilbiju/Bert-Paths.

4.3 Implementation details

Our adversarial detection model, AdvNet, contains
two 1D convolutional layers followed by two fully
connected layers. The two convolutional layers

1quoradata.quora.com/First-Quora-Data
set-Release-Question-Pairs

have a kernel size of 3 and generate 32 and 16 out-
put feature maps. The two fully connected layers
have output dimensions of 32 and 16 with dropout
rates of 0.1. We use the binary cross-entropy loss
function and the Adam optimizer with a learning
rate of 0.001. We train the model for 100 epochs
with early stopping on an NVIDIA K80 GPU.
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Progression of gating values over 10 epochs

inactive head
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max(g(x))

Figure 3: The trajectory of gating values of individual
heads during the optimization to compute IAS. Only
a few heads (in green) reach the threshold and remain
active in IAS.

Figure 4: Fraction of inputs with a given number of ac-
tive heads from BERT-Base. Notice that in most cases,
only 20-40 heads out of 144 remain active.

5 Results & Discussion

In this section, we first analyse the IAS (Section
5.1) and the constituent features of AdvNet (Sec-
tion 5.2). We then perform a comparative study
with state-of-the-art adversarial detection methods
(Section 5.3). Lastly, we perform ablation studies
to understand the effect of task, model size, fea-
ture combinations and training set attacks on the
performance of AdvNet (Section 5.4). Unless oth-
erwise stated, the plots pertain to experiments on
the SST-2 dataset with the BERT-Base model.
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Figure 5: Projections with t-SNE on the attention mask for (a) SST-2, (b) AG News, and (c) authentic and adver-
sarial inputs. Projection of attention masks are strongly discriminative of class and weakly of adversarial inputs.

5.1 Active heads in IAS
We first check the number of active heads in IAS
for a given input. To do so, we plot the progression
of gating values with epochs when optimizing them
for a given input (see Figure 3). We observe that
only a small fraction of heads (shown in green) are
active at the end of the optimization process, thus
resulting in a sparse vector. The green curves that
are below the blue (threshold) line correspond to
the two exceptional cases discussed at the end of
Section 2.3. While the above plot was for a single
randomly selected input, in Figure 4 we show the
fraction of inputs with a given number of active
heads for all the datasets used in this work. The
relatively small modes and the right skew distribu-
tions imply that the extracted IAS are often sparse.

5.2 Feature-specific analysis
We now analyze the individual effectiveness of the
three features proposed in Section 3.
Attention mask (Fmask). We first show that the
attention mask is strongly correlated with the in-
put’s target class. To do so, we project the binary
vector g(x) for each authentic input x onto a 2D-
plane using the t-SNE method (van der Maaten and
Hinton, 2008) as shown in Figure 5(a), (b). We
observe that inputs from different classes separate
into distinctly separate clusters. Thus, the attention
mask is discriminative of an input’s target class as
the choice of active heads depends on it. Interest-
ingly, even if the attention computed for the same
word location in two distinct inputs are the same,
the heads attending to each word and responsible
for generating different output classes are different.

We present a similar plot with both authentic
and adversarial inputs in Figure 5(c). We note that
adversarial inputs group together with the authentic
inputs whose true class is the same as their adversar-
ial/target class. Within clusters of the same target
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Figure 6: CDF over the target class output logit of the
mutated IAS. The large area below the green curve with
logit value<0.5 corresponds to a large number of adver-
sarial inputs whose mutated IAS predict a non-target
class.

class, there is a only a moderate distinction between
adversarial and authentic inputs. But we show in
further experiments that a better separation is pos-
sible when the complete nm-dimensional vector is
used as opposed to a 2D projection.
Features from flipping heads in IAS (Fflip). For
each of the datasets, we compute the percentage of
authentic and adversarial inputs which generated
non-target class predictions. We find that the mu-
tated IAS after flipping heads in the middle layers
is more likely to predict the correct target class out-
put for an authentic input than an adversarial one.
We also study the confidence of the mutated IAS in
making these predictions using a CDF plot (Figure
6) over the output logit corresponding to the target
class.

We observe that Fflip predicts the target class
with higher confidence in case of authentic inputs
than adversarial ones. Specifically, only 9% of
authentic inputs had prediction confidence lower
than 0.85 as compared to 20% of adversarial in-
puts. Further, it predicts a non-target class with
high confidence for some adversarial inputs. For
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Figure 7: Fractions of authentic and adversarial inputs
that generate a non-target class prediction at each layer-
wise classification head.

example, 30% of adversarial inputs with prediction
confidence higher than 0.85 gave the wrong pre-
diction. In contrast, flipping the initial/final layers
of the IAS instead of the middle layers did not sig-
nificantly change the model prediction for either
authentic or adversarial samples, making it difficult
it to distinguish them.
Layer-wise auxiliary features (Flw). In Figure 7,
we plot the distribution of auxiliary output mis-
matches (non-target class predictions) across net-
work layers. We observe that for most layers, the
fraction of authentic inputs having target class pre-
dictions is higher than adversarial inputs. The dif-
ferences are particularly large for the last few lay-
ers. On average across datasets, we observed that
52.5% of adversarial inputs generate more than 2
auxiliary output predictions that do not match the
target class while only 23.1% of authentic inputs do
the same. Additionally, when traversing the layer-
wise outputs in order, we observed that the output
predictions of adversarial inputs switch among pos-
sible classes more often than for authentic inputs
(see Appendix D). These observations justify the
features that we include in Flw.

Based on the above analyses, we have demon-
strated that all 3 features of IAS are informative
for adversarial detection. Our results in the next
section corroborate these findings.

5.3 Performance on Adversarial Detection

Following the observations in the previous sec-
tion, we use AdvNet with the identified features
for adversarial detection. We compare the per-
formance of AdvNet with the current state-of-the-
art approaches for detecting adversarial inputs for

BERT-based models, viz., FGWS (Mozes et al.,
2021), NWS (Mozes et al., 2021), DISP (Zhou
et al., 2019) and FreeLB (Zhu et al., 2019). We
briefly describe these methods in Appendix C.

As seen in Table 1, AdvNet significantly outper-
forms existing approaches across all 10 datasets
with an average improvement of 7.45%. We re-
port an improvement of 6.53% for the 3 sentiment
analysis datasets (SST-2, Yelp, IMDb), 8.05% for
the 4 NLI datasets (RTE, SNLI, MNLI, QNLI)
and 6.98% for the 2 paraphrase detection datasets
(MRPC, QQP) over the respective best methods.

Another baseline that we compare with is Certi-
fied Robustness Training (Jia et al., 2019). While
this work is not aimed at adversarial detection, it
provides bounds on model robustness for word sub-
stitution perturbations. For making a comparison
with our work, we note that the fraction of adver-
sarial samples that are correctly detected as adver-
sarial translates to robustness for binary classifica-
tion tasks. We report robustness of 87% for word
substitution-based attacks and 81% across all 11
attacks for IMDb, while the best upper bound ob-
tained through certified robustness training is 75%.

When comparing across datasets, we observe
that AdvNet performs better on simpler sentence
labelling datasets like SST-2 and AG News when
compared to more complex tasks like RTE and
MRPC which require comparison between sen-
tences. Existing work (Pande et al., 2021) shows
that for simpler tasks, the BERT heads perform
discrete non-overlapping roles, while for complex
tasks, there is greater overlap in head roles and a
few heads perform more than one role. We hypothe-
size that this nature implies that the attention masks
for different inputs even belonging to the same type
(authentic or adversarial) can vary widely. This re-
duces the consistency of features across input types
making the detection harder. Nevertheless, AdvNet
establishes state-of-the-art results across datasets.
A detailed analysis of the performance of AdvNet
across tasks and attack types is provided in Ap-
pendix E.

5.4 Ablation studies

We now evaluate how variations in model size,
training set size, and the choice of feature com-
binations effect performance of AdvNet.
Effect of model size. IAS can be computed for
Transformer networks of any size. We compare
BERT-Small and BERT-Base models in terms of
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Model SST-2 Yelp AG News MRPC IMDb SNLI RTE MNLI QQP QNLI
FGWS 71.93 78.36 70.41 69.85 75.98 75.41 71.23 60.23 73.52 78.14
NWS 70.31 74.72 65.62 68.02 65.72 71.82 64.27 56.94 70.20 74.58
DISP 68.73 70.15 66.38 62.22 75.23 72.92 66.40 59.34 69.86 76.92

FreeLB 77.60 82.54 75.55 72.41 79.85 79.80 64.29 58.10 65.69 76.40
AdvNet

w/ BERT-Small 78.57 76.72 78.63 75.05 74.09 72.07 73.64 64.26 68.71 74.47
w/ BERT-Base 90.74 87.68 91.78 84.61 81.18 82.50 80.43 72.61 75.27 86.07

Table 1: Comparison of the adversarial detection accuracy of AdvNet using features extracted from fine-tuned
BERT-Small and BERT-Base models with other state-of-the-art approaches for adversarial detection.
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Figure 8: Effect of training set size on accuracy of ad-
versarial detection with AdvNet.

performance of AdvNet as shown in Table 1. We
observe that, across datasets, AdvNet performs bet-
ter in detecting adversarial inputs fed to the larger
BERT-Base model (108M parameters) as opposed
to the smaller BERT-Small model (25M parame-
ters). The increase in accuracy averaged across
tasks is a significant 10.76%. We hypothesize that
this is because models with more layers encode
more information and allow for a better build-up of
semantic information which means that individual
heads play more discrete roles. This better perfor-
mance for the larger model is encouraging as the
more accurate and larger language models are ex-
pected to be more vulnerable to adversarial attacks.
Effect of training set size. In Figure 8, we show
how the performance of AdvNet changes as the
amount of training data changes. We observe that
AdvNet performs well even when it uses only a
fraction of the training set. Specifically, even at
40% of the training examples used, AdvNet out-
performs the results obtained with existing state-of-
the-art models on most tasks. This suggests that the
CutMix data augmentation is effective and the Ad-
vNet model is sample-efficient. This is particularly
important because designing adversarial examples
for each dataset remains a challenging task.

Datasets Fmask Fflip Flw Bin w/o CM
SST-2 82.87 74.07 64.79 85.59 82.23
Yelp 80.23 62.08 66.01 84.30 83.57

AG News 83.11 76.41 57.14 90.47 83.11
MRPC 76.35 68.82 59.40 80.27 77.35
IMDb 74.54 60.00 55.45 73.78 74.23
SNLI 80.83 57.91 58.83 75.64 70.41
RTE 74.44 60.88 56.67 77.21 74.06

MNLI 66.95 51.30 60.00 66.85 69.95
QQP 66.41 61.63 62.64 71.88 64.50
QNLI 79.65 55.69 59.36 81.42 73.11

Table 2: Results on feature combinations.

Using different feature combinations. We had
shown that each of the three features are infor-
mative in Section 5.2. In Table 2, we report the
performance of AdvNet by ablating various model
components. The first 3 columns report accuracies
when only one of the three features is passed at a
time to the model. We observe that Fmask performs
better than Fflip and Flw. This suggests that the
attention mask is the most important feature input
to the model. We analyze the roles of individual
gating values using GradCAM (see Appendix F).
Next, we test the performance when the boolean
attention mask Fbmask is used instead of the real-
valued vector Fmask along with Fflip and Flw. The
lower accuracy indicates that the real values are
more informative. Finally, we test the model perfor-
mance when CutMix is not used and conclude that
augmenting the training set using CutMix provides
higher accuracy as seen in the last row of Table 1
which uses all 3 features along with CutMix.
Defense Transferability Analysis. Next, we per-
form a study to understand how well the model
can perform on unseen attack types. For this pur-
pose, we train AdvNet with samples from only x%
of the 11 attack types and report results both on
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test samples from the remaining attack types and
the complete test set for x ∈ {25, 50, 75} in Table
3. We observe that even when AdvNet is trained
with only 75% of the attack types, the test results
on new attacks outperform existing approaches for
most datasets, thus showing that our model can
generalize to unseen attack methods. Besides, at
all three values of x, the results on the complete
test set closely agree with the results on the new
attack types. This indicates that the reduction in
accuracy at lower x values can largely be attributed
to a smaller training set than to a lack of defense
transferability.

Dataset 25% 50% 75%
SST-2 (57.8, 58.9) (69.9, 68.4) (82.7, 80.7)
Yelp (63.1, 61.8) (70.3, 69.9) (77.8, 78.4)

AG News (63.7, 62.1) (71.4, 69.9) (83.6, 78.4)
MRPC (63.2, 60.1) (73.2, 74.5) (81.5, 82.3)
IMDb (66.8, 64.8) (71.6, 73.1) (77.4, 79.1)
SNLI (57.9, 57.6) (67.2, 66.6) (73.4, 72.3)
RTE (63.8, 62.4) (70.8, 69.7) (76.4, 75.5)

MNLI (57.4, 58.8) (62.3, 61.3) (67.0, 68.9)
QQP (59.7, 60.2) (64.0, 64.2) (69.0, 69.6)
QNLI (61.8, 60.6) (69.3, 67.2) (75.7, 77.5)

Table 3: Defense transferability study of AdvNet with
varying percentages of attack types included in the train
set. Each tuple contains the test accuracy on new attack
types and on all attack types respectively.

In summary, our results show that (a) the 3 IAS
features are individually informative, (b) AdvNet
significantly improves on baseline methods across
datasets, (c) AdvNet performance improves with
model size and does not drop much on reducing
training sets, (d) AdvNet achieves the best per-
formance when all 3 features are used along with
CutMix augmentation, and (e) AdvNet generalizes
well to new attack types.

6 Conclusion and future work

In this work, we present an altogether new utility of
attention heads in Transformer networks - to detect
adversarial attacks. We defined input-specific atten-
tion subnetworks (IAS) and proposed a method to
compute them efficiently. We extracted 3 features
from IAS and showed their utility in distinguish-
ing adversarial samples from authentic ones. We
demonstrated that our approach significantly im-
proves the state-of-the-art accuracy across datasets
and attack types. Our work suggests that input-

specific model perturbations provide strong sig-
nals to interpret Transformer-based models such
as large language models. Further, the sparse na-
ture of the identified IAS indicate opportunities for
input-specific model optimization. In future work,
we would like to extend this study to tasks beyond
NLU, including vision and speech-related tasks.

Discussion on Ethics and broader impact

One of the main challenges with deep neural mod-
els is their lack of explainability. These models
typically have inherent biases resulting from the
training data, parameter combinations and other
factors that lead to unexpected responses to certain
inputs. This is further complicated when adversar-
ial agents target to manipulate the output of deep
neural models. We see our work on creating and us-
ing attention subnetworks for adversarial detection
as a part of the broader effort towards Responsi-
ble AI. Such a solution is particularly important
in situations where deep neural models make deci-
sions that affect physical safety, digital security and
equal opportunity. However, we acknowledge that
this additional visibility into the model comes at an
added cost - inference under uncertainty of adver-
sarial detection is more expensive. We encourage
system designers to trade-off computational and
runtime considerations for security when deploy-
ing such solutions.
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Nikola Mrkšić, Diarmuid O Séaghdha, Blaise Thom-
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A Datasets used for authentic examples

The 10 datasets used in this work were listed in Sec-
tion 4.1. Here, we provide additional details about
these datasets. SST-2 (Socher et al., 2013), Yelp po-
larity (Zhang et al., 2015a) and IMDb (Maas et al.,
2011) are binary sentiment classification datasets.
AG News (Zhang et al., 2015b) consists of news
headlines classified into one of 4 categories (world,
sports, business, sci/tech) and MRPC (Dolan and
Brockett, 2005) is a paraphrase dataset which con-
tains sentence pairs with binary labels indicating
whether they are semantically equivalent or not.
RTE (Wang et al., 2018), MNLI (Williams et al.,
2018), SNLI (Bowman et al., 2015) contain sen-
tence pairs with labels indicating whether one sen-
tences entails, contradicts or is neutral with respect
to the other sentence. QQP is again a paraphrase
dataset but unlike MRPC which contains sentences,
it contains question pairs taken from Quora with
binary labels indicating whether they are semanti-
cally equivalent or not. QNLI contains question-
context pairs with a binary label indicating whether
the context sentence contains the answer to the
question or not.

B Examples of adversarial attacks

In Table 4, we provide examples for each of the
11 attack types that we use to generate adversarial
inputs for this work.

C Other methods for Adversarial
Detection

We briefly describe the four methods that we com-
pare with in Table 1.
• FGWS (Mozes et al., 2021): Here, a word

frequency-guided approach is used to identify in-
frequent words in an input sentence and replace
them with more frequent, semantically similar
words. Then, the difference in prediction confi-
dence of the Transformer-based model between
the original and substituted sentences is consid-
ered. If this value is above a threshold, the sen-
tence is predicted to be adversarial.

• NWS: This is the naive word substitution base-
line used in Mozes et al. (2021). Here, each
out-of-vocabulary word in an input sentence is
replaced with a random word from a set of se-
mantically related words, following which the
same process as above is used to predict input
authenticity.

• DISP (Zhou et al., 2019): In this approach, a
BERT-based perturbation discriminator predicts
whether each token in the input sentence is au-
thentic or perturbed. If none of the tokens are
predicted to be perturbed, the input sentence is
considered authentic.

• FreeLB (Zhu et al., 2019): This is an adversar-
ial training approach where adversarial pertur-
bations are added to word embeddings and the
resulting adversarial loss is minimized to pro-
mote higher invariance in the embedding space.

• Certified Robustness Training (Jia et al.,
2019): This approach uses Interval Bound Prop-
agation (IBP) to obtain an upper bound on
the worst-case loss resulting from any word
substitution-based perturbation. This has been
applied to CNN and LSTM-based language mod-
els.

D Analysing Fflip and Flw

In the second column of Table 5, for each of the
datasets, we show the percentage of authentic and
adversarial inputs which generated non-target class
predictions. Further, in the third column of Table 5
we show the percentage of (authentic, adversarial)
inputs whose layer-wise outputs showed more than
one switch. These results show that the Fflip and
Flw are individually informative.

E Adversarial detection accuracy for
different attack types

In Table 6, we present the breakup of model ac-
curacy across individual attack types. We observe
that for text classification tasks like SST-2, Yelp
and AG News the accuracy for Embedding and Syn-
onym swap attack types are much higher compared
to other datasets. We also note that in case of both
word and character-level attacks, Deletion and Sub-
stitution operations are the ones with least detection
accuracy across almost all datasets. Finally, we ob-
serve that the performance for detecting adversarial
inputs generated by PWWS and TextFooler attacks
remain fairly consistent across datasets.

F Refereeing heads in adversarial
detection

In this section, we explore the influence of each gat-
ing value in generating the prediction for our adver-
sarial detection model. We make use of the Grad-
CAM (Selvaraju et al., 2017) approach to identify
critical neurons in the input layer of AdvNet that
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Attack Type Perturbed Text
Original Text it ’s a charming and often affecting journey.

Word-level attacks
Deletion it’s a _ and often affecting journey.

Antonyms it’s a repulsive and often affecting journey.
Synonyms it’s a charming and often affecting passage.

Embeddings it’s a charming and quite affecting journey.
Order Swap it’s charming and affecting a often journey.

PWWS it’s a entrance and often strike journey.
TextFooler it’s a charming and _ affecting journey.

Original Text a sometimes tedious film.
Character-level attacks

Substitution a sometimes tidious fylm.
Deletion a som_times tedio_s film.
Insertion a sometimeDs tvedious film.

Order Swap a smoetimes tedoius film.

Table 4: Examples of 11 attack types used for adversarial data creation. ‘_’ represents a deleted character and there
is no character present at that position in the adversarial sample.

Dataset (Mutated)
Non-target o/p

(Layer-wise)
Switches>1

SST-2 (12.3, 34.2) (37.9, 54.8)
IMDb (0.33, 2.18) (0.16, 1.45)
Yelp (3.8, 5.3) (0.83, 1.08)

AG News (6.6, 22.8) (3.2, 17.0)
MRPC (21.3, 24.3) (10.3, 8.77)
RTE (24.5, 22.2) (44.2, 50.9)
SNLI (2.83, 96.0) (11.6, 41.0)
MNLI (11.0, 24.8) (24.3, 42.5)
QQP (3.2, 1.3) (6.2, 6.8)
QNLI (5.7, 1.0) (13.8, 11.1)

Table 5: Percentages of (authentic, adversarial) inputs
whose (a) mutated subnetworks generated non-target
class predictions; (b) layer-wise outputs showed more
than one switch.

have large gradients from the target class (authentic
or adversarial) flowing through them. Among these,
we consider neurons that correspond to the gating
values, i.e, Fmask and call the heads corresponding
to them as refereeing heads. From Figure 9, we
observe that word swap attacks like antonyms, syn-
onyms, and embeddings require a greater number
of refereeing heads, while character-level attacks
need fewer. This is because character-level changes
make the token invalid, i.e, the model treats it as a
unknown token absent in the vocabulary. Since this
changes the input embedding sequence more dra-
matically (Biju et al., 2020), small deviations from
standard gating patterns are sufficient to mislead
the model leading to fewer refereeing heads. Since
introducing synonym and embedding based pertur-
bations change the embeddings input to the model
by a smaller extent, larger deviations from the gat-
ing pattern are required to block or pass selective
chunks of information to mislead the model.
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Dataset #Adv Word-level attacks Character-level attacks
samples DEL ANT SYN EMBED SWAP PWWS TF SUB DEL INS SWAP

SST-2 739 0.84 0.96 0.95 0.96 0.75 0.81 0.76 0.92 0.80 0.87 0.89
Yelp 589 0.75 0.92 0.92 0.96 0.88 0.80 0.95 0.93 0.77 0.88 0.88

AG News 829 0.88 0.96 0.92 0.96 0.82 0.83 0.84 0.89 0.84 0.85 0.88
MRPC 712 0.75 0.75 0.9 0.72 0.94 0.84 0.82 0.86 0.79 0.76 0.92
IMDb 321 0.80 0.76 0.85 0.89 0.80 0.82 0.81 0.94 0.75 0.96 0.79
SNLI 1262 0.61 0.80 0.78 0.88 0.78 0.76 0.79 0.85 0.88 0.65 0.83
RTE 541 0.75 0.84 0.86 0.87 0.79 0.77 0.73 0.82 0.76 0.82 0.82

MNLI 548 0.67 0.80 0.72 0.85 0.78 0.80 0.76 0.78 0.80 0.86 0.76
QQP 307 0.70 0.82 0.74 0.80 0.75 0.76 0.74 0.78 0.81 0.86 0.77
QNLI 395 0.80 0.90 0.92 0.92 0.90 0.82 0.86 0.82 0.86 0.82 0.82

Table 6: Accuracies across datasets for each attack type. Legend: SUB-substitution, DEL-deletion, SYN-synonym,
EMBED-embedding, INS-insertion, SWAP-order swap, TF-TextFooler. Refer Section 4.1 for descriptions of at-
tack types. The second column provides the number of adversarial samples generated by us for each task across
all 11 attack types.
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Figure 9: Fraction of refereeing heads used by the ad-
versarial detection model across various adversarial at-
tack types. The split of these across 4 layer subsets is
also shown.
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