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Abstract

Syntactic structure has long been argued to be
potentially useful for enforcing accurate word
alignment and improving generalization perfor-
mance of machine translation. Unfortunately,
existing wisdom demonstrates its significance
by considering only the syntactic structure of
source tokens, neglecting the rich structural in-
formation from target tokens and the structural
similarity between the source and target sen-
tences. In this work, we propose to incorporate
the syntactic structure of both source and tar-
get tokens into the encoder-decoder framework,
tightly correlating the internal logic of word
alignment and machine translation for multi-
task learning. Particularly, we won’t lever-
age any annotated syntactic graph of the tar-
get side during training, so we introduce Dy-
namic Graph Convolution Networks (DGCN)
on observed target tokens to sequentially and
simultaneously generate the target tokens and
the corresponding syntactic graphs, and further
guide the word alignment. On this basis, Hierar-
chical Graph Random Walks (HGRW) are per-
formed on the syntactic graphs of both source
and target sides, for incorporating structured
constraints on machine translation outputs. Ex-
periments on four publicly available language
pairs verify that our method is highly effective
in capturing syntactic structure in different lan-
guages, consistently outperforming baselines in
alignment accuracy and demonstrating promis-
ing results in translation quality.

1 Introduction

Word alignment (Brown et al., 1993) aims to find
the correspondence between tokens in a sentence
pair. Neural machine translation (NMT) (Bahdanau
et al., 2015; Vaswani et al., 2017) works by taking
an end-to-end approach to incrementally predict the
target translation from a source sentence, where no
explicit word alignment is required during model
training or decoding. Recently, there has been an
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Figure 1: Similar dependencies of different languages.

increasing interest (Zenkel et al., 2020; Chen et al.,
2020, 2021; Zhang and van Genabith, 2021) in
combining the two tasks through inducing accurate
word alignment in neural translation models for
improving translation quality.

Intuitively, word alignment is helpful to enforce
the domain-specific terminology or improve the
translations of low-frequency tokens (Song et al.,
2019; Dinu et al., 2019). Also, word alignment
provides supportive linguistic information on trans-
lation outputs, being useful in interactive transla-
tion with the human in the loop (Weng et al., 2019).
Since the target-to-source attention in NMT mod-
els can infer rough word alignments but induce
many errors with low accuracy, a number of recent
works (Garg et al., 2019; Zenkel et al., 2019, 2020;
Zhang and van Genabith, 2021) focus on NMT-
based alignment methods which take alignments as
a by-product of NMT systems.

Although NMT-based aligners have proven to be
effective and achieved the State-of-the-Art align-
ment accuracy, they suffer from two major limi-
tations. First, due to the autoregressive property
(Sutskever et al., 2014), they (Dyer et al., 2013;
Bahdanau et al., 2015; Vaswani et al., 2017; Chen
et al., 2020) only leverage partial target context.
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The latest works (Chen et al., 2021; Zhang and van
Genabith, 2021) alleviate this deficiency to exploit
both sides of the target content to compute bet-
ter target-to-source attention (alignment), by aban-
doning autoregressive decoder and sacrificing the
translation ability. In addition, there are also re-
lated works (Bastings et al., 2017; Marcheggiani
et al., 2018) proposing syntax-aware NMT mod-
els without word alignment task. However, they
simply utilize the syntactic structure of source to-
kens and ignore to capture the syntactic structure
of target tokens. In summary, the syntactic struc-
ture of both source and target tokens has not been
thoroughly explored to guide accurate alignments,
while the similarity of dependencies across diverse
languages has not been utilized for producing trans-
lation outputs with high-quality and favorable gen-
eralization capabilities. Second, they (Garg et al.,
2019; Zenkel et al., 2020) typically use multi-task
learning architecture to jointly learn the word align-
ment and translation with elaborately designed loss
functions. However, this is computationally expen-
sive for training and the internal logic between the
two subtasks is not well correlated.

To alleviate mentioned problems, we propose
to simultaneously consider the syntactic structure
of both source and target tokens. According to
the similar dependencies across language pairs, the
syntactic graphs of target tokens are first sequen-
tially inferred through introduced Dynamic Graph
Convolution Networks. Hierarchical Graph Ran-
dom Walks are then performed based on the built
syntactic graphs at both ends, as well as the ini-
tialized multi-scale and trainable “hidden graphs”
(Nikolentzos and Vazirgiannis, 2020). We found
that by correlating cross-linguistic dependencies
without any additional guided loss, word alignment
and translation can be more effectively integrated
into a unified learning framework, efficiently cor-
relating the internal logic between subtasks while
improving the interpretability of the model.

Our contributions are as follows: (1) We intro-
duce Dynamic Graph Convolution Networks to se-
quentially infer the syntactic graphs of target tokens
and further guide the word alignment learning. (2)
Hierarchical Graph Random Walks are further per-
formed to incorporate both local and global struc-
tural constraints for producing translation outputs.
(3) Results on four language pairs demonstrate that
our method is highly effective in such alignment-
or translation-related NLP tasks, consistently out-

performing baselines in alignment accuracy and
translation quality.

2 Background

2.1 Word Alignment

A naive way to extract alignments from NMT mod-
els is to choose the source token with the maxi-
mum accumulated attention weight towards the cur-
rent target token (Arthur et al., 2016; Hasler et al.,
2018): γ(t) = argmax

i∈{1,...,M}

∑N
l=1 α

l
t,i, where i is the

candidate aligned source-side position. For decod-
ing step t in layer l, αl

t,i is the attention weight
of the i-th position in the source, produced by an
average of all the attention heads in Transformer
(Vaswani et al., 2017). Although simple to im-
plement, this method fails to obtain satisfactory
alignment results (Li et al., 2019; Ding et al., 2019;
Chen et al., 2020). In this work, we sufficiently
exploit the similarity of dependencies between lan-
guage pairs, training a novel multi-task learning
framework to jointly learn translation and word
alignment.

2.2 Neural Machine Translation

Let x = x1, ..., xM and y = y1, ..., yN be the
source and target sentence respectively, neural ma-
chine translation models the probability of the tar-
get sentence conditioned on the source sentence:
P (y|x; θ) =

∏N
i=1 P (yi|y<i,x), where y<i is a

partial translation from the first to (i-1)-th target to-
kens. Existing NMT models are generally equipped
with the encoder-decoder structure. The encoder
encodes the source sentence, while the decoder
generates the target sentence through a target-to-
source attention mechanism and performs left-to-
right autoregressive decoding. In this work, we
adopt Transformer (Vaswani et al., 2017) as the
baseline to build our method, which is also an
encoder-decoder framework while each decoder
layer attends to the encoder output with multi-head
attention.

3 Approach

Our work is inspired by the fact that tokens in differ-
ent languages have similar dependencies under the
same semantics. As shown in Figure 1, the depen-
dencies between tokens with the same semantics in
the English-German pair are highly similar, while
the similarity of dependencies between English and
French (Chinese) can also be implicitly captured.
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Figure 2: The architecture of proposed multi-task learning framework. Supervised learning tasks: word alignment
and machine translation. Unsupervised learning task: generation of the target syntactic graph.

We regard each token as a node, and build the edges
according to the corresponding dependencies be-
tween each node to form the syntactic graphs of
different languages. For instance, there is a depen-
dency between ’you’ and ’re’, and the node ’you’
is the 1-hop neighbor of ’re’ in the built English
(syntactic) graph. While there is no explicit depen-
dency between ’Tu’ and ’es’ and we have to pass
through ’naïve’ to reach ’es’ from ’Tu’, so the node
’Tu’ is treated as the 2-hop neighbor of ’es’ in the
French (syntactic) graph.

3.1 Multi-task Learning

Figure 2 shows the overall architecture of proposed
multi-task learning framework. We model the joint
distribution of the target tokens and the target syn-
tactic graphs by factorizing it into the product of a
series conditional distributions.

P (y,ys|xs,x) =
N∏
i=1

P (yi|ys
≤i,x

s,y<i,x)

× P (ysi |ys
<i,x

s,y<i,x),

where y<i,y
s
<i are partially generated target sen-

tence and syntactic graph, and (x,xs) indicates
the entire information from the source side. For
the tokens y, we can directly optimize translation
loss. However, since we mainly focus on the word
alignment dataset, we do not leverage the ground-
truth of the target syntactic graph to maximize the
likelihood. In order to use the supervised signal of
word alignment, we propose a proxy to construct

the word alignment α with graph convolution net-
works:

α = proxy(ys),

where the proxy construction will be elaborated
in the next section. Then we optimize the word
alignment loss as a surrogate.

In summary, we learn three tasks simultaneously,
machine translation and word alignment via super-
vised signals while inferring syntactic graph of the
target side as a byproduct in an unsupervised way.

Specifically, our approach first build the syn-
tactic graph of source tokens, on which basis we
introduce Dynamic Graph Convolution Networks
to sequentially infer the syntactic structure of ob-
served target tokens, efficiently generating accurate
alignment results which derived from the struc-
tural attention weights between both sides. To bet-
ter encourage the correlation of the internal logic
between word alignment and translation, Hierar-
chical Graph Random Walks are then performed
to incorporate structural constraints for producing
high-quality translation outputs.

3.2 Dynamic Graph Convolution Networks

We can first build the source syntax graph with the
output representations He from Transformer en-
coder, where each node corresponds to one token
representation. In particular, the adjacency matrix
As is generated from the parsed syntactic structure,
where a(i,j) = 1 indicates there is a dependency
between node i and j. Meanwhile, we initialize
the rough adjacency matrix Āt containing only self-
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connections for each target token. Afterwards, Dy-
namic Graph Convolution Networks are leveraged
to adaptively adjust the graph topology for obtain-
ing refined adjacent structures. Significantly, both
masking and attention mechanisms are introduced
to distinguish and re-weight observed target nodes
through the captured multi-hops neighbor.

For each decoding step, masking mechanism is
first built for the observed set of target nodes. For
each observed token (or node), we predict a soft
mask M to indicate its dependency with other ob-
served tokens. It treats any of the observed tokens
as the central node alternately, to reward its signifi-
cant dependencies from multi-hops neighbor and
penalize leftovers. A light-weight two-layer pool-
ing network is used to learn the mask which could
be formulated as:

M = fM (As, H̄d, He),

where H̄d ∈ RN̄×D denotes the D-dimension fea-
tures of N̄ observed target nodes generated from
Transformer decoder. The detailed network archi-
tecture of fM can refer to the Appendix. The ob-
tained M ∈ RN̄×N̄ serves as an information gate-
keeper, retaining the nodes that are optimal for lo-
cal aggregation with a global perspective, capturing
linguistic dependencies discriminatively without
compromising the topology of the syntactic graph.
We will then process a graph-based information
aggregation (Kipf and Welling, 2016) and proceed
with a linear transformation, i.e.,

H̄m = Wm ·
[(
Āt +M

)
· H̄d

]
+ bm,

where · denotes the matrix multiplication and the
formula in square bracket means information ag-
gregation. In this way, the set of observed nodes
and their edge connections at target side change
dynamically in successive decoding steps.

In addition, an attention mechanism is intro-
duced to re-weight and balance the captured multi-
hops neighbor of each observed token. In particular,
we aggregate context information by attending over
the multi-hops neighbor of each node, while its up-
dated representation is calculated by the weighted
average of the connected nodes:

H̄ i
a = ReLU

 ∑
yj∈N+(yi)

a
(h)
ij · (WaH̄

j
m)

 ,

where j = 1, ..., N̄ and N+(yi) includes the node
yi and the nodes directly connected to yi, Wa is a
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Figure 3: Structural attention based on Dynamic Graph
Convolution Networks. (a) Masking and attention mech-
anisms during sequence decoding. (b) In each decoding
step, we perform discriminative dynamic graph convolu-
tions by treating each observed token as a central node.

learnable parameter. Note that the attention coeffi-
cient aij is the normalized similarity between two
nodes (Veličković et al., 2017) of H̄a in previous
decoding step, and h-hop a

(h)
ij is the corresponding

element of h-th power of matrix [aij ].
Figure 3 illustrates the detailed process of intro-

duced DGCN. The masking and attention mech-
anisms are iterated until the decoding process is
terminated. Then we average the attention coeffi-
cients aij over all decoding steps, and normalize
them to obtain the refined adjacency matrix Ãt.
Considering our initial intuition of the similarity
for the syntactic structure at both ends, we calculate
the final syntactic structure of the target sentence
as follows:

At = Sigmoid
(
Ws

(
As + Ãt

)
+ bs

)
,

where Ws and bs are learnable parameters.
Structural Attention for Word Alignment We

adopt As and the inferred At to update the represen-
tation of language pairs, with the target-to-source
attention in (Chen et al., 2021). The learned repre-
sentation simultaneously contains the content and
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Figure 4: Overview of the introduced Hierarchical Graph Random Walks for translation.

structure information of the context for accurate
word alignment. Finally, we choose the source to-
ken with the maximum attention weight towards
the current target token:

α = attention (At ·Hd, As ·He) ,

γ(t) = argmax
i∈{1,...,M}

αt,i.

IMPORTANT Note that even during training, we
only use the ground-truth syntactic graph of source
side. The syntactic graph of target side is inferred
during training and its derived attention weights
subsequently participate the loss calculation of
word alignment task.

3.3 Hierarchical Graph Random Walks

In order to incorporate structural constraints for
producing high-quality translation, we borrow the
idea of (Nikolentzos and Vazirgiannis, 2020) to
use a random walk kernel to capture the hierarchi-
cal representation of syntactic graphs. The ran-
dom walk kernel can quantify the similarity of two
graphs based on the number of common walks,
adopted to effectively capture structures of the in-
put graphs when compared against a number of
trainable “hidden graphs”1. The adopted “hidden
graphs” can learn the graph structures during train-
ing with backpropagation so that the translation out-
puts are highly interpretable, while the employed
random walk kernel is differentiable and therefore
the whole framework is end-to-end trainable. The
whole process is illustrated in Figure 4.

1Similar to the trainable “kernel” in convolution.

In this work, we initialize two groups of trainable
“hidden graphs” with differentiated scales, which
compare the inputs using a random walk kernel to
capture the structural representation of syntactic
graphs both locally and globally. Consider the syn-
tactic graph (denoted as Gd) in the decoder and a
"hidden graph" Gh, their direct product G×

d is a
graph over pairs of nodes from Gd and Gh. We
refer to the original paper (Nikolentzos and Vazir-
giannis, 2020) for more details.

It has been shown that performing a random walk
on the direct product G×

d is equivalent to perform-
ing a simultaneous random walk on the two graphs
Gd and Gh. We denote by A×

d the adjacency matrix
of G×

d , and assume a uniform distribution for the
starting and stopping probabilities over the nodes
of Gd and Gh. In this way, the random walk ker-
nel will count all pairs of matching walks on Gd

and Gh through the adjacency matrix A×
d . We then

perform the P -step (P ∈ N) random walk kernel
which calculates the number of common walks of
length p between two graphs:

k(p) (Gd, Gh) =

|V ×
d |∑

i=1

|V ×
d |∑

j=1

[
A

×(p)
d

]
ij
.

For each p ∈ {0, 1, ..., P}, a different kernel
value is calculated which can be thought of as
the structural representation of graph Gd. There-
fore, given the two sets P = {0, 1, ..., P} and
Gh =

{
G1

h, G
2
h, ..., G

K
h

}
where G1

h, G2
h, ..., GK

h

denote the K “hidden graphs”, we can compute one
feature for each element of the Cartesian product
P × Gh, and further build a matrix R ∈ RK×(P+1)
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for Gd where Rij = kj
(
Gd, G

i
h

)
. Finally, the ma-

trix R is flattened as supplementary representation
to incorporate structural constraints into the de-
coder outputs from Transformer for guiding trans-
lation outputs.

In order to capture both local and global struc-
tural information, we assign two differentiated
scales (with node sizes 4 and 6) of “hidden graphs”
to compare against the syntactic graphs at both
ends. In the meantime, the syntactic information
from both encoder and decoder are considered to
access the robust and high-quality translation sys-
tem. We also provide case studies of the experi-
ments in Figure 5, demonstrating the learned “hid-
den graphs” can capture both the local and global
dependencies of target sentences, leading to more
discriminative features which are further adopted
to guide the translation outputs.

4 Experiments

4.1 Datasets

We conducted our experiments on four publicly
available datasets. For German-English (de-en)2,
Romanian-English (ro-en) and French-English
(fr-en)3, we followed the experimental setup in
(Zenkel et al., 2020) and used the preprocessing
scripts from (Zenkel et al., 2019). We also followed

2https://www-i6.informatik.rwth-
aachen.de/goldAlignment/

3http://web.eecs.umich.edu/~mihalcea/wpt/index.html

(Ding et al., 2019) to set the last 1K sentences of
the training data before preprocessing as valida-
tion set. The Chinese-English training set is from
the NIST corpora while the test set is from the v1-
testset released by TsinghuaAligner (Liu and Sun,
2015). We learned a joint source and target Byte
Pair Encoding (BPE) (Sennrich et al., 2016) with
10K merge operations.

4.2 Settings
We adopted parsing tools4 to construct syntactic
graphs for the language of the encoder. Both the
encoder and the decoder of Transformer have 4 lay-
ers of attentions with 4 attention heads each. The
embedding size and hidden states are set to 512,
while the feed-forward layer has 2,048 cells. The
training token-level batch size is 36K. All mod-
els were trained in both translation directions and
symmetrized with grow-diag (Koehn et al., 2005)
using the script from (Zenkel et al., 2019)5. We
aggregated the 1- and 2-hop neighbor of each tar-
get token in proposed dynamic graph convolutions
for alignment, and performed P = {0, 1}-steps
random walk with beam size to 4 in the decoding
process of translation. Alignment error rate (AER)
(Och and Ney, 2000) and BLEU (Papineni et al.,
2002) are used for measuring word alignment ac-
curacy and translation quality, respectively.

4.3 Baselines
We compare our method with two statistical
baselines FAST-ALIGN (Dyer et al., 2013) and
GIZA++ (Brown et al., 1993). Besides, our pro-
posal (structure-based) is compared to several neu-
ral baselines (content-based), and all the base-
lines induce alignments from attention weights
of content-based representation: NAIVE-ATT
(Garg et al., 2019), NAIVE-ATT-LA (Garg et al.,
2019), NAIVE-ATT-LA (Garg et al., 2019), SD-
SMOOTHGRAD (Ding et al., 2019), ADDSGD
(Zenkel et al., 2019), SHIFT-ATT (Chen et al.,
2020), SHIFT-AET (Chen et al., 2020), BTBA
(Zhang and van Genabith, 2021) and MASK-
ALIGN (Chen et al., 2021).
NAIVE-ATT (Garg et al., 2019) induces align-
ments from cross-attention weights of the best
penultimate layer in a vanilla Transformer.
NAIVE-ATT-LA (Garg et al., 2019) without
layer selection induces alignments from attention
weights averaged across all layers.

4https://github.com/explosion/spacy-models/releases
5https://github.com/lilt/ alignment-scripts
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Method Full
de-en fr-en ro-en

de→en en→de avg. bidir. fr→en en→fr avg. bidir. ro→en en→ro avg. bidir.

Statistical Methods

FAST-ALIGN (Dyer et al., 2013) Yes 28.5 30.4 29.5 25.7 16.3 17.1 16.7 12.1 33.6 36.8 35.2 31.8
GIZA++ (Brown et al., 1993) Yes 18.8 19.6 19.2 17.8 7.1 7.2 7.2 6.1 27.4 28.7 28.1 26.0

Neural Methods (Content-based)

NAIVE-ATT (Garg et al., 2019) No 33.3 36.5 34.9 28.1 27.5 23.6 25.6 16.0 33.6 35.1 34.4 30.9
NAIVE-ATT-LA (Garg et al., 2019) No 40.9 50.8 45.9 39.8 32.4 29.8 31.1 21.2 37.5 35.5 36.5 32.7
SD-SMOOTHGRAD (Ding et al., 2019) No 36.4 43.0 39.7 29.0 25.9 29.7 27.8 15.3 41.2 41.4 41.3 32.7
ADDSGD (Zenkel et al., 2019) No 26.6 30.4 28.5 21.2 20.5 23.8 22.2 10.0 32.3 34.8 33.6 27.6
SHIFT-ATT (Chen et al., 2020) No 20.9 25.7 23.3 17.9 17.1 16.1 16.6 6.6 27.4 26.0 26.7 23.9
SHIFT-AET (Chen et al., 2020) No 15.8 19.2 17.5 15.4 9.9 10.5 10.2 4.7 22.7 23.6 23.2 21.2
BTBA (Zhang and van Genabith, 2021) Yes 30.3 32.3 31.3 17.8 14.9 20.2 17.6 9.5 33.0 38.6 35.8 22.9
MASK-ALIGN (Chen et al., 2021) Yes - - - 14.4 - - - 4.4 - - - 19.5

Our Neural Method (Structure-based)

Ours No 16.3 18.1 17.2 13.7 9.2 9.7 9.5 4.1 21.9 23.8 22.9 18.8

Table 1: AER on the test set. The column Full denotes whether full target sentence is used to extract alignments
at test time. avg. are the averaged AER scores of both language directions for each language pair, and bidir. are
symmetrized alignment results. The lower AER, the better. We mark best results among all with boldface.

SD-SMOOTHGRAD (Ding et al., 2019) induces
alignments from token saliency.
ADDSGD (Zenkel et al., 2019) explicitly adds an
extra attention layer on top of Transformer to pre-
dict the to-be-aligned target token.
SHIFT-ATT (Chen et al., 2020) induces align-
ments when the to-be-aligned target token is the
decoder input instead of the output.
SHIFT-AET (Chen et al., 2020) extracts align-
ments from an additional module with supervision
from symmetrized SHIFT-ATT alignments.
BTBA (Zhang and van Genabith, 2021) predicts
the current target token by paying attention to the
source context and both left-side and right-side tar-
get context to produce target-to-source alignment.
MASK-ALIGN (Chen et al., 2021) extracts align-
ments from introduced leaky attention and trains
with the masked language model fashion.

4.4 Alignment Results

Comparison with Baselines Table 1 compares the
alignment results of our method with all the base-
lines. Our approach significantly outperforms both
statistical and neural baselines. Specifically, it im-
proves over GIZA++ by 2.0-7.2 AER points across
different language pairs, demonstrating that build-
ing a neural aligner is better than statistical aligners.
When compared with neural baselines either using
guided training or without guidance, we find our
proposal still achieves substantial improvements
over all methods. For instance, it improves over
SHIFT-AET and MASK-ALIGN by 2.4 and 0.7
individually AER points on the Romanian-English
pair, indicating that the incorporation of syntac-
tic structure achieves superior alignment results

Method zh→en en→zh bidir.

SHIFT-ATT 28.1 27.3 20.2
SHIFT-AET 20.1 22.0 17.2

MASK-ALIGN - - 13.8
Ours 18.9 21.2 13.5

Table 2: AER on the test set of zh-en.

compared to these that rely only on the content of
inputs.

Besides, we also evaluate our proposal on
Chinese-English pair and compare other methods
in Table 2. The experimental results are highly
consistent with the observations on other language
pairs, demonstrating the effectiveness of alignment
based on modeling dependencies and capturing
structural similarities for distant language pairs.
Ablation Study Table 3 shows the ablation results
on two language pairs. Our approach achieves a
gain of 23.8 and 14.6 AER points with fewer pa-
rameters compared to vanilla Transformer. When
considering the introduced Dynamic Graph Con-
volution Networks, the aggregated 1-hop neighbor
can only capture the local structure, and thus the
alignment accuracy is limited. In contrast, aggre-
gating all the 1-, 2-, and 3-hop neighbor for each
target node, while better capturing the global de-
pendency, brings with it an increase of parameters
and the possible introduction of noisy nodes. We
finally achieve the trade-off between performance
and parameter size by aggregating both the 1- and
2-hop neighbor. Notably, the accuracy of alignment
slightly decreases when we remove the translation
task, showing the effectiveness of our multi-task
learning framework.
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Figure 6: (a) Attention weights from different models, and visualizations of the local connection structure for
important target tokens inferred by our method. Gold alignment is shown in Reference. S: Source tokens, T : Target
tokens. (b) Attention weights for a symmetrized alignment example from ro-en test set. Besides, visualizations of
syntactic graphs which built from the source sentence and inferred from the target sentence are given.

Method fr-en ro-en # param.

Vanilla Transformer 27.9 33.4 36.8M

Ours(1−hop) 7.6 25.8 31.9M
Ours(1,2,3−hop) 4.4 19.3 33.2M

Ours (w/o translation) 4.3 19.5 28.5M
Ours(1,2−hop) 4.1 18.8 32.7M

Table 3: We report the symmetrized AER on the test set.
We treat vanilla Transformer (Vaswani et al., 2017) as
the baseline, and Ours(1,2,3−hop) indicate that the intro-
duced graph convolutions aggregate representation from
all the 1-, 2-, and 3-hop neighbor. Ours (w/o translation)
denotes that we remove the translation branch and only
perform the training and test of word alignment.

Case Study Figure 6(a) shows the attention
weights from three different models for a sym-
metrized alignment example from de-en test set.
In this example, SHIFT-ATT puts high weights
wrongly on “1968” when predicting the target to-
ken “tokyo”, while MASK-ALIGN fails to resolve
ambiguity when predicting the target token “in”.
In contrast, our approach produces the attention
weights based on structural matching of source
and target tokens, which are highly consistent with
the gold alignment. Furthermore, we visualize the
complete syntactic structure inferred by introduced
DGCN in Figure 6(b), which could explicitly re-
flect the dependencies between each target token.

4.5 Translation Results

Comparison with Baselines Table 4 shows the
comparison of translation quality and the corre-
sponding decoding speed. Although this work has
improved the performance of word alignment, our

experiments show that the benefits from the repre-
sentation of syntactic structure also extend to the
translation task. Compared with (Marcheggiani
et al., 2018) that only utilize syntactic structure
at the encoder side, we substantially improve the
performance by incorporating syntactic structure at
the decoder side.
Ablation Study To investigate the effectiveness of
introduced Hierarchical Graph Random Walks, we
further conducted ablation experiments from two
perspectives: the number of steps for random walk
and the beam size for decoding. Table 4 shows the
comparison results. It can be inferred that increas-
ing the step length (e.g., p = 2) can improve the
capability of “hidden graphs” to better capture the
global structure. However, continuing to increase
the step (e.g., p = 3) length will not always im-
prove the performance, since it not only introduces
more parameters, but also is likely to confuse the
model by the complicated closed-loop structure
which is prevalent in the graph network. Moreover,
increasing the beam size does not bring sustain-
able gains, but it inevitably decreases the speed of
decoding. Notably, the quality of translation signif-
icantly decreases when we remove the alignment
branch, suggesting that the internal logic of both
tasks are tightly correlated by exploiting the de-
pendencies between language pairs for multi-task
learning.

5 Related Works

Our work is closely related to unsupervised neural
word alignment. While early unsupervised neu-
ral aligners failed to outperform their statistical
counterparts such as FAST-ALIGN (Dyer et al.,
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Method de→en en→de fr→en en→fr ro→en en→ro avg.speed (tokens/sec)

vanilla Transformer (Vaswani et al., 2017) 25.1 21.7 22.9 21.4 25.3 17.9 70.1

CNN + GCN (Marcheggiani et al., 2018) 23.4 20.3 20.7 20.1 23.8 16.4 86.5
BiRNN + GCN (Marcheggiani et al., 2018) 23.9 20.6 21.2 20.5 24.3 17.0 82.3

Ours(p=1,beam=4) 25.7 22.7 24.2 22.3 26.2 18.9 68.2

Ours(p=2,beam=4) 25.5 22.6 24.2 22.4 26.2 18.5 66.7
Ours(p=3,beam=4) 25.9 22.7 23.6 22.0 25.8 18.8 66.3

Ours(p=1,beam=3) 25.5 22.4 23.9 22.0 26.1 18.6 68.9
Ours(p=1,beam=5) 25.7 22.5 24.0 22.2 26.3 18.3 66.5

Ours(p=1,beam=4) (w/o alignment) 25.5 22.1 23.4 21.7 25.5 18.3 76.7

Table 4: Comparison of BLEU scores and the averaged decoding speed tested on test sets of three language pairs. p
refers that a p-step random walk is performed during the decoding process, while beam is the beam size.

2013) and GIZA++ (Och and Ney, 2003), a lot
of latest works (Li et al., 2019; Garg et al., 2019;
Zenkel et al., 2019, 2020) have made significant
progress by inducing unsupervised neural aligners
from NMT to produce better word alignments. Sig-
nificantly, BTBA (Zhang and van Genabith, 2021)
and MASK-ALIGN (Chen et al., 2021) leverage
the both side content information of the decoder,
sacrificing the ability of translation.

Our work is also related to syntax-based or Trans-
former based neural machine translation models
which have shown large advantages on a myriad of
datasets. (Bastings et al., 2017) incorporated syn-
tactic structure into the encoder of NMT model and
proposed syntactic GCNs. (Marcheggiani et al.,
2018) refined the above work to inject a semantic
bias into sentence encoders. Transformer based
NMT models (Vaswani et al., 2017; Hasler et al.,
2018) attribute their superior performance to the
multi-layer and multi-head self-attention architec-
ture. (Garg et al., 2019) trained the Transformer
to jointly learn word alignment and translation
through multi-task learning based on existing to-
ken aligners such as GIZA++ (Och and Ney, 2003).
Our work differs from prior studies in that we si-
multaneously incorporate the syntactic structure
into both encoder and decoder to tightly correlate
the internal logic of word alignment and machine
translation for multi-task learning. To the best of
our knowledge, this is the first work that incorpo-
rates syntactic structure based constraints into the
decoder of NMT models.

6 Conclusion

We propose a multi-task learning framework that
tightly correlates the internal logic of word align-
ment and machine translation, by fully exploits the
syntactic structure of both source and target tokens

and the similarity of dependencies at both ends. Ex-
periments show that our proposal achieves the new
State-of-the-Art results among all neural methods
in word alignment, while producing high-quality
translations. We leave it for future work to extend
our study to more downstream tasks and systems
in natural language processing.
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A Detailed Network Architecture of fM
For each observed token from the target side, we
learn a soft mask M to predict its dependency with
other observed tokens by a light-weight network:

h̄d = MeanPooling(H̄d +As ·He),

M̂ = (H̄d ·Wd)⊗ h̄d,

M = Sigmoid
(
MaxPooling(M̂)

)
,

where ⊗ denotes the element-wise multiplication,
and Wd is a trainable matrix.

B Translation Results

Case Study We provide the translation results
among different variants of our proposal in Fig-
ure 7.

Damit ist unsere Aussprache über den Stand der Europäischen 

Union geschlossen .
S

T (1) w/o random walk

(2) random walk only in decoder

(3) Ours (random walk in encoder + decoder)

The debate on the state of the European Union is closed .R

Our European Union state debate on the is concluded .

This concludes our debate on the the European Union state.

This concludes our debate on the state of the European Union.

Figure 7: Translation outputs generated by our methods.
S: Source sentence, T : Translation output, R: Ground-
truth translation. (1) No graph-based random walk is
performed for translation task. (2) Graph-based random
walk is performed only on the inferred syntactic graphs
of the decoder. (3) Graph-based random walks are per-
formed on the syntactic graphs of both the encoder and
the decoder.
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