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Abstract

Existing news recommendation methods usu-
ally learn news representations solely based on
news titles. To sufficiently utilize other fields
of news information such as category and en-
tities, some methods treat each field as an ad-
ditional feature and combine different feature
vectors with attentive pooling. With the adop-
tion of large pre-trained models like BERT in
news recommendation, the above way to incor-
porate multi-field information may encounter
challenges: the shallow feature encoding to
compress the category and entity information is
not compatible with the deep BERT encoding.
In this paper, we propose a multi-task learning
framework to incorporate the multi-field infor-
mation into BERT, which improves its news
encoding capability. Besides, we modify the
gradients of different tasks based on their gra-
dient conflicts, which further boosts the model
performance. Extensive experiments on the
MIND news recommendation benchmark show
the effectiveness of our approach.

1 Introduction

Online News platforms such as Google News and
MSN News have become a prevalent way for users
to access news information (Das et al., 2007). To al-
leviate information overload and improve the read-
ing experience, personalized news recommenda-
tion has become an essential part of these plat-
forms (Liu et al., 2010; Phelan et al., 2011).

Traditional Recommendation models focus on
modeling feature interactions (Rendle, 2012;
Cheng et al., 2016; Guo et al., 2017; Wang et al.,
2017). Accurate modeling of news and users is
critical for news representation. Previous neural
methods usually learn news representation vectors
solely based on news titles and then learn a user rep-
resentation by aggregating the previously browsed
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Figure 1: Traditional way to incorporate multi-field
news information with attentive multi-field learning.

news via sequential or attentive models (Okura
et al., 2017; An et al., 2019; Wu et al., 2019d).
Though effective, these methods only utilize the
title information and neglect other valuable news in-
formation such as categories and entities, which we
call multi-field information. To fully utilize this in-
formation, as shown in Figure 1, existing methods
usually transform each field of information (e.g.,
title, category, and entities) into a feature vector
and combine different representations via attentive
multi-field learning (Wu et al., 2019a, 2021a).

With the widespread use of large pre-trained
language models, news recommendations start to
adopt BERT (Devlin et al., 2019) as the cornerstone
to encode news contents (e.g., encoding title as the
blue box in Figure 1). However, when employing
the above attentive way to combine other fields
of information, we may encounter challenges: the
shallow feature encoding to compress the category
and entity information is not compatible with the
deep BERT encoding for the title. Consequently,
the ineffective adaption of multi-field information
arises when we employ large pre-trained models in
news recommendation.

In this paper, we propose a novel multi-task
learning (Collobert and Weston, 2008; Stickland
and Murray, 2019; Li et al., 2019) framework over
BERT for news recommendation, named MTRec,
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Figure 2: The overall framework of MTRec. We employ
BERT as the news encoder and additive attention as
the user encoder. In addition to the main task of news
recommendation, we design two auxiliary tasks (i.e.,
category classification and NER) to further incorporate
the category and entity information.

to effectively incorporate the multi-field informa-
tion. Specifically, we use BERT to encode the news
title as news embedding, and design two auxiliary
tasks on top of BERT, i.e., category classification
and named entity recognition (NER). The two aux-
iliary tasks are trained together with the main news
recommendation task. We believe such a multi-
task way can help BERT better capture the news
semantics. To further improve the model perfor-
mance, we adopt the recently proposed gradient
surgery technique (Yu et al., 2020) which elimi-
nates the gradient conflicts among different tasks
during the multi-task training. While Zhang et al.
(2021) study homogeneous multi-field news infor-
mation including titles, abstracts and bodies, we
study titles, categories and entities, which are het-
erogeneous thus can provide valuable information
from different perspectives.

Finally, we find that combining the proposed
multi-task learning and traditional attentive multi-
field learning can further boost the performance
of our model. Extensive experiments on the real-
world MIND (Wu et al., 2020) news recommen-
dation dataset show that MTRec can effectively
improve the accuracy of news recommendation.

2 Method

Given I historical clicked news of a user Nh =
[nh

1 , n
h
2 , ..., n

h
I ] and a set of candidate news N c =

[nc
1, n

c
2, ..., n

c
J ]. Our goal is to calculate the user

interest score sj of each candidate news accord-
ing to the historical behavior of the user, then the
candidate news with the highest interest score is
recommended to the user. For each news, we have
its title text T , category label pc, and entity set E .

2.1 News Recommendation Framework
As shown in Figure 2, there are three main compo-
nents in news recommendation framework, i.e., a
news encoder, a user encoder, and a click predictor.

News Encoder For each news n, we encode its
title with pre-trained BRET (Devlin et al., 2019).
Specifically, we feed the tokenized text T into the
BERT model and adopt the embedding of [CLS]
token as the news representation r. We denote the
encoded vectors of historical clicked news Nh and
candidate news N c as Rh = [rh1 , r

h
2 , ..., r

h
I ] and

Rc = [rc1, r
c
2, ..., r

c
J ], respectively.

User Encoder To gain a user representation from
the representations of historical clicked news, exist-
ing methods usually employ sequential (An et al.,
2019) or attentive models (Wu et al., 2019d; Li
et al., 2018). In this paper, we adopt additive atten-
tion as the user encoder to compress the historical
information Rh. The user representation ru is then
denoted as:

ru =

I∑
i=1

aui r
h
i , aui = softmax(qu·tanh(Wurhi )),

(1)
where qu and Wu are trainable parameters.

Click Predictor For each candidate news, we ob-
tain its interest score sj by matching the candidate
news vector rcj and the user representation ru via
dot product:

sj = rcj · ru. (2)

Loss Function Following previous work (Huang
et al., 2013; Wu et al., 2019d), we employ the NCE
loss to train the main ranking model. Then the
main task loss LMain is the negative log-likelihood
of all positive samples in the training dataset D:

LMain = −
|D|∑
i=1

log
exp(s+i )

exp(s+i ) +
∑L

j=1 exp(s
j
i )
,

(3)
where s+ denotes the interest scores of positive
news, L indicates the number of negative news.

2.2 Multi-Field Information
Besides the contents of news (e.g., titles), there is
also other valuable information available in news
recommendation, for example, category labels and
entity annotations, which we call multi-field infor-
mation. To fully utilize the multi-field information,
existing methods usually treat them as additional
input features (Wu et al., 2019a, 2021a). As the ex-
ample in Figure 1, each field of information (i.e., ti-
tle, category, and entities) is firstly transformed into
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vectors via embedding lookup and attention mech-
anisms. Then the representations R = {rt, rc, re}
for title, category and entities are combined as the
final news representation r̃ via attentive multi-field
learning1:

r̃ =
∑
ri∈R

wiri, wi = softmax(qr ·tanh(Wrri)),

(4)
where qr and Wr are trainable parameters.

Though effective with traditional text encoding,
attentive multi-field learning may not work well
with deep BERT encoding. Since the shallow fea-
ture encoding to compress the category and entity
information may not be in the same feature space
with the deep BERT encoding, directly combining
them together may cause incompatibility problem
thus ineffective use of multi-field information.

2.3 Multi-Task Learning
To effectively utilize the multi-field information
with the BERT news encoder, we propose to em-
ploy multi-task learning with two auxiliary tasks
on top of BERT: category classification and named
entity recognition, as illustrated in Figure 2.

Category Classification To incorporate the news
category information, we design a classification
task on top of BERT, which uses the [CLS] embed-
ding to predict the category distribution of news ni:

p̂c
i = softmax(Wcri + bc), (5)

where bc and Wc are trainable parameters. Then
the loss function of category classification task is:

LCategory = −1

I

I∑
i=1

Kc∑
k=1

pci,klog(p̂
c
i,k)), (6)

where Kc is the number of categories.

Named Entity Recognition We also design a
NER task (Lample et al., 2016) on top of BERT,
so that the model can recognize important entities
in the title thus better matching interested news.
Specifically, we locate the given entities in the
news title according to exact match and use “B”
to indicate the beginning word of an entity, “I” to
indicate the internal words. The other non-entity
words in the title are denoted as “O”. Then a tag
prediction task is performed based on the BERT
output embeddings:

p̂n
ti = softmax(Wnrti + bn), (7)

1Concatenation is another option but generally performs
worse than attentive pooling.
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Figure 3: Illustration of the Gradient Surgery (GS).

where rti is the output embedding of i-th token,
bn and Wn are trainable parameters. The loss
function of the NER task is thus formulated as:

LNER = −1

I

I∑
i=1

li∑
l=1

Kn∑
k=1

pnl,klog(p̂
n
l,k)), (8)

where Kn is the number of all NER tags, li is the
title length of i-th news.

We optimize the loss function of the main task,
category classification, and NER task simultane-
ously, which derives the final loss function:

LMTRec = LMain + LCategory + LNER. (9)

Multi-Task Learning with Gradient Surgery
Yu et al. (2020) find that multi-task learning is
not always beneficial, since there may exist gradi-
ent conflicts among different tasks. The problem
means that the gradient directions of different tasks
form an angle larger than 90◦ thus harm each other,
as shown in Fig. 3(a). To alleviate this issue, Yu
et al. (2020) propose a technique called Gradient
Surgery (GS) that projects the gradient of the i-th
task gi onto the normal plane of another conflicting
task’s gradient gj :

gi = gi −
(gj · gi)
∥gj∥2

· gj . (10)

Though GS is effective to some degree, our task
is a little different from the ordinary multi-task
learning as Yu et al. (2020): we aim to use auxiliary
tasks to boost the main task performance rather
than treating them equally. Therefore, it would be
beneficial to apply fewer gradient modifications
to the main task. To this end, we slightly revise
the original GS by firstly merging the gradients of
auxiliary tasks, then adopt factor λ to scale them
(Fig. 3(b)):

gaux = λ(gcategory + gner), (11)

where λ is empirically set to 0.3. Then we apply
GS between the gradients of the main task and the
merged auxiliary task (Fig. 3(c)) and derive the
final gradient g (Fig. 3(d)).
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MIND-small
Methods AUC MRR nDCG@5 nDCG@10
NAML 66.12 31.53 34.88 41.09
LSTUR 65.87 30.78 33.95 40.15
NRMS 65.63 30.96 34.13 40.52
HieRec 67.95 32.87 36.36 42.53
BERT (baseline) 68.26 32.52 35.89 42.33
LSTUR+BERT 68.28 32.58 35.99 42.32
NRMS+BERT 68.60 32.97 36.55 42.78
BERT+AMF 68.96 33.42 37.10 43.27
MTRec 69.43 33.79 37.64 43.74
MTRec+AMF 69.51 34.06 38.05 44.03

Table 1: Performance of different methods. MTRec is
our proposed multi-task method and “AMF” denotes
attentive multi-field learning.

3 Experiment

3.1 Dataset and Settings

We evaluate our approach on a real-world news
recommendation dataset MIND (Wu et al., 2020),
and we use the small version for quick experi-
ments. Following previous work (Wu et al., 2019b;
Qi et al., 2021), we utilize users’ most recent 50
clicked news as historical behavior and each pos-
itive news is paired with 4 negative news. More
details about the settings are in the Appendix A.

We compare our approach against several com-
petitive baselines including NAML (Wu et al.,
2019a), LSTUR (An et al., 2019), NRMS (Wu
et al., 2019d), HieRec (Qi et al., 2021). While
the above methods all adopt shallow text encod-
ings, we also employ BERT as the news encoder,
implementing a BERT baseline. Further, we repro-
duce two best-performing BERT-based methods
(Wu et al., 2021b), denoted as LSTUR+BERT and
NRMS+BERT. We also combine attentive multi-
field learning to incorporate the multi-field informa-
tion with the BERT baseline and MTRec, denoted
as BERT+AMF and MTRec+AMF respectively.

3.2 Results

The main experimental results are listed in Ta-
ble 1, from which we have the following obser-
vations. Firstly, the news recommendation system
clearly performs better when BERT is utilized as
the news encoder. For example, LSTUR+BERT
and NRMS+BERT, for which we only replace the
news encoder with BERT in LSTUR and NRMS,
surpass their shallow versions significantly. Sec-
ondly, BERT+AMF performs better than the BERT
baseline, which proves the value of the multi-field
information. Different users prefer different cate-
gories and entities of news and this information is
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Figure 4: Ablation study to show the effectiveness of
auxiliary tasks and gradient surgery (GS).

beneficial for the system to make personalized rec-
ommendations. Thirdly, MTRec performs signifi-
cantly better than BERT+AMF, indicating the ef-
fectiveness of the multi-task learning strategy. It’s
worth noting that the attentive multi-field learning
applies Glove (Pennington et al., 2014) and TransE
(Bordes et al., 2013) embeddings to vectorize the
information of categories and entities respectively.
We claim that these feature encodings may not be in
the same feature space as the deep BERT encoding,
thus causing the insufficient use of multi-field in-
formation in BERT+AMF. Finally, MTRec+AMF
achieves the best results. Ruder (2017) proposes
that multi-task learning can be regarded as a kind
of regularization. Thus, we deduce that the atten-
tive multi-field learning, which augments the news
representation directly, is not in conflict with the
multi-task learning in MTRec.

3.3 Ablation Study
Auxiliary Tasks Firstly, we drop the category
classification and NER tasks respectively to ex-
plore their impacts on the system. As shown in Fig-
ure 4, the model performances decrease to varying
degrees when only introducing a single auxiliary
task. But their performances are still better than the
BERT baseline, which proves that both auxiliary
tasks contribute additional information to BERT.
Wu et al. (2019c) only utilizes the title and category,
which is denoted as w/o NER in Figure 4. Note that
the performance drops the most when we remove
the category classification task, possibly due to that
categories are document-level labels and contain
richer information than entities.

Gradient Surgery Further, we remove the Gradi-
ent Surgery technique in MTRec. As shown in Fig-
ure 4, the model performance drops greatly, which
verifies the benefits to alleviate the gradient con-
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flicts among different tasks. When we apply the
original Gradient Surgery as Yu et al. (2020) in
MTRec, the performances even get worse. The rea-
son is that we aim to use auxiliary tasks to boost the
main task performance rather than treating them
equally, which is different from the ordinary multi-
task learning. We also record and plot the gradient
cosine similarity between the main and merged
auxiliary task during training in the Appendix B.

4 Conclusion

We propose a novel multi-task learning frame-
work over BERT for news recommendation, named
MTRec, to effectively incorporate the multi-field
information. We also modify the Gradient Surgery
technique to reduce gradient conflicts and further
improve the model performance. Finally, we find
that combining multi-task learning with traditional
attentive multi-field learning achieves the best re-
sults. Extensive experiments on the MIND dataset
show the effectiveness of our approach. In the
future, we will also combine MTRec with more
advanced user modeling methods (Li et al., 2022).
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A Dataset and Settings
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Figure 5: The fluctuation of cosine similarity for the
main task and the merged auxiliary task. ’GS’ indicated
the gradient surgery.

Dataset We evaluate our approach on a real-
world news recommendation dataset MIND (Wu
et al., 2020), which is collected from the user be-
havior logs of Microsoft News. There are two
versions of the dataset, namely MIND-large and
MIND-small. The MIND-large contains more than
15 million impression logs generated by 1 million
users, from which the MIND-small randomly sam-
ples 50,000 users. An impression log records the
clicked and non-clicked news that are displayed
to a user at a specific time and his historical news
click behaviors before this impression. Besides,
MIND contains off-the-shelf category labels and a
set of entities of each news.

Settings Following previous work (Wu et al.,
2019b; Qi et al., 2021), we utilize users’ most re-
cent 50 clicked news as historical behavior. We use
bert-base-uncased pre-trained model as the news
encoders. Only news title is used as the model in-
put in this paper and the maximum length is set
to 20. The dimension of the query vector in the
additive attention is set as 200. Following previous
work (Wu et al., 2019b; Qi et al., 2021), we apply
Glove (Pennington et al., 2014) and TransE (Bordes
et al., 2013) embeddings to vectorize the informa-
tion of categories and entities respectively. The
total number of news categories is 19 and 22 entity
classes are identified in this paper. The embeddings
dimension of the entities and categories are 100,
and both are finetuned during model training. For
the embedding of categories and entities, we also
apply a dense layer to align the feature dimensions
with the corresponding title encodings. The neg-
ative sampling rate L is set to 4 during training,
i.e., each positive news is paired with 4 negative
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news. The learning rate is set to 2e−5 and lin-
early decayed with 10% warmup steps. We employ
Adam (Kingma and Ba, 2015) as the optimization
algorithm. As previous work (Wu et al., 2020),
we employ four ranking metrics, i.e., AUC, MRR,
nDCG@5, and nDCG@10, for evaluation.

B Gradient Conflicts

As shown in the Figure 5, we record and plot the
gradient cosine similarity between the main and
merged auxiliary task gmain·gaux

∥gmain∥∥gaux∥ in each step.
It’s easy to find that there are often conflicts (nega-
tive points) between the main task and the merged
auxiliary task before applying the gradient mod-
ification (Fig. 5(a)). Contrastively, our method
eliminate these conflicts (Fig. 5(b)). There is no
doubt that it is great internal consumption for opti-
mization if the gradient directions among different
tasks are opposite. Without alleviating the gradi-
ent conflicts, the model cannot balance multiple
tasks well. In this case, the multi-filed auxiliary
tasks are even harmful to the performance of the
recommendation system.
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