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Abstract

Most large-scale language detection tools per-
form poorly at identifying Māori text. More-
over, rule-based and machine learning-based
techniques devised specifically for the Māori-
English language pair struggle with interlingual
homographs. We develop a hybrid architecture
that couples Māori-language orthography with
machine learning models in order to annotate
mixed Māori-English text. This architecture is
used to label a new bilingual Twitter corpus at
both the token (word) and tweet (sentence) lev-
els. We use the collected tweets to show that the
hybrid approach outperforms existing systems
with respect to language detection of interlin-
gual homographs and overall accuracy. We also
evaluate its performance on out-of-domain data.
Two interactive visualisations are provided for
exploring the Twitter corpus and comparing
errors across the new and existing techniques.
The architecture code and visualisations are
available online, and the corpus is available on
request.

1 Introduction

“Ko te reo te mauri o te mana Māori.
Ko te kupu te mauri o reo Māori.”

Translated to English as The language is the
life force of the mana Māori. The word is the
life force of the language (Higgins and Keane,
2015), this famous saying by Tā Hēmi Hēnare (Sir
James Hēnare) encapsulates the importance of the
Māori language to Māori, the Indigenous people of
Aotearoa1 New Zealand.

Te reo Māori is both endangered and low-
resourced, with limited corpora and Natural
Language Processing (NLP) techniques avail-
able (James et al., 2020). Data annotation cur-
rently has to be done manually by language experts,
making the process time-consuming and resource-
intensive. These obstacles hinder technological

1Aotearoa is increasingly used as a Māori name for New
Zealand. Te reo Māori means ‘the Māori language’.

advances that could assist in maintaining the lan-
guage and, consequently, the culture of Māori.

The Māori language used today is frequently
interspersed with English, either in the form of
code-switching (Holmes and Wilson, 2017; Mar-
ras Tate and Rapatahana, 2022) or borrowing. Here,
the borrowing process is bidirectional, resulting in
both English loanwords in Māori (Harlow, 1993)
and Māori loanwords in English (Calude et al.,
2020). The latter are not only used by bilingual
Māori speakers, but also by monolingual English-
speaking New Zealanders. Linguists are interested
in determining the frequency of these patterns,
which are reflective of Aotearoa New Zealand’s
unique bicultural identity.

The interweaving of Māori and English is a key
consideration for developing robust technologies
that can accommodate practical, everyday usage of
te reo Māori and New Zealand English. Leverag-
ing the abundance of relevant data on Twitter, our
research focuses on the following task:

Automatic language identification for
bilingual Māori-English text at both the
token (word) and tweet (sentence) level.

Differentiating between Māori and English text
is not straightforward. This is because both lan-
guages use the Roman script, and interlingual ho-
mographs—words that are spelt the same but differ
in meaning across languages (Dijkstra, 2007)—are
prolific. These words present a major challenge for
classifying mixed-language text, especially if they
are highly frequent in both target languages (Bar-
man et al., 2014). Consider the following tweets in
which interlingual homographs are emphasised:
(a) Here is to a more productive day tomorrow
(b) Ka kite koe i a koe!
(c) He is at a tangi in Ruatoki. Doubt he did

In terms of annotation, the desired tweet-level la-
bels are (a) English, (b) Māori, and (c) Bilingual.
These are determined with recourse to the individ-
ual token labels: all tokens in (a) are English, all
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tokens in (b) are Māori, and (c) contains a mixture
of tokens from both languages, with ‘tangi’ (fu-
neral) and ‘Ruatoki’ (a place name) being labelled
Māori. According to our approach, all words of
Māori origin are tagged as Māori, even if they are
used as borrowings in English.

In order to obtain accurate tweet and token-level
labels, we utilise knowledge and understanding
gained from Māori researchers, Māori technology
developers and the Māori community. Our method-
ology involves combining machine learning tech-
niques with Māori orthography, thereby instanti-
ating the pipeline recommended by Hämäläinen
(2021). We hypothesise that doing so will improve
the overall accuracy of language identification for
bilingual Māori-English text.

This paper makes the following contributions:
1. Development of a hybrid architecture2 to de-

tect Māori and English words for a given bilin-
gual text input.

2. The Māori-English Twitter (MET) Corpus, a
first-of-a-kind dataset comprising bilingual
and monolingual tweets, annotated at the
token- and tweet-level by deploying our ar-
chitecture.

3. Evidence that the hybrid architecture im-
proves both language detection of interlingual
homographs and overall accuracy when com-
pared with two existing techniques.

4. Two interactive visualisation tools for explor-
ing the corpus and comparing label errors
across the different systems.

2 Background and Related Work

2.1 Māori Data Sovereignty
The Māori language is the natural medium through
which Māori express their cultural identity, con-
struct the Māori worldview and convey their au-
thenticity (Marras Tate and Rapatahana, 2022; Ra-
patahana, 2017; White, 2016). It is crucial to high-
light that Māori data needs to be handled with care,
because of the injustices caused by colonisation
and its effect on the vitality of the language (Smith,
2021). We strongly believe that any NLP resources
that are developed from this research, either di-
rectly or indirectly, should be created for the good
of the Māori-language community and not for the
capital gain of others; more generally, Indigenous
data should not be commodified at the expense of
Indigenous communities (Bird, 2020).

2https://github.com/bilingual-MET/hybrid

2.2 Challenges and Bias in Māori NLP

Key challenges in developing Māori speech and
language technology arise from the lack and lim-
itations of resources (James et al., 2020), phono-
logical differences from English, and the lexical
overlap between written Māori and English, in-
cluding more than 100 interlingual homographs.3

These obstacles hinder NLP advances that could
facilitate the maintenance of Māori language and
culture.

Existing large-scale technologies such as cloud-
based language-detection tools and voice assistants
are predominantly designed for English. These
tools fail to recognise or correctly pronounce Māori
words, even when used as borrowings in New
Zealand English (James et al., 2022b). Our goal is
to redress that inequity in NLP resources, and thus
mitigate the bias that existing tools have towards
the more dominant English language.

2.3 Code-Switching in NLP

Bilingual and multilingual code-switching, espe-
cially between resource-rich and low-resourced lan-
guages, has gained traction as a challenging but im-
portant NLP problem (Aguilar et al., 2020; Molina
et al., 2016; Solorio et al., 2014). A myriad of stud-
ies investigating code-switching on social media
has emerged, showcasing challenges and possibili-
ties for many different language pairs (Jose et al.,
2020; Maharjan et al., 2015; Barman et al., 2014).

While an overview of Māori-language corpora
is given in Trye et al. (2022), we detail three
that are particularly relevant here. The Hansard
Dataset (James et al., 2022a) comprises two mil-
lion Māori, English and bilingual sentences, an-
notated by hand at both the token and sentence
levels. The MLT Corpus (Trye et al., 2019) is a
publicly-available collection of English tweets with
Māori borrowings, albeit lacking token-level la-
bels. The RMT Corpus (Trye et al., 2022) contains
predominantly-Māori tweets and is also publicly-
available. We use the hand-crafted rules from
the RMT Corpus to detect candidate Māori words
based on Māori orthography (Section 3.2).

Research using machine learning techniques for
te reo Māori is relatively young, and is restricted
by the limited scope of available resources. Al-
though cloud-based services offered by corpora-
tions such as Google and Microsoft support Māori-
language detection, the accuracy of these services

3https://github.com/TeHikuMedia/reo-toolkit

https://github.com/bilingual-MET/hybrid
https://github.com/TeHikuMedia/reo-toolkit
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is poor (Keegan, 2017; James et al., 2022b).
Recently-developed language identification and

code-switching detection models for the Māori-
English pair make use of Skipgram-based fastText
models to pre-train embeddings (Dunn and Nijhof,
2022; James et al., 2022b). James et al. com-
bine pre-trained embeddings with recurrent neu-
ral networks (RNNs) to identify Māori text and
code-switching points between the Māori-English
pair. Their embeddings were pre-trained on a large
collection of bilingual and monolingual data, and
shown to outperform open-sourced English-only
equivalents. Our hybrid architecture uses the fast-
Text pre-trained embeddings and Hansard training
set from James et al. (2022b).

3 Methodology

This section details the process used to collect
Twitter data (Section 3.1) and the techniques un-
derpinning our hybrid architecture. We combine
language rules (Section 3.2) with neural networks
(Section 3.3), as suggested by Hämäläinen (2021).

3.1 Data Collection and Pre-processing

In order to create a bilingual Twitter corpus on
which to deploy our architecture, we combined
tweets that were originally gathered for the RMT
Corpus with more recent tweets from the same
users.4 Tweets that included 30-80% Māori text
under the RMT system were chosen, as it was
deduced these would primarily contain instances
of Māori-English code-switching. The collected
tweets were pre-processed to mitigate noise in the
dataset. A series of tweets was removed, including
retweets, similar and identical tweets, tweets posted
by bots, and tweets containing fewer than four
words. Non-Roman characters were stripped from
the remaining tweets and common English con-
tractions were expanded. 20,000 foreign-language
tweets were then removed via manual and auto-
matic checks, which included searching for sym-
bols denoting glottal stops in the middle of tokens
(characteristic of several Polynesian languages re-
lated to, but distinct from, Māori). This yielded
178,192 tweets in total. Finally, when extracting
the tokens in each tweet, links, user mentions, hash-
tags, punctuation, emoticons and Arabic numerals
were all ignored. The rationale for excluding hash-
tags is that they often contain abbreviations and/or

4Users were identified via Indigenous Tweets (http://
indigenoustweets.com/ ).

multiple words, sometimes even combining lan-
guages (Trye et al., 2020), making them difficult to
annotate without additional pre-processing.

3.2 Hand-Crafted Rules
Trye et al. (2022) employ hand-crafted rules to
identify Māori tokens in tweets, referred to as the
RMT system throughout this paper. This technique
adapts hand-crafted rules implemented by Te Hiku
Media, an Indigenous Māori organisation.5 The
rules are as follows:

• Tokens must contain only characters from the
Māori alphabet, which comprises five vowels
(i, e, a, o, u) and ten consonants (p, t, k, m, n,
ng, wh, r, w, h).

• Lengthened vowels may be indicated with a
macron (ā), or using double-vowel orthogra-
phy (aa).

• Tokens must adhere to Māori syllable struc-
ture: they must follow consonant/vowel al-
ternation, end with a vowel, and be free of
consonant clusters (excluding the digraphs ng
and wh).

• For input to the algorithm, some further ad-
justments were made to identify as many can-
didate Māori words as possible.6

When applied to bilingual text, a major limitation
of these rules is that tokens of the same type are
always classified the same way (typically as Māori),
which is problematic for interlingual homographs.

3.3 Machine Learning Component
The hybrid architecture uses Bidirectional Gated
Recurrent Units (Cho et al., 2014) with an attention
layer as the machine learning component. Text is
represented using fastText (Bojanowski et al., 2017)
Skipgram-model word embeddings (Mikolov et al.,
2013) with 300 dimensions, pre-trained on a collec-
tion of Māori and bilingual corpora (James et al.,
2022b). The attention layer used is based on the
Bahdanau attention mechanism (Bahdanau et al.,
2015). Our preliminary experiments favoured the
use of Bi-GRU with an attention layer over other
deep learning models such as CNNs and LSTMs.

To the best of our knowledge, there is no
large bilingual Twitter dataset annotated accu-
rately by experts at the token- or tweet-level.
Hence, for training Bi-GRU, we use the Hansard
Dataset containing transcribed formal Māori and

5https://github.com/TeHikuMedia/nga-kupu
6Words like ‘a’, ‘i’, ‘to’ and ‘no’ were omitted from the

original RMT system due to their high frequency in English.

http://indigenoustweets.com/
http://indigenoustweets.com/
https://github.com/TeHikuMedia/nga-kupu
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Figure 1: Flow chart detailing token- and tweet-level labelling.

English (James et al., 2022b). The Bi-GRU model
is trained to predict Māori, English or bilingual sen-
tences, using default settings in Keras/Tensorflow.
Adam (Kingma and Ba, 2015), an adaptive learning
rate optimisation algorithm, was employed as the
optimiser for the networks. Softmax activation is
leveraged in the output layer. To avoid over-fitting,
we use a combination of dropout (Srivastava et al.,
2014) with a rate of 0.5 and early stopping (Zhang
et al., 2017).7

4 Hybrid Architecture

The hybrid architecture for labelling bilingual
Māori-English datasets at both the token (word)
and tweet (sentence) levels builds upon the RMT
and ML techniques described in the previous sec-
tion. Figure 1 outlines the process used to label the
tweets in our cleaned dataset, and references the

7Model trained on 12 core Intel(R) Xeon(R) W-2133 CPU
@ 3.60GHz, GPU device GV100GL.

algorithms in Appendix A. The architecture can
also be directly applied to Māori-English corpora
with longer text sequences.8

4.1 Token-Level Labels

Multiple techniques are used to determine the ap-
propriate label for each token (Algorithms 1 and 2).
Initially, tokens are deemed to be Māori only if
they are labelled ‘M’ by both the modified rules
from the RMT Corpus and the pre-trained machine
learning model. In a similar vein, English tokens
are labelled by combining the outcome of using the
machine learning model with fastText (Joulin et al.,
2017, 2016) and NLTK (Bird and Loper, 2004)
language identification models. These techniques
have proven high accuracy in detecting English,
providing confidence in the ‘E’ labels. Due to the
informal nature of tweets, the language-specific
tags include colloquial language and textspeak (e.g.

8https://github.com/bilingual-MET/hybrid

https://github.com/bilingual-MET/hybrid
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Tweets Bilingual (B) English (E) Māori (M)

Tweets 76,416 67,713 7847 856
Tokens 781,381 - 465,292 316,089
Users 2417 2347 1148 283
Avg tokens/tweet 10 11 6 6
Avg tweets/user 32 29 7 3

Table 1: Summary statistics for the MET Corpus.

‘u’ for ‘you’ in English).
Any tokens that are labelled ‘M’ by the modi-

fied RMT system and ‘E’ by the machine learning
model are initially classified as ambiguous. The
knowledge gained from neighbouring tokens is
then used to re-classify these words as Māori or
English (Algorithm 2). Crucially, the MET Corpus
only includes tweets comprising ‘M’ and ‘E’ token-
level labels; all remaining tokens that could not
be re-classified with certainty led to the removal
of the corresponding tweet, and are left for future
research.

4.2 Tweet-Level Labels

The updated token labels are used to generate ap-
propriate tweet-level labels (Figure 1, Algorithm
3). If a tweet consists solely of ‘M’ or ‘E’ tokens,
then the tweet-level label is Māori or English, re-
spectively. Tweets that contain at least one ‘M’ and
‘E’ token are considered bilingual; this includes
single-word borrowings in otherwise monolingual
contexts. For further confidence, the tweet-level
labels were compared with the pre-trained machine
learning model, and it was found that 90% of these
labels matched the hybrid model.

5 The Māori-English Twitter Corpus

The steps detailed in the previous two sections re-
sulted in the formation of a new bilingual dataset:
the Māori-English Twitter (MET) Corpus. Key
summary statistics for this collection of 76,000
tweets are presented in Table 1. Almost 90% of
tweets in the corpus are labelled Bilingual, 10% are
English and only 0.1% are Māori. This distribution
is expected, given the chosen threshold and char-
acteristics of the RMT system used to filter tweets
in the data collection phase. In terms of individual
words, 60% of tokens in the MET Corpus are la-
belled English and 40% are Māori. The 20 most
frequent tokens are shown in Figure 2. Most of
these tokens are function words rather than content
words, apart from ‘Māori’ and ‘reo’ (language),
whose presence would suggest that many tweets in
the corpus pertain specifically to Māori language
and culture.

Token
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Figure 2: The 20 most frequent tokens in the MET Cor-
pus: Māori words, English words and homographshomographs.

5.1 Visualisation of the MET Corpus

We provide an interactive visualisation for explor-
ing the MET Corpus;9 see Figure 3. The visualisa-
tion includes a scrollable table of tweets and allows
the user to select and filter data according to several
dimensions. Key features include a treemap (and
associated search bar) displaying token frequencies
for the selection, a line chart of the distribution of
selected tweets over time, and a bubble chart sum-
marising the relative contribution of each user. In
addition, selections can be made on both the tweet
and token-level labels. The percentage of tweets
that is currently visible (with respect to the entire
corpus) is indicated at the top left of the display.

5.2 Gold Standard Labels

A manual annotation process was used to obtain
gold standard labels for a random one percent sam-
ple of the data (N=850 tweets), including tweets
that were ultimately filtered out of the corpus. This
process consisted of two phases. In phase one, two
of the authors manually tagged the true tweet-level
label of each tweet in the sample, so that this could
be compared against the predicted label for each
system. Furthermore, the coders identified which
tokens, if any, had been mislabelled by each sys-
tem. Tokens were considered to be Māori if they
were listed in the Māori dictionary,10 constituted
Māori slang (e.g. ‘ktk’ is the Māori equivalent of
‘lol’), or were Māori named entities. It was decided
that even Māori borrowings in otherwise English
tweets should be tagged as Māori, because applica-
tions such as a New Zealand English text-to-speech
tool would be required to correctly identify and
pronounce words of Māori origin, regardless of
how they are categorised from a theoretical point
of view.

In the sample tweets, the coders encountered

9https://bilingual-met.github.io/hybrid
10https://maoridictionary.co.nz/

https://bilingual-met.github.io/hybrid
https://maoridictionary.co.nz/
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Figure 3: Interactive tool for exploring the MET Corpus: (a) percentage of corpus visible, (b) selected tokens by
frequency, (c) tweet table, (d) tweets by year, (e) tweet predictions, (f) token predictions, (g) tweets by user.

Figure 4: Interactive tool for comparing system errors: (a) navigation menu, (b) misclassified tokens, (c) error types,
(d) filtering by labels, (e) tweet label confusion matrices, (f) tweet accuracy, (g) token mistakes, (h) token accuracy.

five foreign tweets (0.6%), which were discarded,
since the individual tokens could not be accurately
tagged as either English or Māori. In order to as-
sess the efficacy of phase one of the annotation
process, Cohen’s kappa was computed for a sub-
sample of 200 tweets. This yielded a score of 0.816,
indicating a strong level of agreement.

For the second phase, one of the authors went
through the data again, and, for each mistaken to-
ken, noted whether it was a Māori token that had
been mislabelled as English (false negative), or an
English token that had been mislabelled as Māori

(false positive). Where possible, they recorded
further information about the specific type of er-
ror. Common error types included short-length
homographs, named entities (including names of
people, places, tribes, organisations and events),
the presence of one or more non-Māori characters,
misspellings and missing macrons.

6 Experiment Results and Analysis

This section compares the performance of the
newly-developed hybrid system with the stan-
dalone RMT (Trye et al., 2022) and ML (James
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Tweet Labels Token-Level Errors (FP, FN)
Tweets Actual RMT ML Hybrid RMT ML Hybrid

1. Teaching ate me alive <link> via <user> #classroomreality E B E E ate, me - -

2. <user> ka pai! Some reo and hugs! What more does one need:)
#BFC630NZ

B B B B more, one - -

3. <user> <user> Kia ora Bronwyn. Hope to catch up while we are here! B B B B hope, here Kia -

4. <user> Ata marie John, hope you’re well mate. B B B B marie, hope, mate -

5. E hoa ma, nga mihi o te tau hou! #Matariki #MaoriNewYear #BN-
Zatm #respect <link>

M M B M - E, o, tau -

6. Maori Party welcomes Waitangi Tribunal report B B B B - Waitangi Waitangi

Table 2: Example tweets indicating actual Māori tokens, tweet-level errors and unidentified Māori tokens.

TWITTER SAMPLE

System Tweet-Level Token-Level

English Māori Bilingual Overall English Māori
F1 P R S F1 P R S F1 P R S Accuracy F1 P R F1 P R

RMT 0.06 1.00 0.03 1.00 0.39 1.00 0.24 1.00 0.91 0.83 1.00 0.10 0.84 0.90 0.93 0.87 0.87 0.88 0.85
ML 0.71 0.70 0.72 0.97 0.40 0.62 0.30 0.98 0.93 0.91 0.95 0.60 0.88 0.94 0.94 0.94 0.85 0.96 0.79
Hybrid 0.89 0.83 0.97 0.96 0.51 0.69 0.40 0.98 0.95 0.95 0.96 0.78 0.93 0.95 0.94 0.95 0.94 0.92 0.97

HANSARD TEST SET

Sentence-Level Token-Level

RMT 0.33 0.71 0.21 0.88 0.96 1.00 0.91 1.00 0.95 0.91 0.95 0.55 0.92 0.87 0.91 0.84 0.86 0.86 0.86
ML 0.60 0.43 0.97 0.91 0.32 1.00 0.19 0.99 0.79 0.90 0.70 0.55 0.68 0.92 0.91 0.91 0.66 0.70 0.64
Hybrid 0.52 0.35 1.00 0.89 0.38 1.00 0.24 0.99 0.85 0.91 0.79 0.64 0.77 0.93 0.92 0.92 0.71 0.73 0.70

Table 3: Tweet and token-level system evaluation for both the Twitter sample and Hansard test set. Recall (R),
precision (P), F-score (F1), specificity (S) and overall accuracy are presented, with best scores emphasised.

et al., 2022b) systems. We also use a test set from
the Hansard Dataset (James et al., 2022a) to evalu-
ate our hybrid architecture with data from another
domain. For brevity, we refer to interlingual homo-
graphs simply as homographs.

6.1 Visualisation of System Errors
To facilitate analysis of our manually-coded sam-
ple of tweets (hereafter, the Twitter sample), we
have developed an interactive tool for comparing
errors between the three systems of interest.11 The
visualisation helps users to explore the relationship
between the tweet- and token-level labels for each
system, and to better understand which kinds of
tokens are responsible for the errors. Figure 4 pro-
vides a screenshot of this interactive tool, which
guided the subsequent analysis.

6.2 Overall Accuracy
Table 2 characterises the state of play for the hy-
brid system and the two existing systems, using
six example tweets. All token-level errors are
given, together with the resulting tweet labels. The
token-level errors obtained using the RMT system’s
hand-crafted rules are mostly homographs, whereas
those for the ML system are mostly Māori words.

11https://bilingual-met.github.io/hybrid/sample

The hybrid architecture performs well by compari-
son, correctly identifying all but one Māori token.

Table 3 provides a synopsis of the system evalu-
ations, broken down by tweet/sentence and token
labels for both the Twitter sample and the Hansard
test set. Looking at the Twitter sample, the Hybrid
system has the highest overall accuracy. The Hy-
brid system’s F1-scores are consistently better than
the other two systems’ at both the tweet and token
level. The specificity of the Hybrid system is good
across all tweet-level labels. Notably, the RMT
system’s specificity is extremely poor for bilingual
tweets, indicating that the system is overly eager to
find a positive result, even when it is not present.
All systems do poorly at identifying Māori-only
tweets; most are classified as Bilingual instead.
This is likely because ‘i’ and ‘a’ are frequent in
Māori but nearly always classified as English.

The Hansard test set included 10,000 bilingual,
1,000 Māori and 1,000 English sentences. The
sentence-level accuracy for the RMT system is
much better than the other systems; this is likewise
true of the F1-scores for both Māori and bilingual
sentences. One of the main reasons for this is that
the test set contains predominantly bilingual sen-
tences, and in most cases the RMT system identi-
fies at least one Māori and English token. However,

https://bilingual-met.github.io/hybrid/sample
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Figure 5: Token-level errors in the Twitter sample, showing false positives, false negatives and homograph errors.

System False Positives False Negatives

RMT me, one, more,
he, make, here,
hope, take, o,
nana, u

i, a, to, marie, no, ō, noho

ML nana, ma o, e, kia, i, he, a, tau, makau-
rau, waitangi, me, tūhoe,
waatea, au, mo, kai, ō, to,
kohanga, matatini, no, ā,
morena, horipū, tuhoe

Hybrid nana, ma, ufb i, a, waitangi, waatea, to, no,
tau, tuhoe

Table 4: Common token-level errors in the Twitter sam-
ple, including homographs.

the Hybrid system still has superior specificity for
bilingual sentences. At the token-level, the Hybrid
system does best for English tokens and the RMT
system does best for Māori tokens.

6.3 Error Analysis

Figure 5 and Table 4 present a summary of token-
level errors in the Twitter sample for all three sys-
tems, and highlight errors specifically caused by ho-
mographs. All systems struggle with short-length
homographs (comprising fewer than five letters)
like ‘i’ and ‘a’, which are pervasive in both lan-
guages. Nevertheless, the hybrid system fares con-
siderably better than the other systems, with the
ML and RMT systems having nearly double and
over triple the number of homograph errors, respec-
tively.

The vast majority of errors in the Hybrid sys-
tem are Māori words that are mislabelled as En-
glish. Among these false negatives, short-length
homographs constitute 42% of mistakes and named
entities constitute 35%. While these are the two
largest groups of errors, the Hybrid system still con-
sistently classifies many of these kinds of words
correctly (e.g. ‘hope’, ‘Aotearoa’).

System Hansard Token-Level Errors

RMT we, are, he, one, more, where, take, here,
make, too, rate, none, rape, hope, reiterate,
moe, mai, oki

ML death, moe, mai, rā, hiamoe, kui, ki, te, pō,
oti, atu, ai

Hybrid moe, mai, rā, kui, ki, te, pō, oti, atu, ai

Table 5: Common token-level errors in the Hansard test
set, including homographs mislabelled as ‘M’.

These results indicate that the errors produced
by the Hybrid system occur on a smaller scale than
the ML system and are easier to fix than those for
the RMT system. For instance, it is straightforward
to update the labels for all tokens that contain non-
Māori characters (like ‘ufb’), and named entity ac-
curacy (for tokens such as ‘Waitangi’) could be im-
proved using an exhaustive list of non-ambiguous
Māori place names.

A breakdown of the most prolific errors in the
Hansard test set is given in Table 5. The most com-
monly misclassified homographs in both corpora
are ‘i’, ‘a’, ‘to’ and ‘no’, which are all Māori parti-
cles that tend to be classified as English. Typically,
such words are embedded inside larger segments
of Māori text, so it is surprising that these instances
are not correctly identified by our hybrid system’s
contextual check. One of the potential reasons is
because the ML component of our hybrid architec-
ture always classifies these tokens as English.

Like the Hybrid system, the ML system tends
to mislabel Māori words as English rather than En-
glish words as Māori. Many of the same kinds
of errors occur, though there are more false neg-
atives and fewer false positives. The ML system
frequently misclassified the particles ‘e’, ‘o’ and
‘kia’ in phrases such as “Miharo e hoa!”, “Te Wiki
o Te Reo Maori” and “kia ora”. In contrast, the
Hybrid system always labelled these correctly.
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The RMT system differs from the others in that
it has more false positives than false negatives. As
a rule-based system, it always assigns the same
label to each word type, even if it is valid in both
languages. Words that are consistent with Māori
orthography are generally tagged as Māori; as a
result, the RMT system is considerably better at
correctly classifying Māori named entities, includ-
ing personal and place names. However, the RMT
system performs considerably worse than the other
two when classifying tweets with a large proportion
of English text. Over 85% of false positives are
short-length homographs, with ‘me’, ‘one’, ‘more’,
‘he’, ‘make’ and ‘here’ being the worst offenders.
Like the other two systems, there are also some
instances of Māori words that are misclassified as
English (especially ‘i’, ‘a’, and ‘to’), due to the
stoplist that was used.

7 Limitations

The research presented in this paper has some
limitations that need to be acknowledged. The
hybrid architecture uses a single neural network-
based model, but we have experimented with varia-
tions in the neural networks and parameter choices.
Given the available data and resources, bidirec-
tional RNNs performed the best.

We found that our hybrid architecture does not
label Māori named entities consistently, and short-
length homographs like ‘i’ and ‘a’ are problem-
atic. This requires further investigation, perhaps
involving a special look-up for Māori place names,
and ensuring that a context check is always carried
out for frequent homographs, especially function
words.

In addition, our approach for identifying foreign-
language tweets is not exhaustive, and in some
cases, tokens that are neither Māori nor English
will have been erroneously labelled as such. Our
foreign-language processing currently focuses on
manually identifying problematic tweets in a small
subset of the data, then extrapolating this into the
wider dataset. This approach could be further de-
veloped, or a more automated system could be im-
plemented.

Our labels do not distinguish between borrow-
ings and code-switches (Álvarez Mellado and Lig-
nos, 2022). This means it is not possible to automat-
ically extract tweets where Māori borrowings are
used in otherwise English contexts, or vice versa,
although the number of tokens identified in each

language could serve as a useful proxy.
Finally, we discarded a proportion of the col-

lected tweets as our algorithm was not optimised
for dealing with undue levels of noise. The dis-
carded tweets with unknown labels are not vital to
the MET Corpus presented in this research; how-
ever, they require further investigation, and may
constitute useful additions to the corpus.

8 Conclusions and Future Work

This paper presents an architecture for labelling
bilingual Māori-English text, by bringing together
machine learning and knowledge of Māori orthog-
raphy, an approach that could also be fruitful for
other endangered languages. We use this architec-
ture to create the first large-scale corpus of bilin-
gual Māori-English tweets annotated at both the
token and tweet level. Both this corpus and the
Hansard Dataset are used to illustrate the strengths
of our approach, including superior token-level
accuracy, especially with respect to interlingual
homographs. In particular, the specificity scores
for bilingual data favour the Hybrid system, while
highlighting a major weakness of the RMT sys-
tem. Additional insights can be gleaned from two
exploratory visualisations for interrogating the cor-
pus and comparing system errors.

Future work towards enhancing the bilingual
corpus could involve extending this research to
classify hashtags as these are currently ignored.
Moreover, the architecture lends itself to anno-
tating other bilingual datasets, such as the MLT
Corpus (Trye et al., 2019), and could assist in the
creation of new resources. A further avenue of ex-
ploration would be assigning part-of-speech tags
to each token in the corpus, based on the language
identified. This could be achieved using newly-
developed tools for Māori (Finn et al., 2022) in
conjunction with established part-of-speech tag-
gers for English. Such developments are important
for ensuring better representation of the Māori lan-
guage in digital applications and environments.
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A Algorithms

Algorithm 1 Token-Level Labelling

1: Input: Pre-processed tweets, list of Māori la-
bels obtained from RMT system, pre-trained
ML model, and tokenizer

2: Output: Labels at token-level
3: class_label = [ML model output]
4: english_list = [tokens with class_label ‘E’]
5: maori_list = [tokens with class_label ‘M’]
6: rmt_list = [Māori tokens from RMT system]
7: ambiguous_list = [rmt_list ∩ english_list]
8: if len(ambiguous_list) != 0 then
9: Remove ambiguous tokens from rmt_list &

english_list
10: end if
11: for each tweet i do
12: for each token j in i do
13: if j in english_list then
14: if j is detected as an English word using

fastText and NLTK language detection
tools then

15: Assign label for j as E (English)
16: end if
17: else if j in rmt_list then
18: if j in maori_list then
19: Assign label for j as M (Māori)
20: end if
21: else if j in ambiguous_list then
22: Assign label for j as A (Ambiguous)
23: else if Token j not in ‘E’, ‘M’, ‘A’ then
24: Assign label for j as U (Unknown)
25: end if
26: end for
27: end for
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Algorithm 2 Context-Check for Ambiguous Items

1: Input: Pre-processed tweet tokens, list of
Māori tokens, English tokens, and Ambiguous
tokens obtained from token-level labelling

2: Output: Updated labels at token-level
3: for each tweet t do
4: maori_list = [Māori words in t]
5: english_list = [English words in t]
6: ambiguous_list = [Ambiguous words in t]
7: tokens = [all tokens in t]
8: if len(ambiguous_list) != 0 then
9: for amb_token in ambiguous_list do

10: if amb_token contains {ā,ē,ı̄,ō,ū} then
11: Assign label as M (Māori)
12: Remove from ambiguous_list
13: else
14: before = tokens[index-1]
15: after = tokens[index+1]
16: before_before = tokens[index-2]
17: after_after = tokens[index+2]
18: if before & after in maori_list then
19: Assign label as M (Māori)
20: Remove from ambiguous_list
21: else if before & after in english_list

then
22: Assign label as E (English)
23: Remove from ambiguous_list
24: else if before is null, i.e. amb_token

is the first token in the tweet then
25: if after & after_after in maori_list

then
26: Assign label as M (Māori)
27: Remove from ambiguous_list
28: else if after & after_after in en-

glish_list then
29: Assign label as E (English)
30: Remove from ambiguous_list
31: end if
32: else if after is null, i.e. amb_token is

the last token in the tweet then
33: if before_before & before in

maori_list then
34: Assign label as M (Māori)
35: Remove from ambiguous_list
36: else if before_before & before in

english_list then
37: Assign label as E (English)
38: Remove from ambiguous_list
39: end if
40: end if
41: end if
42: end for
43: end if
44: end for

Algorithm 3 Tweet-Level Labelling

1: Input: Bilingual tweets with token-level
labels obtained using Algorithm 1 and
Algorithm 2

2: Output: Labels at tweet-level
3: for each tweet t do
4: maori_list = [Māori words in t]
5: english_list = [English words in t]
6: unknown_list = [Unknown words in t]
7: ambiguous_list = [Ambiguous words in t]
8: if len(maori_list) == 0 & len(unknown_list)

== 0 & len(ambiguous_list) == 0 then
9: tweet_label of t is E (English)

10: else if len(english_list) == 0 &
len(unknown_list) == 0 &
len(ambiguous_list) == 0 then

11: tweet_label of t is M (Māori)
12: else if len(ambiguous_list) == 0 &

len(unknown_list) == 0 then
13: tweet_label of t is B (Bilingual)
14: else
15: tweet_label of t is O (Other)
16: end if
17: end for
18: for each tweet t do
19: label_ML = ML tweet-label for t
20: if label_ML == tweet_label then
21: Final tweet-level label for MET Corpus
22: else
23: Further investigation needed
24: end if
25: end for


