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Abstract

Moderation of user-generated e-commerce con-
tent has become crucial due to the large and
diverse user base on the platforms. Product re-
views and ratings have become an integral part
of the shopping experience to build trust among
users. Due to the high volume of reviews gen-
erated on a vast catalog of products, manual
moderation is infeasible, making machine mod-
eration a necessity. In this work, we described
our deployed system and models for automated
moderation of user-generated content. At the
heart of our approach, we outline several re-
jection reasons for review & rating moderation
and explore a unified BERT model to moderate
them. We convey the importance of product
vertical embeddings for the relevancy of the
review for a given product and highlight the
advantages of pre-training the BERT models
with monolingual data to cope with the domain
gap in the absence of huge labelled datasets.
We observe a 4.78% F1 increase with less la-
belled data and a 2.57% increase in F1 score
on the review data compared to the publicly
available BERT-based models. Our best model
In-House-BERT-vertical sends only 5.89% of
total reviews to manual moderation and has
been deployed in production serving live traffic
for millions of users.

1 Introduction

The Internet has enabled the easy flow of informa-
tion across the globe, but it has its downside too. It
has led to increased hate speech and abusive com-
munication(Veglis, 2014). It is necessary to pre-
vent people from accessing our personal informa-
tion, as it can be used for malicious purposes. The
platforms that enable people to communicate and
convey their opinions are also responsible for pre-
venting profane content from affecting their users.
So such platforms must have strict guidelines and
strong moderation of user-generated content.

The downside of manual moderation involves
inconsistency in labelling, the inability to real-time

Figure 1: Model Architecture

moderation, lack of domain knowledge, and mul-
tilingual vocabulary. Due to the immense scale of
the data that has been ingested on such platforms,
auto-moderation becomes vital as manual modera-
tion is not economical.

The E-commerce domain accepts multi-modal
data such as text, images, and videos (Ueta et al.,
2020). It is crucial to moderate them before the
platform users consume the data. This paper mainly
concentrates on the moderation of textual review
data. Reviews and ratings build trust in the product
and help platforms promote good products (Kumar,
2017). Thus eliminating reviews that do not talk
about the product becomes necessary. The aim of
moderating reviews is not only to detect abusive
or hate speech content but also to check whether a
review follows other guidelines before posting it.
Before rejecting a review, it is necessary to predict
the reason for rejection as feedback to the users.

We have multiple reasons for rejecting a review.
These are mentioned in Table 1 along with ex-
amples. Commonly used moderation reasons in-
clude detecting profane and hate speech content
(Pavlopoulos et al., 2017; Glazkova et al., 2021).
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Table 1: Rejection reasons with examples

Moderation Reasons Example 1 Example 2
approved Just go for the good quality !! I

am happy
Ok product but top coat was bad

Poorly formatted content ????!! Nce prdddct, mast buy !!
Irrelevant review for the product Thank you, good luck (for

“watch” vertical)
I have not used it yet, dont know..
(for “mobile” vertical)

Mismatch between user-provided
rating & sentiment of the review

Poor quality product (user gave a
rating of 5)

Most value for money product
among in ths range (user gave a
rating of 1)

Profane/abusive content Product is bull sh*t I hate you all ******
Contains Email address(es) abcd@gmail.co.in Mail me raa @ outlook.com !!
Contains HTML/CSS charac-
ter(s)

THis is <b> good </b> buy. <a link=”aa.com”> Link </a>

Contains Phone Number(s) Nine 7383 S892 Contact 92992**009 for more
info

Contains URL(s) https://docs.google.com/forms/d/e/
Please fill this form for my friend
and share

https://yotu.be/uuY Unboxing
video for the product

In our work, we introduce new rejection reasons
(Table 1) to detect poorly formatted content, and
irrelevant reviews for the product, and detect per-
sonal information like email addresses, phone num-
bers, and URLs. The mismatch between the rating
and the sentiment of the review creates confusion
in the buyer’s mind (Kumar, 2017). Hence, we pre-
dict the rating to eliminate the reviews with such a
mismatch.

We start with regex parsing and list-based match-
ing methods. These are not robust enough to cap-
ture all rejection reasons. We train a BERT (Devlin
et al., 2019) based model, which predicts the rejec-
tion reasons and the rating for the given comment.
We build a unified model which adheres to the re-
view moderation guidelines set by the platform.

Publicly available base BERT(Devlin et al.,
2019) is considered the baseline, and we try dif-
ferent architectures and configurations that help
in better moderation. We use a pre-trained In-
House-BERT model, which has been trained on
monolingual review text and product descriptions.
Pre-training helps create generic representations
and adds robustness to the model (Erhan et al.,
2010). We freeze embedding and initial 8 layers
(Lee et al., 2019) as it helps in faster training time
without degrading the model’s performance. We
use product vertical / category names as an embed-
ding to help understand the relevance of the review
for that given product. We augment data with var-

ious obfuscations and noise to make the model
robust to hard rejection reasons such as detecting
profane/abusive content. Finally, we incorporate
all these techniques to fine-tune a unified In-House-
BERT moderation model to obtain an F1 score of,
which is 2.57% improvement on the publicly avail-
able baseline models.

There are multiple scenarios where an auto-
moderation model may fail, such as significantly
morphed text, sarcastic content, or unseen data. In
such a scenario, we fall back to manual moderation
(Link et al., 2016). Our aim is not to fully eliminate
manual moderation but instead to decrease the vol-
ume of data that goes to the moderators. When the
model is not confident of its predictions, we send it
for manual checks before approving it, considering
it as the last line of defence.

Our major contributions from the work include:

1. Overview of our deployed text moderation
system for e-commerce product reviews.

2. Unified BERT model architecture combined
with deterministic approaches for moderation.

3. Demonstrating the benefits of pre-training In-
House-BERT models when labelled data is
scarce.

4. Illustrating the merits of adding product ver-
tical embeddings to relevant classification
heads.
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5. Exhibiting the importance of using hybrid ap-
proaches with the machine and manual mod-
eration in inference setup.

2 Related work

Moderation use cases started as early as the email
era and the need increased with the rise of social-
media(Veglis, 2014). Traditionally hand-crafted
rules were used along with basic profane word list
matching. People started finding different ways to
format and morph the text to bypass these systems.
This paved the way sophisticated approaches with
machine learning algorithms like TF-IDF (Gayd-
hani et al., 2018), SVM (Veloso et al., 2007) and
deep learning algorithms (Saude et al., 2014; Bad-
jatiya et al., 2017; Korencic et al., 2021; Turki and
Roy, 2022).

Most of the research has been around detection
of profane, hate-speech and abuse detection in the
user-generated content (Pavlopoulos et al., 2017;
Caselli et al., 2020; Glazkova et al., 2021). To
the best of our knowledge, we haven’t found any
guidelines for review moderation other than detect-
ing profane content and fake reviews(Danilchenko
et al., 2022; Jindal and Liu, 2007; Rastogi and
Mehrotra, 2017). We introduce sophisticated mod-
eration guidelines for reviews and ratings in the
e-commerce domain.

Dataset creation is a huge challenge as there will
be imbalanced classes across various rejection rea-
sons. Huge datasets are available for profane and
hate speech content which can be curated from
Twitter, Reddit, and other social media texts (Qian
et al., 2019; Hee et al., 2015). These include mono-
lingual, multilingual (i Orts, 2019; Bhattacharya
et al., 2020) and code-mixed data (Bohra et al.,
2018). Emojis are an important part of express-
ing emotions and are used to spread hate. Hate-
moji(Kirk et al., 2022), is an abusive emoji dataset
that has been created adversarially.

Various BERT(Devlin et al., 2019) based ap-
proaches have been taken to detect profane and
hate speech content. HATE-BERT(Caselli et al.,
2020), is a fine-tuned BERT model on abusive con-
tent from Reddit comments. Deep-BERT (Wadud
et al., 2023), is a multilingual hate detection ap-
proach using transfer learning methods. Google
has come up with their perspective 3 API (Lees
et al., 2022) which uses a multilingual charformer
model (Tay et al., 2021) to detect hateful content
in a range of languages, domains and tasks.

Table 2: Data statistics

Dataset Sentences Sentences small-set
Train 34,080,768 16,384
Eval 172,544 2,234
Test 28,235 28,235

These models are generally prone to various
noise attacks like adding small obfuscations or
randomly changing a few characters, and its case
(Hosseini et al., 2017). Significant research has
been done to prevent adversarial attacks (Jain et al.,
2018) on these models, and approaches like adding
obfuscations and transformations to the text have
shown improvements (Lees et al., 2022). Hybrid
approaches of keeping humans in the loop along
with the auto-moderation are also explored, which
we too make use of (Link et al., 2016).

3 Proposed approach

We propose an end-to-end approach that uses a hy-
brid of deterministic and model-based approaches,
and the data flow is shown in Figure 2.

3.1 Deterministic approaches

It is helpful to have blacklisted common profane
words/phrases to do a list-based matching. We cre-
ate n-gram phrases from the reviews and match
them with our existing list of profane words, racial
slurs, religious phrases, and political content. We
maintain profane smileys, which indirectly express
hate and sexual content on the platforms. We follow
hybrid approaches of using the model and deter-
ministic approaches for profane content.

We reject reviews that contain only punctuations,
single letters, and random character sequences as
poorly formatted content. Email addresses, phone
numbers, and URLs are rejected using regex parser
matching.

3.2 Domain adaptation

In the absence of abundant labelled data, we lever-
age the unlabelled monolingual review data by us-
ing them to pre-train the model. Pre-training helps
the model understand better representation com-
pared to the publicly available BERT. To address
the domain gap, we train the BERT model from
scratch as the vocabulary is updated to handle emo-
jis and punctuations along with more relevant sub-
words in the e-commerce domain. We refer to this
model as In-House-BERT.
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Figure 2: Dataflow of our Proposed approach

3.3 Product vertical embeddings

Product vertical information helps determine
whether the given review is relevant to the product.
The concatenation of review and vertical embed-
dings is passed to the dense layers of the classifica-
tion head to detect irrelevant reviews.

3.4 Data Augmentation

Data augmentation is necessary for making the
model robust to adversarial attacks. We augment
only those rejection reasons which demand a high
recall, i.e., profane content. We apply basic aug-
mentations such as replacing the characters, drop-
ping vowels, repeating characters, converting ran-
dom characters to uppercase and adding profane
smileys to the approved reviews. We substitute
similar-looking characters such as ‘i’ with l,!, | to
mimic the human perturbations.(Lees et al., 2022).

3.5 Rating prediction

Instead of having a sentiment detector separately,
we reuse the rating data to predict the review’s
rating. We segment the 1 to 5-star rating into 3
buckets, considering it has positive, negative, and
neutral. This is a separate classification head at-
tached to the model, which will help determine the

mismatch between the sentiment of the review and
the user-given rating.

3.6 Model architecture

We develop a unified architecture, as shown in Fig-
ure 1, which can detect the various guidelines ini-
tially set to moderate the reviews. We initially have
a BERT encoder(Devlin et al., 2019) which out-
puts a review and vertical embeddings, which are
then connected to the 3 classification heads. All
the heads contain dense layers followed by soft-
max, and they predict their respective classes. The
irrelevancy detection head will get an extra vertical
embedding as an input. We use the addition of 3
cross-entropy losses for back-propagation.

4 Experimental setup

4.1 Dataset

The user reviews contain text from different scripts
and languages. We filter out the data to extract
English text written in Roman using an in-house
language classifier, which eliminates code-mixed
data. We create a manually labelled corpus based
on our moderation guidelines. We split the review
data into train, validation, and test data, and the
statistics are given in Table 2.



554

Table 3: F1 scores of experiments across various architectures and datasets

Models Precision Recall F1 score
BERT-base 86.29 87.36 86.17
In-House-BERT 86.72 87.42 87.06
In-House-BERT-freeze 86.58 87.32 86.94
In-House-BERT-vertical 89.29 88.23 88.45
BERT-base-smallset 76.22 79.61 76.69
In-House-BERT-smallset 80.84 81.9 80.36

We create a smaller dataset of 16k training ex-
amples and name it as smallset. This dataset is
created to evaluate the benefits of pre-training on
monolingual data when there is a scarcity of la-
belled datasets. We use the same test set as before
to evaluate the models.

4.2 Preprocessing

We start with the basic preprocessing of cleaning
non-Roman characters and retaining emojis and
punctuations. Emojis and punctuations play a vi-
tal role in understanding the review’s sentiment.
We normalize the numbers to a specific format
$n$ and $nd$ for ordinal numbers to help mod-
els learn generic patterns. We did an empirical
analysis and found that nearly 23% of the reviews
contain spelling mistakes, formatting issues, and
repeating characters. Even though variations of
the data will make the model robust, noise-like
repetitive characters/emojis/punctuations don’t add
much value to the model; hence we remove them.

4.3 Baseline and evaluation metrics

We use publicly available bert-base-cased1 as our
baseline model for evaluation with 2 classification
heads, one for predicting the rating and another for
the rejection reasons. This model takes a vertical
name, and the text as the input and deterministic
approaches are made part of the model. Training
loss is the sum of cross-entropy across individual
classification heads. We evaluate the models with
weighted F1 scores across all the rejection reasons.
The model aims to have high rejection recall while
having high approval precision and decrease the
volume for manual moderation, calculated by the
percentage of data sent to the manual approval.

4.4 Pre-training on Monolingual data

We use product descriptions and reviews of mono-
lingual data consisting of nearly 1B tokens to pre-

1https://huggingface.co/bert-base-cased

train an In-House-BERT language model with 15%
masking probability and Next Sentence Prediction
task. We trained the model with a learning rate of
1e-5 for 2 epochs and observed the loss converge.

4.5 Fine-tuning on labelled data

We fine-tuned the In-House-BERT model by
adding 2 classification heads and trained for 2
epochs with a batch size of 512 and a learning rate
of 3e-5. We tried 2 different approaches, training
the whole network and freezing the embeddings
and initial 4 layers. As there was no significant
degradation in accuracy by freezing the weights,
we used this approach for further experiments as it
helped in reducing training time.

As vertical information is not necessary for com-
mon rejection reasons, we added one more classifi-
cation head for detecting irrelevant product reviews
by concatenating reviews and vertical embeddings
before passing them to the dense layers. Finally,
we train a unified model with the learning from dif-
ferent approaches to fine-tune a unified In-House-
BERT-vertical model with 3 classification heads
and freeze the initial few layers.

We experiment with a smaller test set to evaluate
the importance of pre-training BERT with limited
labelled data. We use similar model configurations
but train on nearly 16k training samples.

4.6 Thresholds for inference setup

For inference, we set thresholds for different re-
jection reasons. It is always better to have lesser
thresholds for stricter rejection reasons, where com-
promising on recall is not an option. So we empir-
ically set the thresholds on our evaluation set and
then use the same thresholds across all the mod-
els. If the model is not confident in surpassing the
threshold, it will be sent to manual moderation.

https://huggingface.co/bert-base-cased
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Table 4: F1 scores of experiments considering it as a binary classification problem along with Inference setup F1
scores using thresholds for better precision, and the percentage of data sent to manual moderation (lesser the better)

Models F1 score (binary) F1 score (with threshold) Manual %ge
BERT-base 91.90 89.38 6.21
In-House-BERT 92.47 89.94 5.67
In-House-BERT-vertical 93.02 90.32 5.89
BERT-base-smallset 87.93 83.34 12.1
In-House-BERT-smallset 89.37 85.49 9.02

5 Results & Discussions

In Table 3, we can observe that the domain gap
is being addressed using the pre-trained In-House-
BERT model on smaller labelled datasets, observ-
ing an uplift of 4.78% in the F1 score. However,
we don’t see any significant difference with pre-
training when abundant training data is available.
Freezing the initial few layers of the BERT model
doesn’t degrade its accuracy numbers, and this
can be used to reduce the training time by almost
40%. Product vertical embeddings play a better
role in improving the rejection reason F1 score of
individual reasons. Overall, our best model, In-
House-BERT-vertical can beat the publicly avail-
able dataset by 2.57%.

5.1 Evaluating as a 2 class problem

We observe a lot of confusion for the model be-
tween rejection reasons, such as poorly formatted
content being confused with irrelevant content. Fur-
ther analysis revealed minor issues in the manual
tagging of rejection reasons. We evaluate the model
considering it as a binary classification problem
with approved and reject labels. The results can be
found in the first column of Table 4, where we see
our best model has an F1 score of 93.02.

5.2 Impact of thresholding

It is always better to have a hybrid approach dur-
ing inference because we can send the reviews for
manual moderation when the model is not confi-
dent. Due to cost concerns and a longer turnaround
time, it is desirable to minimise the volume of data
sent to them. We set thresholds for different rejec-
tion reasons, and we observe that pre-training helps
the model to be more confident at predicting the
outputs reducing manual moderation load.

5.3 Deployment and Business Impact

The previously deployed system included rule-
based methods and fasttext models but did not

cover all the rejection reasons we introduced. Our
current deployed system also significantly reduced
the volume of manually moderated reviews from
23% to 5.89%. We have tested the system up to 10
queries per second with a P95 latency of 120 ms
on 2 core CPUs with 2 GB RAM. We run multiple
replicas to handle the volume of live review traffic.

We measure business impact based on cost reduc-
tion and revenue generation. Reducing the manual
moderation percentage led to saving millions of
dollars so far and we have also externalised moder-
ation APIs to our group companies for providing
additional revenues to the company.

6 Conclusion

Pre-training BERT on large monolingual data from
a similar distribution as fine-tuning gives similar
results if we have large enough training data. When
labelled data is scarce, we observe the advantages
of pre-training the BERT models with the monolin-
gual corpora giving a 4.78% increase in F1. Freez-
ing the embedding layer and a few of the initial lay-
ers of the In-House-BERT model helps reduce the
training time while not compromising the model’s
performance. Decoupling some of the rejection
reasons by adding extra embeddings boosts the F1
scores. Our hybrid approach achieves an F1 score
of 88.45 and sends 5.89% for manual moderation.

Limitations and Future work

As our platform supports multilingual user-
generated content, it becomes essential to support
multilingual, multi-script, and code-mixed modera-
tion. We are working on the explainability of the
model to convey the reasons for rejection and make
the model robust to various adversarial attacks and
noisy label tagging. We plan to create more data
for imbalanced datasets and focus on adding other
rejection reasons like sarcasm and opinion spam
detection.
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A Obfuscation techniques

Augmentation techniques are used to create more
data for profane and hate speech content by adding
multiple obfuscation techniques described in Table
5. Data augmentation certainly gives a boost to
profane content F1 scores by 18%.

Table 5: Various data augmentation techniques that we
used on an example profane word "bullshit"

Technique Augmented phrases
Replace characters with * bu**sh*t, bullsh*t
Drop vowels randomly bllsht, bullsht
Repeating characters bullllshiiiitt
Random case changing buLLshIT
Add random spaces bu llshi t, bull shit
Replace similar-looking characters bull 5h!t, bu!! śhît
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