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Abstract

Responding to online customer reviews has be-
come an essential part of successfully manag-
ing and growing a business both in e-commerce
and the hospitality and tourism sectors. Re-
cently, neural text generation methods intended
to assist authors in composing responses have
been shown to deliver highly fluent and natu-
ral looking texts. However, they also tend to
learn a strong, undesirable bias towards gener-
ating overly generic, one-size-fits-all outputs to
a wide range of inputs. While this often results
in ‘safe’, high-probability responses, there are
many practical settings in which greater speci-
ficity is preferable. In this work we examine
the task of generating more specific responses
for online reviews in the hospitality domain by
identifying generic responses in the training
data, filtering them and fine-tuning the gener-
ation model. We experiment with a range of
data-driven filtering methods and show through
automatic and human evaluation that, despite a
60% reduction in the amount of training data,
filtering helps to derive models that are capable
of generating more specific, useful responses.

1 Introduction

Sequence-to-sequence (Seq2Seq) modelling with
neural networks has proven to be an extremely pop-
ular and effective paradigm for a wide range of
conditional text generation tasks (Sutskever et al.,
2014; Vinyals and Le, 2015; Nallapati et al., 2016;
Lebret et al., 2016, etc.). More recently, the de-
velopment of large, pre-trained Seq2Seq models
(e.g. Lewis et al., 2019) has lowered the bar on the
amount of labelled in-domain data required to train
models on a particular task and still achieve highly
grammatical and fluent text. However, generative
models often tend to produce bland and generic
text, which significantly inhibits their potential util-
ity (Holtzman et al., 2020). This problem is es-
pecially prevalent in tasks with valid many-to-one
mappings, where generic outputs occur frequently

 

Amazing food variety for a coeliac friendly
staff and great service. Apartment ideal for
business trip maybe needs a bit updating
for a family stay. Will definitely be back for

leisure stay. Ideally situated.

Thank you for your glowing review! It is a
delight to hear that you enjoyed your

visit. We look forward to welcoming you
again in the near future.

Thank you for your great review. Our
fantastic chefs do their best to cater to all

kinds of dietary requirements. Often
creating off menu dishes when requested.
We think they do a brilliant job. We hope
to be able to impress you again with our
service next time you stay with us. Be
sure to call us direct for the best rates

available.

Response A:

Review

Response B:

Figure 1: A user-written hotel review with two poten-
tially valid responses. Response A (in blue) is a generic,
one-size-fits-all style response, while Response B (in
green) addresses and reiterates some, but not all, of the
positive points raised in the review.

in the training data; in dialogue modelling it has
been referred to as the “I don’t know” problem
(Khayrallah and Sedoc, 2021).

In this work we consider the task of automat-
ically generating responses to online hospitality
reviews. Figure 1 provides an example of the task
and presents a user-written hotel review along with
two potentially valid responses. While Response
B is highly specific, addressing the opening com-
ment of the review and the positive mention of the
service, Response A is generic. Such a response
would be applicable to a broad range of positive
reviews, highlighting the many-to-one problem.

Defining exactly what constitutes a good review
response is not straightforward. Formal require-
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ments such as structure, style, intent and gram-
maticality are all important to consider, however,
in this work we focus on content. Popular web-
based review platforms (e.g. Google, Tripadvisor,
etc.) recommend that responses should address
topics raised in the review specifically. Such an ap-
proach is also supported by the Gricean maxims of
quantity (be informative) and relation (be relevant)
(Grice, 1975). Thus, we aim to avoid generating
generic responses such as Response A in Figure 1.
Yet, given a lack of constraints in response author-
ship, a significant portion of data that is available
from online platforms consists of generic responses
which are potentially of little benefit or even detri-
mental. In order to derive models that are capable
of producing more specific, contentful responses, it
is essential to mitigate the negative impact of these
generic responses in the training data.

A simple yet effective method for improving a
model’s performance toward a specific goal is to
increase the amount of training examples that ex-
hibit the associated target quality and decrease the
amount that do not. However, depending on the ob-
jective, this can be difficult. For example, classify-
ing an arbitrary piece of text for specificity is chal-
lenging since there is limited consensus on what
exactly constitutes specificity (Li et al., 2017b).
Nevertheless, we investigate this idea and apply
unsupervised scoring techniques to hotel review
responses that aim to indicate a text’s genericness.
Given these scores, we infer suitable thresholds and
filter out highly generic training data examples. We
find that refining the training data and using just
40% of the original training examples allows us to
derive models that are capable of producing fewer
generic review responses according to both auto-
matic metrics and human evaluation. Our code to
reproduce the data used and relevant experiments
is available on GitHub.1

2 Background and Related Work

Review Response Generation Thanks to an in-
creasing awareness of the benefits associated with
addressing online customer feedback (Proserpio
and Zervas, 2018; Li et al., 2017a), there is a grow-
ing body of literature on automated review response
generation. Previous work in this area has consid-
ered various domain applications and extended the
basic encoder-decoder architecture to incorporate

1https://github.com/ZurichNLP/
specific_hospo_respo

additional contextual information alongside a re-
view text. Zhao et al. (2019) generate responses for
product reviews on an e-commerce platform using
tabular product information as additional context,
while Gao et al. (2019a) focus on generating re-
sponses for smartphone app reviews and incorpo-
rate discrete external attribute features, such as the
review rating and app category. Kew et al. (2020)
later applied the same model to restaurant and ho-
tel reviews in English and German and showed
that extensive variability in hospitality responses
(compared to app review responses) leads to consid-
erably worse performance according to automatic
metrics.

Combating Generic Outputs Considerable
work has been dedicated to mitigating generic out-
puts in dialogue models. One popular approach is
to feed the model additional contextual information
in order to encourage more ‘contentful’ responses.
Depending on the availability of relevant data, this
might include the dialogue history (Sordoni et al.,
2015), free text from an external knowledge source
(Ghazvininejad et al., 2018; Bruyn et al., 2020),
or embedded topic signals derived from the input
query (Xing et al., 2017). Meanwhile, a number of
works have focused on improving the model archi-
tecture (Serban et al., 2016a,b; Zhao et al., 2017;
Bao et al., 2019; Gao et al., 2019b) or modifying
the decoding strategy (Baheti et al., 2018; Li et al.,
2016).

Since generic responses occur with high fre-
quency in the dialogue training data they induce a
strong, undesirable bias. Thus, it also makes sense
to tackle this problem at its source. Previous work
in this direction has aimed to remove uninforma-
tive training examples in a conditional framework
by performing comparisons between source and
target pairs (Xu et al., 2018; Csáky et al., 2019).
In contrast to dialogue data, review-response pairs
typically consist of multiple sentences, resembling
paragraphs rather than single sentences. This leads
to extensive variance in the surface form on both
the source and target side, rendering conditional
approaches less suitable. For instance, initial in-
vestigations revealed that the best-performing ap-
proach presented in Csáky et al. (2019) identifies
only 5% of hospitality review-responses as generic.
Therefore, in contrast to previous works, we set out
to identify generic responses independently of their
corresponding source texts to improve our training
data.
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3 Methods

In order to derive models that are capable of pro-
ducing fewer generic responses, we consider re-
moving them entirely from the training data. Our
hypothesis is that generic responses seen often dur-
ing training encourage the model to learn ‘safe’ but
uninformative responses and are thus detrimental
to the model’s ability to generate more specific re-
sponses. To investigate this, we define three poten-
tial methods for scoring a text’s genericness within
a corpus, operationalising these at the word, sen-
tence and document level. We then derive suitable
thresholds for each scoring method and filter train-
ing data examples according to their genericness.
Formally, given a response text in the training cor-
pus R ∈ T , we aim to assign a numerical score S ,
indicating how unique R is in relation to all other
responses in the corpus.

Lexical Frequency To operationalise our scoring
techniques at the word level, we define a response
text as a bag of words R = {w1, w2, ..., wm}. The
frequency distribution of words in natural language
corpora tends to follow a long-tailed power law
(Zipf, 1935). We exploit this property to easily
identify words that occur with such high-frequency
that they can be considered to contribute little to no
specific information.

Following Wu et al. (2018), a response may then
be considered universal if it consists predominantly
of words whose rank in the frequency table ≥ n.
Based on this intuition, this scoring method cal-
culates the ratio of high-frequency words to less
frequent ones. Specifically for each response text,
we compute,

Slex_freq =

∑m
i=1 I(wi)

m
, (1)

where I(wi) is defined as

I(wi) =

{
1 if count(wi, T ) ≥ t
0 otherwise

. (2)

In our experiments, we set a frequency threshold
t = 500 in order to capture a reasonable amount of
generic content words (e.g. ‘hotel’, ‘review’, etc.)
as well as typical stop words.

Sentence Average Considering only the occur-
rence of unigrams within a response fails to take
into account the effect of larger semantic units that
may be considered as generic phrases (e.g. person-
alised greetings, salutations, expressions of grati-
tude, etc.). Therefore, we also consider a scoring

method aimed at quantifying a response’s generic-
ness at the sentence level. To operationalise this
method, we define a response text as a bag of sen-
tences, R = {s1, s2, ..., sn}. Similar to the lexical
frequency-based score described above, given a
means of reliably identifying generic sentences, we
could simply calculate the ratio of generic to non-
generic sentences comprising a response text. How-
ever, this is less straightforward since sentences do
not share the same distributional property.

Works such as Reimers and Gurevych (2019)
and Artetxe and Schwenk (2019) demonstrate that
deep contextualised sentence representations work
well for a wide range of sentence-level semantic
textual similarity (STS) tasks. Inspired by these
works, we consider scoring a response sentence for
genericness by computing its semantic similarity
against a pool of generic example sentences G =
{g1, g2, ..., gn}.

Initial experiments showed that LSTM baseline
models exhibit a strong bias towards generating
universal responses with little specificity to the
themes raised in reviews. We gathered all response
sentences generated more than once by an earlier
model, considering them as our pool of generic
examples G, and compute the maximum similarity
for each s ∈ R as follows:

ξ(s) = max
g∈G

(cos(s, g)). (3)

Then, we compute average sentence-level gener-
icness as

Ssent_avg =
1

n

n∑

i=1

ξ(si). (4)

This method constitutes a two-step approach to
improve the training data based on outputs from a
less performant model and may be seen as similar
to the idea behind the iterative ‘data distillation’
approach presented by Li et al. (2017b). However,
unlike that work, which dealt with sentence-level
outputs and compared them directly, we compute
the final score for a response text by averaging the
genericness scores of its constituent sentences.

LM Perplexity In order to score a response text
for genericness at the document level, we rely on a
causal language model (LM) and compute the per-
plexity (PPL) of each response. Intuitively, generic
responses that occur frequently and with relatively
little variation are less surprising and should thus
receive a lower LM PPL in contrast to a highly

123



specific response. Since we do not provide the
review text as context, the LM is forced to score
the response in isolation, thus maximising surprisal
for less generic responses that contain more unex-
pected events.

To this end, we use a distilled GPT-2 model that
is fine-tuned to our domain (Radford et al., 2019;
Wolf et al., 2020) and for each training response
compute

SLM_PPL = exp(CELM,R). (5)

4 Experiments

4.1 Data Set
Our primary data set comprises a total of 500k
unique hotel review-response pairs published on
Tripadvisor2. We collected data from seven dif-
ferent countries with reviews for more than 7.5k
establishments, ranging from luxury hotels to back-
packer’s hostels and small bed-n-breakfasts. Of the
500k review-response pairs, we take approximately
90% for model training, setting aside 5% for vali-
dation purposes and the final 5% for evaluation.

In addition to investigating the proposed tech-
niques on hospitality review responses, we also
conduct a small generalisability study on a related
data set from a different domain. Specifically, we
use the mobile app review responses, originally
introduced by (Gao et al., 2019a). These review
responses were collected from the Google Play
Store and differ considerably in terms of both style
and length to those found in the hospitality do-
main (Kew et al., 2020). Table 1 provides a brief
overview of both data sets.

4.2 Training Data Filtration
After having scored each response text in the cor-
pus with the methods described in Section 3, we
inspected the distributions of the resulting scores
on the training set. Figure 2 shows the distribution
of values for each scoring method. As can be seen,
the majority of the distributions follow relatively
smooth normal distributions, with various degrees
of skew, indicating that different scorers appear to
detect different qualities. In order to make all exper-
iment runs comparable, we aim to extract the ‘best’
40% of training data examples according to each
individual scoring method. To derive appropriate
thresholds for data filtering, we inspect samples
along the range of x-axis values and align these
with the following intuitions:

2https://www.tripadvisor.com/

Domain Split Rev-resp
pairs

Sents

Hospitality
Training 450,367 5.4M
Validation 24,897 299k
Test 24,736 297k

Mobile Apps
Training 278,374 1.7M
Validation 14,602 90k
Test 15,404 95k

Table 1: Overview of the review response data sets used
in our experiments. The hospitality domain refers to
pairs collected from TripAdvisor, while the mobile app
domain refers to the data set introduced by (Gao et al.,
2019a). Numbers indicate the size of the training data
before performing targeted filtering.

(i) Lexical frequency – a higher ratio of high-
frequency words indicates more genericness,
thus lower is better;

(ii) Sentence Average – a higher score indicates
a higher degree of generic sentences within a
response, thus lower is better;

(iii) LM PPL - a lower PPL indicates less sur-
prisal, while a high PPL potentially indicates
a large degree of noise and possibly ungram-
matical text, thus a mid-range score is better.

Since we filter the training data according to each
scoring method independently, it is reasonable to
expect that there may be considerable overlap be-
tween the resulting training subsets. Figure 3 shows
that most overlap occurs between the word and
sentence-level scored subsets with 65%, while the
LM PPL filtered subset contains only 57% shared
examples.

4.3 Model Training and Inference
Our response generation models are built on top
of BART (Lewis et al., 2019), a large pre-trained
model for Seq2Seq tasks. All models are initialised
with the same BART-base model from Hugging
Face (Wolf et al., 2020), which comprises six en-
coder and six decoder layers. We fine-tuned our
models with default hyperparameters and an effec-
tive batch size of 40 for a maximum of 8 epochs.3

The best model from each training run was selected
according to ROUGE-2 performance on a 25%
sample of the validation set.

3Depending on the amount of data used, fine-tuning typi-
cally runs for two to 5 days on a single 12GB GPU.
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Figure 2: Cumulative distribution plots for each scoring method on the training data. The shaded areas show the
‘optimal’ 40% of the training data (review-response pairs) identified by the method.

lex. freq. sent. avg. LM PPL

lex. freq.

sent. avg.

LM PPL

183885 65 57

119992 182741 57

105088 103992 181924

Figure 3: The amount of overlapping examples between
each of the three filtered training sets. Numbers in
the bottom-left show the raw counts of overlapping tar-
get texts, while the numbers in the top-right show the
amount of overlap as a rounded percentage.

For all models, inference was performed using
standard beam search with k=5 on the full test set,
i.e. no filtering is applied to the test set. As a base-
line, we use a model fine-tuned on all available
training data and compare this to the three experi-
mental systems, each fine-tuned on one of the fil-
tered training sets.

4.4 Evaluation

Evaluating short text-based conversation is inher-
ently difficult since responses are, to a large de-
gree, open-ended. For any given input sequence,
the space of potentially valid outputs is extremely
large. As a consequence, it is necessary to analyse
various characteristics of the generated texts. We
employ a selection of automatic metrics that act as
approximate but useful indicators of textual qual-
ity along multiple axes. In addition, we conduct a
human evaluation and compare model outputs in
order to measure the effect of different data filtering

methods on model performance.

4.4.1 Automatic Metrics
Reference-based Metrics Ground truth re-
sponses are unlikely to serve as reliable references
for comparison with surface-level or embedding-
based automatic metrics due to the open-ended na-
ture of the task. Despite this, and other criticisms
(Reiter and Belz, 2009), popular N-gram overlap
metrics, such as BLEU have been reported in the
relevant literature (Gao et al., 2019a; Zhao et al.,
2019). An alternative, easy-to-compute metric is
chrF (Popović, 2015), which operates on character
N-grams rather than full tokens and balances both
precision and recall. This makes it considerably
more flexible than BLEU, especially for noisy web-
based text where spelling errors are common. In
addition to reporting chrF against the ground truth
responses, we also separately compute chrF using
the corresponding input reviews as ‘stand-in’ refer-
ences. This provides an approximate measure for
specificity in model outputs.

Lexical Diversity and Range Automatically
generated review responses should exhibit a de-
cent amount of both inter- and intra-textual diver-
sity. Low inter-textual diversity implies that mod-
els repeatedly generate the same or highly similar
texts, while low intra-textual diversity indicates that
model outputs contain lexical repetitions, possibly
as a result of getting stuck in repetitive degenerate
loops (Welleck et al., 2019; Holtzman et al., 2020).

To measure inter-textual diversity, we employ
Self-BLEU (Zhu et al., 2018). This metric com-
putes for each system-generated output the BLEU
score, regarding all other system-generated outputs
as makeshift references. Thereby, it effectively
measures the amount of textual similarity in terms

125



chrF-tgt ↑ chrF-src ↑ DIST-1 ↑ Self-BLEU ↓ Uniq. ↑ Len ↑
Ground truth - 20.7 75.66 1.18 37649 80.92
Rule-based 19.7 10.1 86.44 55.19 153 35.91
Baseline 30.47 15.87 76.84 24.6 7174 59.39
Lex. freq. 33.6 20.63 74.33 15.37 11859 82.37
Sent. avg. 32.53 20.2 73.46 13.11 11858 75.69
LM PPL 32.63 21.0 74.51 4.24 13366 73.82

Table 2: Model performance under all automatic evaluation metrics considered. Values reported for all BART-based
models are averaged over three individual inference runs from models trained with different random seeds to account
for potential variation between training runs. Note, metrics reported here are multiplied by 100 where applicable for
improved readability.

of N-gram overlap between generated responses. A
higher Self-BLEU score indicates less diversity.

For intra-textual diversity, we follow Choi et al.
(2020) and use Distinct-N (Li et al., 2016). This
metric calculates the ratio of unique N-grams to
the total number of N-grams generated within a
text, taking the macro average as the final score.
Following Welleck et al. (2019), we also report
the total number of unique words generated by
a model over the entire test set. This provides a
simple indicator of a model’s lexical range.

Finally, we report the average length of gener-
ated texts to provide a rough idea of a model’s
ability to generate adequate responses under the as-
sumption that shorter responses indicate a greater
degree of genericness. Where possible, we also
compute these metrics for the human-written
ground truth responses in the test set to provide
a valuable idea of expected or appropriate values.

4.4.2 Human Evaluation
In order to assess a model’s ability to generate
fewer generic, one-size-fits-all responses on the ba-
sis of training data filtering, we conduct a human
evaluation. We sampled 200 reviews from the test
set and generated responses with all four models.
We then recruited four evaluators, all of whom are
familiar with the field of NLP, and asked two eval-
uators to rate examples 1-100 and the other two
evaluators to rate examples 101-200. The evalua-
tion schema was designed to make pairwise com-
parisons between randomly selected model out-
puts and asked judges to indicate which response
is more specific to the input review. Note that
while framing the evaluation question in this way
inverts our main aim of reducing generic responses,
it simplifies the task for the judges by encouraging
them to focus more on the content that is generated

by the model, rather than what is not. To facili-
tate decision making and allow for more nuanced
judgements, we use a continuous scale that allows
evaluators to indicate the degree to which they be-
lieve one response is better than the other (Belz
and Kow, 2011). Judges were also able to accept or
reject both responses if they were equally specific
or generic, respectively.

5 Results

Automatic Metrics Table 2 compares model per-
formance under the automatic metrics considered.
In addition to the baseline and experimental mod-
els discussed above, we also compute automatic
metrics for a naïve rule-based baseline, which sim-
ply returns a single, hand-crafted response from a
small set of candidates based on the rating associ-
ated with the input review. These are intended to
be highly generic responses that fit the context and
thus provide a useful comparison and motivation
for more complex approaches.

According to both versions of chrF, all models
trained on filtered data sets show considerable gains
over the baseline model, trained on the entirety of
the data. Specifically, chrF computed against the
true target shows smaller improvements over the
baseline, while chrF computed against the corre-
sponding source shows a relatively large improve-
ment for all experimental models, bringing the de-
gree of overlap in model outputs much more in line
with human-written responses.

DIST-1 shows that intra-textual lexical diver-
sity is consistent against the human-written re-
sponses for most models, indicating the lexical
repetitions occur within a reasonable range for this
relatively restricted domain. Thus, there is no indi-
cation that our models are getting stuck in repetitive
degenerate loops (Holtzman et al., 2020).
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Self-BLEU reveals considerable variation
among all models in terms of the diversity between
generated responses. According to this metric,
the LM PPL filtering method ensures the most
diverse response texts, while both the rule-based
and BART baseline generate the least diverse texts
by far. Noticeably, the best scoring models are not
quite on par with the diversity of human-written
responses. However, this is to be expected given
that neural models generally stick to generating
higher-frequency words (Holtzman et al., 2020).
This phenomenon is further indicated by a large
discrepancy between the counts of unique lexical
items observed.

In terms of average response length, most mod-
els under-generate when compared to the human-
written ground truth. Here, the baseline models
fall the shortest, which may be a useful proxy in-
dicating higher genericness. Meanwhile, the mod-
els trained on the lexical frequency-filtered subset
show a tendency to generate longer responses. This
may be due to the score being directly related to
the word count of a text, despite normalisation.

Human Evaluation In analysing the results of
the human evaluation, we considered only those
examples on which two judges agreed in terms of
preference towards a particular response candidate
and acceptability. This resulted in 129 valid pair-
wise comparisons. Following recommendations
by Novikova et al. (2018), we derive the overall
model rankings using the Bayesian ranking algo-
rithm TrueSkillTM (Herbrich et al., 2007).

According to the results of our human evaluation,
all filtering methods help to improve the specificity
of model outputs, thereby reducing genericness.
Figure 4 depicts the final model rankings derived
through applying the TrueSkillTM algorithm to ac-
cepted pairwise comparisons from our evaluation.
Here, it can clearly be seen that all experimental
models outperform the baseline, with a clear ten-
dency towards filtering for genericness based on
larger semantic units, i.e. sentence or document-
level.

Taken together, the results of our automatic eval-
uation and the human evaluation strongly suggest
that fine-tuning on a filtered subset of data is bene-
ficial, reducing the model’s tendency to produce
generic responses. In particular, chrF-src and Self-
BLEU are useful indicators for gauging relative
genericness and diversity of generated texts. Table
5 in Appendix A provides some examples of the

Figure 4: Final model ranking posteriors as computed
with TrueSkillTM on 129 human evaluated pairwise com-
parisons.

responses generated by all models and how they
improve in terms of specificity to the input review.

5.1 Ablations

How much filtering is too much filtering? In
the above experiments we select thresholds for each
filtering method to retain approximately only 40%
of the original training data. Results of automatic
and human evaluations reveal that the LM PPL
method performs best on balance. To investigate
the ideal amount of filtering, we train and evalu-
ate additional models by incrementing the lower
bound of the target text LM PPL filter to train on
different quantities of data. Furthermore, we also
consider combining all filtering methods together
to train a model on only the least generic responses
according to the thresholds set in Section 4.2. The
results of these ablations are presented in Table 3.4

Comparing the results for the LM PPL filter in
isolation, we see that the largest performance gains
are achieved when training with between 40 and
80% of the total amount of data. According to
metrics used as proxies for specificity, chrF-src,
Self-BLEU and Uniq., more aggressive filtering
(e.g. 40%) works best with very little cost in terms
of chrF-tgt. Meanwhile, extremely aggressive fil-
tering (20%), leads to a large performance drop
across the board. Interestingly though, combin-
ing all filtering methods to filter aggressively has
a more positive impact, suggesting that the over-
all quality of the training data used can indeed be
further improved by considering multiple filtering
methods. That said, the relatively high Self-BLEU
score indicates that this model tends to generate
the same response to different input reviews to a
greater extent than those trained on more data.

4To reduce the computational cost of ablations, we perform
a single training run for these models with a fixed random seed.
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chrF-tgt ↑ chrF-src ↑ DIST-1 ↑ Self-BLEU ↓ Uniq. ↑ Len ↑
20% 27.0 15.3 74.39 31.21 7449 50.46
40% 32.7 21.1 74.54 4.49 13548 73.31
60% 32.8 19.6 74.55 8.08 11405 71.73
80% 32.9 18.9 74.68 12.67 8615 72.96
100% 30.5 15.8 76.95 27.1 7273 59.09

ALL 15% 33.3 22.7 72.29 18.19 14374 83.48

Table 3: Results of ablation runs investigating a) performance as a function of the percentage of data filtered using
LM PPL and b) performance as a result of combining all filtering methods with the thresholds shown in Figure 2
and training on only the ‘best’ 15% of the data.

chrF-tgt ↑ chrF-src ↑ DIST-1 ↑ Self-BLEU ↓ Uniq. ↑ Len ↑
20% 26.0 18.0 83.76 0.31 2362 40.12
40% 29.8 17.5 81.98 1.56 2111 45.04
60% 32.3 16.7 80.91 1.47 1978 49.53
80% 33.5 15.8 80.34 2.72 1545 50.65
100% 35.5 15.5 79.04 2.41 1459 53.67

Table 4: LM PPL filtering at varying thresholds for mo-
bile app review response generation (Gao et al., 2019a).

Generalisability Targeted data filtering is effec-
tive for reducing genericness in hospitality review
response generation. To investigate whether such
an approach generalises to other domains we also
consider applying our best performing filtering
method to the related task of mobile app review
response generation using the data set presented
in Gao et al. (2019a). Following the LM PPL ap-
proach described in Section 3, we again experiment
with a range of thresholds for filtering both low-
PPL and overly high-PPL responses from training
data. Table 4 shows that targeted filtering in this do-
main also leads to increased specificity according
to automatic metrics used as proxies for measuring
genericness.

Are there any side effects? Encouraging a
model to consistently produce fewer generic out-
puts may also have potential side effects. For exam-
ple, it is possible that this could lead to an increase
in hallucinated content that is unsupported by the
input and thus may be factually incorrect or mis-
leading. To investigate whether or not the proposed
approach compromises the generated outputs in
this way, we search for candidate hallucinations
in the generated responses and compare their oc-
currence frequencies to the reference texts and the
outputs from the baseline model.

As candidates, we consider named entities,
which generally constitute common hallucination
errors (Dziri et al., 2021) and mentions of reno-

Figure 5: Left: averaged occurrences of named entities
in responses that do not appear in the corresponding
input review. Right: total occurrences of the stems
‘renovat’ and ‘refurbish’ in responses texts.

vations or refurbishments. The latter is observed
frequently in hotel review responses as a suitable
reply to a criticism about outdated infrastructure
or decor. Naturally, the models themselves have
no knowledge of whether renovations are planned,
so a conservative approach would be to consider
all generated responses that mention renovations
as hallucinations.

First, we searched review-response pairs for
named entities and computed the amount of named
entities in the response that do not appear in the
corresponding review and are thus ‘unsupported’.5

On the left of Figure 5, we can see that unsupported
named entities occur more frequently in the experi-
mental models in contrast to the baseline. Second,
we counted occurrences of the stems ‘renovat’ and
‘refurbish’ in all response texts. On the right of
Figure 5, we can see that all experimental models
are guilty of over-producing claims involving reno-
vations or refurbishments and thus could be at risk
of generating more factually incorrect claims.

5For identifying named entities, we used spaCy (https:
//spacy.io/).
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5.2 Discussion and Future Work

Based on the observations from the previous sec-
tions, it is clear filtering uninformative instances
from the training data is an effective approach to
reduce genericness in model outputs for response
generation. However, it does not come without risk.
Our analysis revealed that generated responses tend
to contain more hallucinated content. Thus, further
work is required to mitigate this and better ensure
the factual accuracy of generated outputs.

While removing generic training examples is ef-
fective at reducing unwanted predictive biases, it
does not provide any means to steer the amount
of genericness. In certain application scenarios, it
may be more desirable to be able to control the
degree of genericness at inference time in order
to handle difficult or ambiguous cases (Li et al.,
2017b). To this end, our methods for quantifying
textual genericness, might also be used to derive
categorical labels for training examples that are
provided to the model in order to be able to steer
the generation appropriately at inference time (Fil-
ippova, 2020; Martin et al., 2020). We leave a
detailed investigation in this direction for future
work.

We also acknowledge that there is a considerable
risk in deploying fully automatic review response
generation in online settings. The societal impacts
of computer-generated language are still relatively
unknown and thus it is unclear what effects such
an application may have on customer satisfaction
and business-customer relations in e-commerce and
online settings. This work is intended to support
response authors in improving their efficiency and
extending the capabilities.

6 Conclusion

State-of-the-art approaches to conditional text gen-
eration involving transfer learning can be adapted
to perform a wide range of domain-specific tasks
with strong and convincing results. However, the
content and quality of a model’s outputs largely re-
flect that of the in-domain data used for fine-tuning.
Thus, care should be taken when deciding which
data to use for training. In this paper we presented
three unconditional scoring techniques for identi-
fying and filtering generic responses in a parallel
corpus of review-response pairs. Results of both
automatic and human evaluation revealed that this
is an effective approach for helping to reduce the
production of generic, one-size-fits-all outputs for

review response generation in the hospitality do-
main, as well as for mobile app reviews. We have
also shown that such an approach has potential side
effects that must be handled appropriately before
being utilised in a real-world scenario.
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A Example Outputs

Review rating: 4 stars

Review

Basic clean & lovely We stayed here whilst doing a road trip between the snowy mountains and Canberra.
After doing the caves and coming through Talbingo (beautiful countryside) we were deciding whether to stay
in Tumut or Yass or Gundagai. Gundagai had more choices avail. We chose **** due to $ location. There
are 3 tiers of accom. Budget $89 basic. Upstairs w a bed shower and a v v tiny tv. Middle +$30 for ground
level bigger room and Spa room for $more again. We chose basic as it was 1 night. It was clean. Shower
pressure good and comfortable bed. All u need. Wifi didn’t happen. Reception was fine. If u don’t need
large tv and wifi go basic and stay. If u want/need more this wouldn’t be the place for you.

Ground truth
Thank you **** for your comments. Our upstairs rooms are small compact rooms and are well priced for
the size of room and location (1/2 way between Sydney & Melbourne) downstairs rooms are much more
roomy with large flatscreen TV’s, parking at the door, spacious bathrooms and of a deluxe standard - worth
the extra price for more comfort.

Baseline Thank you for taking the time to write a review. We are glad you enjoyed your stay with us.

Lex. freq.
Thank you for taking the time to write a review. We are glad that you enjoyed your stay with us. We do offer
a range of accommodation options to suit all budgets. Our budget rooms are priced at $89 per night for a
standard room and $89 for a superior room. We also offer a variety of room types to suit different needs. We
hope to see you again in the future.

Sent. avg.
Thank you for taking the time to write a review of your stay with us at ****. We are sorry to hear that you
did not enjoy your stay and that you found the TV to be small. We do have a number of larger TV’s in the
rooms and we are currently in the process of upgrading them. We hope to see you again in Gundagai.

LM PPL
Thank you for taking the time to write a review. We are glad that you enjoyed your stay with us and found
the rooms clean, comfortable and clean. We do offer a range of accommodation at **** and we are sorry
that you were not able to experience this during your stay. We hope you enjoyed the rest of your road trip.

Review rating: 3 stars

Review I frequent this hotel for business Rooms are nice. Great location. Staff should be drug tested. They have
some employees that wreak of marijuana... probably will take my business elsewhere. Bye bye. Just say no!
This was not an isolated incident.

Ground truth Thank you for taking the time to comment and I will look into your comments. I am sorry you may take your
business elsewhere.

Baseline
Dear Valued Guest, Thank you for taking the time out of your schedule to complete our Guest Survey
regarding your recent stay at our hotel. Please know that your feedback is extremely valuable to us and we
will utilize your response by continuing to focus on making each and every guest experience the best it can
be. We hope to be of service to you in the future. ...

Lex. freq.
Thank you for taking the time to complete our guest survey about your recent experience at ****. Your
feedback is critical to our continued improvement and success! We hope you will come back and stay with us
again soon. Please contact me personally to arrange your next visit so I can ensure your next stay is nothing
less than exceptional. ...

Sent. avg.
Dear Valued Guest, Thank you for taking the time to write a review about your recent stay at ****. I am
sorry to hear that your stay was not a pleasant one. We take the cleanliness and safety of our guests very
seriously. I have shared your comments with our staff to ensure that this does not happen again in the future.
Again, thank you for your review and we hope to see you in the near future. ...

LM PPL

Dear Valued Guest, Thank you for taking the time to provide us with your feedback from your recent stay at
****, a very good place to be. We are happy to hear that you found our rooms to be nice and our location
to be great. However, we are very sorry to hear about the incident that occurred during your stay with us.
We take the safety and security of all of our guests very seriously and we will be following up with the
appropriate departments to ensure this does not happen again. We hope to have the opportunity to welcome
you back in the future. ...

Table 5: Example model outputs for reviews of various user ratings (continued on next page). Coloured passages in
the responses indicate content that addresses aspects of the input review specifically. We also italicise potentially
hallucinated content, which is unsupported by the source text. Note, bold text prefixing a review indicates the
review’s title. Personalised greetings and salutations are truncated from the response texts, as indicated with ellipsis.
Similarly, identifiable information such as personal names and establishment names are anonymised with ****.
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Review rating: 2 stars

Review
Good for location only. Disappointing overall Location is great but room faced trash bins and was loud.
Also, room was very tiny and looked dated. Windows were tough to close and no air circulation other than
the portable fan. Bathroom was hard to even walk in and out of.

Ground truth We appreciate you taking the time to offer us feedback on your stay. Please allow me to apologise that you
did not enjoy your experience on this occasion. ...

Baseline Thank you for taking the time to write a review. We are sorry to hear that you did not enjoy your stay with us.
We hope that you will consider staying with us again in the future.

Lex. freq.

Thank you for taking the time to provide us with a review based on your last experience with us. I would like
to apologize if you felt as though we had fallen short of your expectations - please allow me to express my
sincerest apologies. We are in the midst of a multi-year renovation project that will touch every corner of our
hotel - we hope to warmly welcome you back soon for a stay that is uniquely memorable for all the right
reasons.

Sent. avg.
Thank you for taking the time to write a review about your recent stay with us. I am sorry to hear that you
did not enjoy your stay. We are in the process of renovating our rooms and hope to have this completed by
the end of the year. I hope that you will give us another opportunity to show you that your unsatisfactory stay
was an exception. If I can be of any further assistance, please do not hesitate to contact me directly.

LM PPL

Thank you for taking the time to provide a review based on your last experience with us. We would like
to apologize for falling short of not only meeting your expectations, but ours as well. It is only through
feedback such as yours that we are able to maintain and indeed, where necessary, improve upon the service
we provide to our valued guests. We hope to warmly welcome you back soon for a stay that you are most
contented with.

Review rating: 1 star

Review

False advertising? Due to the favorable reviews on the Internet we have booked family room (2 rooms
with door in between). When we walked in after a full day of driving we were tempted to leave the rooms
and continue the trip, as everything but location was disappointing. Rooms were dusty (particularly carpet)
and not refurbished for more than 30 years. Beds were short (not king size), uncomfortable and with cheap
pillow. Almost every piece of furniture was chipped and broken, bathroom doors couldn’t be closed properly,
Shower head was falling down. TV reception was terrible. Acoustic insulation was inappropriate. Photo on
the Internet is not the proper representation of the motel; I almost took photos to put it on the Internet to
show how our rooms looked like. Do not be tempted to come to this nominally 3 star motel. I personally
wouldn’t give it a single star.

Ground truth

We appreciate all feed back from customers good and bad, and thankyou for taking the time to review. This is
the 1st time we have had such a review and feel just a few points should be made. We do not cater for Familys
, groups or people under 40 years old, thus the Golden Chain logo, Senior logo and the fact there is nowhere
to add children to any internet booking. When presented with a Family as occainionally does happen we
open 2 large double rooms with 2 bathrooms 2 lounge rooms and 2 balconies with 100% waterview over
****. and full breakfast for 5 delived to your room for $129 per night. All but these two rooms are Theme
rooms completed early 2010 with artworks and decoration valued at $20,000 per room. The risk of damage
is too high to have children at the motel. Not all guests like our contingency plan however I beleive it is fair.
That said we will look at a standard renovation for these rooms.

Baseline Thank you for taking the time to write a review. We are sorry to hear that you did not enjoy your stay with us.
We have taken all your comments on board and are currently in the process of refurbishing our rooms. We
hope that you will consider staying with us again in the future.

Lex. freq.

Thank you for taking the time to write a review. We are sorry to hear that you did not enjoy your stay with
us. We do not advertise that we are a 3 star motel, but we do have a very high standard of cleanliness and
customer service. Our rooms are cleaned on a regular basis, and we have never had any issues with any
of our carpets. All of our rooms have been refurbished over the past 3 years, and our rooms are regularly
inspected by our housekeeping team. We have also recently replaced all of our beds, and are currently in the
process of replacing all of the furniture in our rooms...

Sent. avg.

Thank you for taking the time to write a review. We are sorry to hear that you did not enjoy your stay with us.
We do have a wide range of room types to suit all budgets and requirements. We have a variety of different
room types available to suit different needs and budgets. All of our rooms have been refurbished over the last
2 years and we are sorry that you found the room to be dusty. We would have been more than happy to move
you to a different room had we been made aware of your concerns...

LM PPL

Thank you for taking the time to write your review. We are sorry to hear that you did not enjoy your stay
with us. Our rooms are cleaned to a very high standard and we are sorry that you found the carpet dusty
and uncomfortable. The carpets in the rooms have been replaced over the last couple of years and we have
not received any complaints about the carpet in the room you stayed in. We have not had any complaints
regarding the TV reception or the shower head. We would have been more than happy to move you to
another room if you had let us know of your dissatisfaction.
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