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Abstract

This paper presents the findings of the shared
task on Multimodal Sentiment Analysis and
Troll meme classification in Dravidian lan-
guages held at ACL 2022. Multimodal sen-
timent analysis deals with the identification of
sentiment from video. In addition to video data,
the task requires the analysis of corresponding
text and audio features for the classification
of movie reviews into five classes. We cre-
ated a dataset for this task in Malayalam and
Tamil. The Troll meme classification task aims
to classify multimodal Troll memes into two
categories. This task assumes the analysis of
both text and image features for making better
predictions. The performance of the partici-
pating teams was analysed using the F1-score.
Only one team submitted their results in the
Multimodal Sentiment Analysis task, whereas
we received six submissions in the Troll meme
classification task. The only team that partic-
ipated in the Multimodal Sentiment Analysis
shared task obtained an Fl-score of 0.24. In
the Troll meme classification task, the winning
team achieved an F1-score of 0.596.

1 Introduction

People use different modes of content, including
video, audio and text, to express their opinion or
attitude or interact with another person. These
types of data are too complex to process because
of the ambiguity at various levels. Moreover, such
types data are more user-centric and contextual
(Schreck and Keim, 2012). The complexity of
the computational processing of social media is
more for multimodal data, which includes video,
audio and text modalities. The machine learning
or deep learning model should utilize/extract the
features identified from all modalities for better
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decision making (Chakravarthi, 2020; Kumaresan
et al., 2021; Chakravarthi and Muralidaran, 2021;
Ravikiran et al., 2022; Chakravarthi et al., 2022;
Bharathi et al., 2022; Priyadharshini et al., 2022).
This shared task on multimedia social media analy-
sis in Dravidian languages includes two subtasks
- Multimodal Sentiment Analysis and Troll meme
classification.

Sentiment analysis is a Natural Language Pro-
cessing (NLP) task to identify the underlying sen-
timent or opinion about movies, products, govern-
ment policies etc., expressed by people through var-
ious social media platforms (Priyadharshini et al.,
2021), (Chakravarthi et al., 2021b). Nowadays, so-
cial media users use multiple modalities such as
images containing text and videos to express their
opinions. It has become common to share review
videos about movies and products on YouTube, and
Facebook (Castro et al., 2019), (Qiyang and Jung,
2019). Therefore, analysis of multiple modalities
has become significant in identifying sentiments
from video data. Video data contain modalities
such as video frames, speech signals, and text (tran-
scripts). Training a machine learning model re-
quires considering the features of the above three
modalities to train a machine learning model.

The shared task on multimodal sentiment anal-
ysis aims at inviting researchers for developing
machine learning models to draw out the senti-
ments from movie review videos in Malayalam and
Tamil. Malayalam and Tamil are members of the
Dravidian language family (Sakuntharaj and Mahe-
san, 2021, 2017, 2016; Thavareesan and Mahesan,
2019, 2020a,b, 2021). In addition to that, both
languages are morphologically rich and agglutina-
tive (Premjith and Soman, 2021), (Premjith et al.,
2019). This makes these languages complex for
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computational processing (Anita and Subalalitha,
2019b,a; Subalalitha and Poovammal, 2018; Sub-
alalitha, 2019; Srinivasan and Subalalitha, 2019;
Narasimhan et al., 2018). Moreover, the complex-
ity increases when we deal with speech and text for
learning feature representation from video data. We
created the dataset (Chakravarthi et al., 2021a) by
downloading movie review videos that have been
uploaded on YouTube. The Malayalam dataset con-
sisted of 70 videos, and the Tamil dataset contained
64 videos in it. Videos are classified into five cate-
gories: Highly Positive, Positive, Neutral, Negative
and Highly Negative by considering the facial ex-
pressions of the reviewers and the words used to
give a review for the movies.

Memes have become prevalent in social media in
recent times. People use memes, which can come
in image and video modalities, to express their
opinions or attitude on various issues (Suryawan-
shi and Chakravarthi, 2021a). Some memes are
created only for entertainment purposes. However,
certain users use memes to inflame individuals or
organizations. The computational processing of
the meme is challenging because the text that ap-
pears in an image or video is difficult to extract
(Ghanghor et al., 2021a,b; Yasaswini et al., 2021).
In addition to that, the text may appear in different
fonts and sizes, increasing the complexity. The ob-
jective of the Troll meme classification shared task
is to classify a Troll meme into either troll or not-
troll categories. We collected Troll memes from
social media platforms, namely Facebook, Insta-
gram, Whatsapp, and Pinterest (Suryawanshi et al.,
2020a).

This paper presents an overview of the shared
task on multimodal sentiment analysis and Troll
meme classification in Dravidian languages. We
considered data collected from both Malayalam
and Tamil for these two tasks. This work also dis-
cusses the results of the participating teams. We
shared the training and validation data with labels
and test data without labels with the participants.
The participants submitted the predicted labels for
the test data by building machine learning mod-
els for the task. In total, 56 teams registered for
the multimodal sentiment analysis competition or-
ganized by Codalab !. However, only one team
submitted their results for Tamil test data, whereas
six teams participated in the Troll meme classifica-
tion task.

"https://competitions.codalab.org/competitions/36406

The paper is organized into four sections, in-
cluding the introduction. Section 2 describes the
Multimodal Sentiment Analysis shared task and
the dataset used in detail. It is followed by Section
3, which summarizes the Troll meme classification
task. In Section 4, we discuss the systems and
methodologies submitted by participants for both
shared tasks and analysis of the results of submitted
models. A summary of the tasks and future work
are presented in Section 5.

2 Multimodal Sentiment Analysis Task
Description

Artificial intelligence models that can recognize
emotion and opinions are helpful for a variety of
industries to understand user requirements, pref-
erences and reviews. From virtual assistants to
content moderation, sentiment analysis has many
applications. A great deal of multimodal content
has been published in local languages on social
media about products making the task of sentiment
analysis challenging (Chakravarthi et al., 2021a).
The reach of visual information and the traction of
smartphones have facilitated people to use videos
for sharing their opinions. Hence, our task aims
to identify Highly positive, Positive, Neutral, Neg-
ative, and Highly Negative videos by taking the
video, speech and text modalities.

2.1 Dataset Description

The dataset consists of videos collected from
YouTube and annotated manually. The dataset has
70 Malayalam, and 64 Tamil videos split into train-
ing, validation and test set. Each video segment in-
cludes manual transcription aligned along with sen-
timent annotation by volunteer annotators. Videos
are annotated into five labels.

» Highly positive state: Video clip where the
reviewer uses overstated words or expressions

* Positive: A video clip where reviewer uses
positive words with mild facial expressions to
give reviews .

* Neutral: There is no explicit or implicit in-
dicator of the speaker’s emotional state. Ex-
amples are asking for like or subscription or
questions about the release date or movie dia-
logue.

* Negative: Videos where negative words and
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Class Label Malayalam Tamil

Highly Positive 9 8
Positive 39 38
Neutral 8 8
Negative 12 5

Highly Negative 2 5

Total 70 64

Table 1: Number of videos in each class, and language.

Dataset Malayalam Tamil
Train 50 44

Validation 10 10
Test 10 10

Table 2: Distribution of Multimodal Sentiment Analysis
data in Malayalam and Tamil.

sarcastic comments with soft facial expres-
sions are used.

* Highly Negative: Videos where exaggerated
negative words with a sullen face and taut
voice, are used.

Table 1 gives the various classes and statistics of
data points in each class, and Table 2 shows the
number of data points in train, test and validation
datasets used in both languages.

3 Troll meme Classification Task
Description

This shared task aims to devise methodologies and
models for detecting troll memes in Tamil using
textual and visual features. A Troll meme con-
sists of offensive text and non-offensive images
and vice versa, intending to degrade, provoke, or
offend a person or a group. A dataset with two
classes, namely Troll and Not Troll, has been pro-
vided for this shared task. The dataset has images
associated with captions and comprises memes and
transcribed text in Latin, which are annotated and
transcribed. The participants used images, captions,
or both to do the classification. A sample troll and
non-troll meme has been shown in Figure. The
task organisers have enhanced the dataset by giv-
ing the text as a separate modality for the shared
task because the text linked with the meme acts
as a context for the image. Both text and image-
based classification approach, that is, multimodal
classification, was expected from the participants.

Split Troll Not-troll Total
Train 1,282 1,018 2,300
Test 395 272 667
Total 1,677 1,290 2,967

Table 3: Number of images in each class.

Team Tamil Rank
cuet_nlp_undergrad  0.24 1
baseline 0.20 2

Table 4: Macro-average F1-score of submitted tasks (for
Tamil videos)

3.1 Dataset Description

The dataset consists of images and text associated
with a meme in Tamil. The data is labelled into
two classes, namely “troll” or “not-troll”. The text
in the meme is written in Tamil grammar with En-
glish lexicon or English grammar with Tamil lexi-
con. But for consistency the text was transcripted
to Latin (Suryawanshi and Chakravarthi, 2021b),
(Suryawanshi et al., 2020b).

* Troll: The meme has offensive text and non-
offensive images, offensive images and non-
offensive text, sarcastically offensive text with
non-offensive images, or sarcastic images
with offensive text to distract, distract, and
digressive or off-topic content with the intent
to demean or offend particular people, groups
or race.

* Not-Troll: Images that do not have the above
features are Non-Troll memes.

Table 3 gives the various classes and statistics of
data points in each class and split up into train and
test sets.

4 Methodology

4.1 Multimodal Sentiment Analysis

Multimodal Sentiment Analysis in Dravidian lan-
guages is organized for the first time. The task
is challenging as the participants have to consider
features extracted from three modalities to build a
machine learning or deep learning model. More-
over, the size of the dataset in Malayalam and Tamil
are 70 and 64, respectively, which is not sufficient
to build a machine learning model. Hence, we re-
ceived only one submission for this task. The rank
list for this task is shown in Table 4.
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Team F1-score Rank

BPHC 0.596 1
hate-alert 0.561 2
SSN_MLRGI 0.558 3
CUETS89109115 0.529 4
DLRG_RR 0.519 5
TeamX 0.466 6

Table 5: The Weighted-average F1-score of teams sub-
mitted their predictions in Troll meme classification in
Tamil

4.2 Troll meme Classification

A meme, also known as a troll, is an image with
obscene or satirical text to degrade, provoke, or
offend a person or a group. A troll meme can also
be an image without any words. This section sum-
marises the shared task for detecting troll memes
using images and descriptions submitted by various
participants. The main goal of this task is to classify
trolling from multimodal memes. While reading
the articles, we see that three of the five works
submitted employ VGG16, a CNN-based design.
Transformer-based models have also been proposed
for extracting features from the text modal. One
of the submitted tasks has combined the embed-
dings from text and image-based models. Below,
we present a summary of each of the work submit-
ted for this shared task, and the rank list of the task
is shown in Table 5.

e TeamX (Rabindra Nath et al., 2022) used TF-
IDF for extracting text features and SVM for
training and classification of text data. In
addition, multilingual BERT has been used
for text classification. BERT model has also
been trained to extract text from memes using
Tesseract (Smith, 2007) and memes in hateful
meme dataset (Kiela et al., 2021). Similarly,
for image modality, pre-trained models such
as EffNet, VGG16, and ResNet have been
developed for detecting troll images. For text-
only modality, mBERT with code mixed data
has the highest accuracy among other mod-
els. EffNet has given better accuracy when
compared to VGG16 and ResNet for image
modality.

* A work by team hate-alert (Mithun et al.,
2022) proposed two uni-modal models, one
utilizing text features and the other using
image-based features. All the texts associated
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with the meme are sent to a transformer model,
MURIL, to get the dimensional feature vec-
tors for each meme and then fed to an output
node for the final prediction. For extracting
features from images, VGG16 has been used.
All the images have been passed to VGG16
and obtained feature vectors. Then, the em-
beddings from both MURIL and VGG16 mod-
els have been concatenated and sent to a clas-
sification node for the final prediction. The au-
thors demonstrated that concatenated models
give better accuracy than uni-modal models.

Shruthi et al. (Shruthi et al., 2022) classified
memes using three models: BERT, ALBERT,
and XLNet. The first model is BERT, which
has learned the context of a word based on all
of its surroundings. Following this model, two
more models, namely ALBERT (a Lite BERT)
and XLNet, have also been utilized. The ac-
curacy obtained by the XLNet model is 0.59,
which is higher than BERT and ALBERT.

An attempt by (Achyuta Krishna and
Mithun Kumar, 2022) used two techniques
to obtain embeddings from raw Tamil-English
code-mixed text and another from trans-
lated and transliterated version of the dataset.
The first approach used TF-IDF, LSTM and
mBERT to retrieve embeddings. TF-IDF, In-
dicFT, MuRIL and mBERT have been used for
getting embeddings in the second approach.
Then, different machine learning-based clas-
sification algorithms, such as Naive Bayes,
Logistic Regression etc., have been used for
detecting troll memes. Comparing the vari-
ous pre-trained models, MuRIL performs best
with an F1-score of 0.74 relative to others.

Team CUET-NLP (Md Maruf et al., 2022)
extracted the visual features of memes using
CNN architectures such as VGG16, VGG19
and ResNet with transfer learning. Then, to
extract the textual features, CNN and CNN
with LSTM have been used due to their ef-
fectiveness in capturing the long-term depen-
dencies from the long text. Subsequently, the
output from the visual and textual models has
been concatenated to form a single integrated
model. The overall performance of the models
is between 44 and 56% weighted F1-score.

From the articles submitted under this shared



task, we find that CNN based VGG models have
been the choice of the authors for extracting the vi-
sual features from the troll memes and transformer-
based models for extracting textual features.

5 Conclusion

We presented two multimodal shared tasks - Multi-
modal Sentiment Analysis and Troll meme classi-
fication in Dravidian languages. Multimodal Sen-
timent Analysis in Dravidian languages is the first
shared task in this area. In addition to the multi-
modality, the code-mixing nature of the language
posed challenges in these two tasks. We created
datasets for both tasks to aid the research in the
under-researched area. The machine models used
by the participants revealed different ways of solv-
ing the problems mentioned above. We received
one submission in the Multimodal Sentiment Anal-
ysis task and six submissions in Troll meme classi-
fication.
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