
Proceedings of the Second Workshop on Speech and Language Technologies for Dravidian Languages, pages 184 - 190
May 26, 2022 ©2022 Association for Computational Linguistics

Sentiment Analysis on Code-Switched Dravidian Languages with Kernel
Based Extreme Learning Machines

Mithun Kumar S R
Uber R&D India, Bangalore

Lov Kumar
BITS Pilani, Hyderabad

mithunkumar.sr@uber.com, (lovkumar, arunam)@hyderabad.bits-pilani.ac.in

Aruna Malapati
BITS Pilani, Hyderabad

Abstract

Code-switching refers to the textual or spo-
ken data containing multiple languages. Ap-
plication of natural language processing (NLP)
tasks like sentiment analysis is a harder prob-
lem on code-switched languages due to the
irregularities in the sentence structuring and
ordering. This paper shows the experiment
results of building a Kernel based Extreme
Learning Machines(ELM) for sentiment anal-
ysis for code-switched Dravidian languages
with English. Our results show that ELM per-
forms better than traditional machine learning
classifiers on various metrics as well as trains
faster than deep learning models. We also
show that Polynomial kernels perform better
than others in the ELM architecture. We were
able to achieve a median AUC of 0.79 with a
polynomial kernel.

1 Introduction

Because of the expansion of user-generated ma-
terial, it is now possible to automatically detect
linked attitudes. A ”sentiment” is a good or neg-
ative opinion, emotion, feeling, or thinking con-
veyed by a sentiment bearer (user). In general,
sentiment analysis attempts to extract certain sen-
timents from text automatically (Sakuntharaj and
Mahesan, 2021, 2017, 2016; Thavareesan and Ma-
hesan, 2019, 2020a,b, 2021). Sentiment analy-
sis seeks to analyse textual patterns in order to
find a sentiment at the word, phrase, or document
level. Sentiment analysis is widely used in a variety
of sectors today, including public-health monitor-
ing, electoral patterns, predicting terrorist actions,
and social network analysis (Sampath et al., 2022;
Ravikiran et al., 2022).

Dravidian languages, Tamil, Kannada and
Malayalam are widely spoken by over 250 mil-
lion people, but still is a a sparse language for NLP
tasks (Chakravarthi et al., 2021, 2022; Bharathi

et al., 2022; Priyadharshini et al., 2022). Dravid-
ian languages are a spoken mostly in southern In-
dia, north-east Sri Lanka, and south-west Pakistan
(Anita and Subalalitha, 2019b,a; Subalalitha and
Poovammal, 2018). There have been tiny but im-
portant immigrant groups in Mauritius, Myanmar,
Singapore, Malaysia, Indonesia, the Philippines,
the United Kingdom, Australia, France, Canada,
Germany, South Africa, and the United States since
the colonial era (Subalalitha, 2019; Srinivasan and
Subalalitha, 2019; Narasimhan et al., 2018). Tamil
is a member of the southern branch of the Dra-
vidian languages, a group of about 26 languages
indigenous to the Indian subcontinent. It is also
classed as a member of the Tamil language family,
which contains the languages of around 35 ethno-
linguistic groups, including the Irula and Yerukula
languages.

The influence of English in the regions where
these languages are spoken is higher due to the colo-
nial history and the medium of schooling (Priyad-
harshini et al., 2021; Kumaresan et al., 2021).
However the ease of expression of sentiments
switches between the words in the Dravidian lan-
guage and English with most of the bilinguists
versatile in both, especially on online social plat-
forms (Chakravarthi, 2020; Chakravarthi and Mu-
ralidaran, 2021). The sentiment analysis of text
written in code-switched language between the Dra-
vidian languages and English is analysed in this
paper through a novel kernel based ELM.

,

2 Related work

Multi-class classification of text sentiment has been
approached in both, traditional machine learning
models as well as in deep learning models in the
past. Chakravarthi et al. has previously shown the
performance of traditional classifiers for Dravidian
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Language Positive Negative Mixed Feelings Unknown State
Tamil 20,070 4,271 4,020 5,628
Malayalam 6,421 2,105 926 5,279
Kannada 2,823 1,188 574 711

Table 1: Data split between various classes.

languages. Kumar et al. (2021) showed that the
performance metrics was the best with ensemble
models in Dravidian language code-mixed dataset.
Deep learning models like LSTM have been used
by Yadav and Chakraborty (2020) for sentiment
classification. However most of the pre-trained
models like BERT takes as longer as 84 hours to
train and there are optimisation efforts on reducing
the time as experimented by You et al. (2020). One
of the parallel optimisation technique on neural
network is to use a single layer hidden layer which
is explored in Extreme learning Machines (ELM)
by Huang et al. (2004). There has been no work so
far in exploring ELM on code-switched languages
and hence this paper explores the possibility of
using ELM for sentiment analysis. The following
research questions (RQ) are explored through our
experiments.

• RQ1: Will ELM be faster to train than
deep-learning models and yield better results
for sentiment analysis on code-switched lan-
guages?

• RQ2: Will sentiment analysis models per-
form better with dimensionality reduction,
word embedding and data balancing tech-
niques, which we hypothesise to be true.

3 Dataset

We conducted our experiments on the labelled data
from the YouTube comments using three code-
mixed benchmark datasets published for Dravidian
languages. Kannada code-switched corpus, pub-
lished by Hande et al. (2020) was our primary
source. Similarly Tamil code-switched corpus, pub-
lished by Chakravarthi et al. (2020b) was used. For
Malayalam code-switched corpus, we used the data
published by Chakravarthi et al. (2020a).

The multi-class dataset contains manually la-
belled sentiments for code-switched data. This
dataset is an imbalanced one with a skew towards
the labels containing ’Positive’ sentiments. The
split between various classes is shown in Table 1.

4 Experiment Setup

A multi-staged pipeline was setup for our experi-
ments as depicted in Figure 1.

4.1 Data preprocessing

The raw corpus in code-switched languages were
preprocessed with steps such as case conversion, re-
moving stopwords and emoticons, lemmatizing to
retain only the root form of the morpheme. Most of
the preprocessing was done using NLTK1. Labels
in the original dataset were ’Positive’, ’Negative’,
’Mixed Feelings’, ’Unknown State’ and ’Not in the
target language’. Since we were using an explicit
language identifier, langdetect2, and primarily fo-
cusing on sentiment classification, we removed the
data with the label ’Not in the target language’ and
retained the rest for our training.

4.2 Word embedding

Our focus during the experiment was to use a lan-
guage specific word embedding technique. One
such pre-trained word embedding model is pro-
vided by FastText3 in multiple languages including
Tamil, Kannada and Malayalam. Sentence vectori-
sation after the language identification was done
using the pre-trained FastText word vectors in 300
dimensions on the preprocessed dataset.

4.3 Feature selection

The vectorised sentences along with the labels af-
ter the word embedding was either retained as-is,
with all the features (All) or was subjected to di-
mensionality reduction using Principal Component
Analysis (PCA). Two different datasets were cre-
ated for each of the languages, one with All and
the other constrained through PCA.

4.4 Data balancing techniques

Since the data is skewed, the vectorised dataset was
then subjected to data balancing techniques. We
wanted to study the effect of both, imbalanced as

1https://www.nltk.org/
2https://pypi.org/project/langdetect/
3https://fasttext.cc/docs/en/crawl-vectors.html
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Figure 1: Pipeline of the experimental setup

well as the balanced data. Hence we created two
other copies of the data. The first was to retain
the data imbalance. The second was to overcome
the class imbalance using an oversampling tech-
nique, Synthetic Minority Over-sampling TEch-
nique (SMOTE). This used synthetic minority class
samples to build a dataset of equal number of sam-
ples in all classes. The dataset was then subjected
to a split of training and test data. Data normali-
sation was done using a 5-fold cross validation on
the dataset.

4.5 Kernel-ELMs
We setup a Extreme Learning Machine (ELM)
through a single layer feed forward neural net-
work with the same number of hidden layer nodes
as the dimension of the sentence vectors in the
dataset. The activation layer was through various
kernels like Radial Basis Functions (RBF), Lin-
ear and Polynomial. Each set of data was trained
and evaluated through the Kernel-based ELM. We
also ensured that 98% of the variance in the data is
present. The training time was around 60 minutes
for most of the languages which was faster than
deep learning model training time.

5 Observations and Analysis

The combination of features and data-balancing
techniques from the pipeline was evaluated sepa-
rately with each of the ELM kernels. Performance
metrics like accuracy as well as the receiver oper-
ating characteristic (ROC) curve was determined
for each of the dataset. We also measured the Area
under the ROC curve (AUC) for each combination
of the dataset as observed in Table 2.

5.1 Accuracy analysis
One of the major observations was that all the code-
switched languages in combination with the fea-
tures and data balancing techniques was yielding
the best accuracy when all the features were se-
lected instead of dimensionality constraining with

techniques like PCA. Balancing techniques like
SMOTE was worsening the accuracy instead of
bettering it. This pattern is observed with all the
language datasets irrespective of the Kernel chosen.
Our hypothesis is that this might be due to the over-
generalisation with the minority synthetic dataset
which might be from the overlapping areas. Since
there is larger and less specific decision boundary
in SMOTE, there is also a possibility of augment-
ing noisy regions as also studied by Santos et al.
(2018).

5.2 Kernel analysis

One of our research objectives was to analyse the
various activation kernels. Linear kernels (LIN)
generally perform good for text data. But in our
experiments, we subjected the code-switched text
data to higher dimension word embedding, where
linear kernels did not perform better. This was vali-
dated through our experiments where a non-linear
kernel like RBF or Polynomial (POLY) of degree 2
was always performing better than linear across the
languages. However, between the RBF and Polyno-
mial Kernels, it was a close contest between them,
where the values were very similar. For instance,
we achieved an accuracy of 0.67 for Malayalam
imbalanced data with all features considered, in
both RBF and Polynomial Kernels.

5.3 Boxplot analysis

We evaluated the median through the boxplot as
in Figure 2 of both accuracy and AUC across the
language-feature-data combination. We notice that
Polynomial kernel compares better than both, linear
as well as RBF kernels in AUC as well as Accuracy
evaluation. The median accuracy is 0.63 with a
Polynomial kernel compared to 0.55 with Linear
and 0.62 with RBF kernels. AUC is also better
with Polynomial kernels where it yields 0.79 at
the median compared to 0.77 of RBF and 0.74 of
linear kernels. Polynomial kernels are known to
favor discrete data that has no natural notion of
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Code-mixed
with English Features Data Acc

RBF
Acc
LIN

Acc
POLY

AUC
RBF

AUC
LIN

AUC
POLY

Tamil All Imbalanced 0.67 0.67 0.68 0.72 0.72 0.75
Tamil PCA Imbalanced 0.67 0.67 0.67 0.70 0.68 0.71
Tamil All SMOTE 0.56 0.51 0.57 0.79 0.76 0.80
Tamil PCA SMOTE 0.49 0.46 0.49 0.74 0.72 0.74
Mal All Imbalanced 0.67 0.64 0.67 0.76 0.74 0.81
Mal PCA Imbalanced 0.61 0.61 0.61 0.70 0.66 0.70
Mal All SMOTE 0.63 0.54 0.64 0.84 0.78 0.85
Mal PCA SMOTE 0.48 0.43 0.48 0.75 0.70 0.74
Kannada All Imbalanced 0.71 0.59 0.70 0.84 0.77 0.86
Kannada PCA Imbalanced 0.60 0.55 0.59 0.78 0.73 0.78
Kannada All SMOTE 0.74 0.53 0.69 0.89 0.78 0.89
Kannada PCA SMOTE 0.57 0.51 0.56 0.81 0.75 0.80

Table 2: Accuracy and AUC values through various kernels and data selection techniques (Best values in bold).

smoothness as studied by Smola et al. (1998).

5.4 Dimensionality reduction analysis

We hypothesised that dimensionality reduction
techniques like PCA will better the performance
of the model relative to selecting all the features.
But across the kernels as well as languages, PCA
performed worse by dropping the accuracy margin,
than when selecting all the features. Our analy-
sis is that in text embeddings like FastText, the
higher the dimensions it better captures the context
generally for each word in a 300x1 column vector.
The embedding size can be reduced by constrain-
ing with techniques like PCA while training in the
word vectors but higher dimensions are preferred.
Hence, vital spatial information which is impor-
tant for classification is lost and hence the accuracy
degrades.

5.5 Data balancing analysis

While we also hypothesised that data balancing
techniques like SMOTE might improve the model’s
performance, during the experiments we found that
the AUC is the best when SMOTE is used along
with all the features. This is evident across all the
three code-switched languages. For instance, for
the Kannada code-switched dataset, selecting all
the features yield better results as seen in Figure 3
relative to using SMOTE as shown in Figure 4. We
believe that the sentiment classifier achieves good
performance on the positive class (high AUC) at
the cost of a high false negatives rate (or a low
number of true negative).

Figure 2: Boxplot of accuracy and AUC with various
ELM Kernels

6 Conclusion

In this paper, various Kernel based ELMs like RBF,
Linear and Polynomial have been experimented,
along with combination of data constraining tech-
niques like PCA and data balancing techniques like
SMOTE for accuracy and AUC determination for
code-switched languages. Our experimental results
show that:

• ELM based techniques are faster to train rela-
tive to deep-learning models.

• Polynomial Kernels outperform Linear and
RBF Kernels in ELMs across languages.

• SMOTE techniques with all the features
favour better AUC in ELM models.
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Figure 3: ROC curves of various classes for Kannada
dataset with all the features in a Polynomial Kernel

Figure 4: ROC curves of various classes for Kannada
dataset constraining with PCA and SMOTE in a Poly-
nomial Kernel

• ELM perform better in the chosen metrics
relative to the traditional ensemble classifiers.

The next steps would be to improve on the word
embedding and language identification on code-
switched data for kernel based ELMs.
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