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Abstract

Identifying abusive content or hate speech in
social media text has raised the research com-
munity’s interest in recent times. The major
driving force behind this is the widespread
use of social media websites. Further, it also
leads to identifying abusive content in low-
resource regional languages, which is an im-
portant research problem in computational lin-
guistics. As part of ACL-2022, organizers of
DravidianLangTech@ACL 2022 have released
a shared task on abusive category identifica-
tion in Tamil and Tamil-English code-mixed
text to encourage further research on offensive
content identification in low-resource Indic lan-
guages. This paper presents the working notes
for the model submitted by IIITDWD at Dra-
vidianLangTech@ACL 2022. Our team com-
peted in Sub-Task B and finished in 9th place
among the participating teams. In our proposed
approach, we used a pre-trained transformer
model such as Indic-bert for feature extraction,
and on top of that, SVM classifier is used for
stance detection. Further, our model achieved
62 % accuracy on code-mixed Tamil-English
text.

1 Introduction

Many people from various demographics and lin-
guistic backgrounds have been using social media
sites to exchange information and interact with oth-
ers. Further, these speakers tend to combine their
mother tongue with a second language during the
conversation. This leads to code-mixed text; code-
mixing refers to two or more languages appearing
one after another during a conversation (Poplack
and Walker, 2003). Monitoring code-mixed con-
tent from social media sites has caught the research
community’s interest in natural language process-
ing. Currently, many social media networks use
a manual content screening method to deal with
abusive content posted by the users. Here a hu-
man reviewer will go through the user posts and

determine whether they violate the norms or not
(Mandl et al., 2020; Biradar et al., 2022). However,
as the number of social media users grows, massive
amounts of data are generated, making it virtually
difficult to monitor every data point personally. As
a result, the manual technique of dealing with abu-
sive content has become unsuccessful. Further, it
increased the demand for automated abusive lan-
guage identification models in a social media text,
which is largely code-mixed.

The existing models have been trained on high-
resource monolingual languages such as English
and Hindi. Further, due to the complexity induced
by code-mixing at different language levels, mod-
els trained with monolingual text failed to identify
objectionable features in the code-mixed text. As
a result, identifying abusive content in Indic lan-
guages poses a significantly greater problem for
the NLP community. Hence identifying abusive
content in low-resource Dravidian languages such
as Tamil, Kannada, and Malayalam is made more
difficult due to a lack of pre-trained models and a
scarcity of training data to further train models.

To bridge this gap, DravidianLangTech@ACL
2022(Priyadharshini et al., 2022) organizers have
provided a gold standard data set for abusive con-
tent identification in Dravidian languages such as
Tamil and Tanglish Code-mixed text. The task’s
objective is to identify abusive categories from
YouTube comments at the sentence/comment level.
The original task is divided into two sub-Tasks:
Sub-Task A involves sentence level abusive cate-
gory detection from monolingual Tamil script, and
Sub-Task B involves comment level abusive cate-
gory identification from code-mixed Tamil-English
text. Our team has participated in Sub-Task B and
secured 9th rank among the participating teams,
and this paper presents working notes of our pre-
sented model.

The remainder of the paper is organized as fol-
lows: Section 2 provides a review of existing work,
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Section 3 provides insight into the suggested model,
and Section 4 concludes by offering information
about outcomes.

2 Litrature review

The subject of automatic detection of hostile and
harmful information from social media has at-
tracted the interest of many researchers and prac-
titioners from industry and academia. However,
most of the past research has focused on high-
resource languages. Previous attempts have been
made to develop hate speech detection models in
English, German (Mandl et al., 2019), and Ital-
ian (Corazza et al., 2020). But on the other hand,
low-resource Indic languages are rarely explored.
The first such attempt was made by (Bohra et al.,
2018), they have created annotated corpus in Hindi-
English code mixed text. They used traditional ma-
chine learning models to classify features extracted
from the data set, such as character n-grams, word
n-grams, punctuation, negation words, and hate
lexicons. (Mathur et al., 2018) used a CNN-based
transfer learning approach to detect abusive tweets
in Hindi-English code-mixed text. They also intro-
duced the HEOT data set and the Profanity Lexicon
Set.

Abusive content identification in Indic lan-
guages is also the topic of a few shared tasks.
Chakravarthi et al. created a shared task in low
resource code-mixed Dravidian languages like
Tamil-English, Malayalam-English, and Kannada-
English (Chakravarthi et al., 2021). The objective
of the task is to identify abusive content in a so-
cial media text. The shared task presents a new
gold standard corpus for abusive language identi-
fication of code-mixed text in three Dravidian lan-
guages: Tamil-English (Chakravarthi et al., 2020b),
Malayalam-English (Chakravarthi et al., 2020a),
and Kannada-English (Hande et al., 2020). (Dowla-
gar and Mamidi, 2021) built a transformer-based
transliteration and class balancing loss model to
identify abusive content from code-mixed Dravid-
ian languages. TIF-DNN, a transformer-based in-
terpretation and feature extraction model to identify
abusive content in Hindi-English code-mixed text,
is built by (Biradar et al., 2021)

3 Data and methods

3.1 Task and data set information
We have taken the data set from Dravidian-
LangTech@ACL 2022. As part of the competi-

tion, organizers have provided two sub-Tasks. Sub-
Task A: comment/post-level abusive categories
identification in monolingual Tamil text. Sub-
Task B: Given a code-mixed text in Tamil-English,
the user must identify abusive categories at the
post/comment level. Our team took part in Sub-
Task B, which involves the identification of abu-
sive categories in Tamil-English code-mixed text.
According to the task coordinators, Tamil-English
data is gathered from YouTube comments (Priyad-
harshini et al., 2022). The organizers have provided
train, validation, and test data sets. The train data
set contained 5948 comments and labels, the vali-
dation data set contained 1488 comments, and the
test data set contained 1857 comments. Details of
the data set are provided in table 1.

3.2 Model description

The model architecture is divided into three steps in
our proposed approach, as indicated in Fig 1. The
model is comprised of an initial data pre-treatment
stage, a transformer-based feature extraction layer,
and an outer classification layer. The succeeding
subsections will provide a complete details of each
these stages.

3.3 Data pre-processing

The data collected from the organizers contains a
lot of extraneous information. A few data prepa-
ration processes were performed on the text and
label fields to make the data appropriate for model
building. We removed digits, special characters,
hyperlinks, and Twitter user handles from the data
set because they are not useful for abusive con-
tent detection. Furthermore, the data provided by
the user is taken from social media sites, and so-
cial media data does not follow grammatical rules.
Lemmatization is carried out to convert the data to
its usable basic form. Converting upper case text to
lower case is also done to avoid redundant words.
We used the NLTK toolbox from the python library
(Bird et al., 2009) to perform these pre-processing
steps.

Next, tokens are created by passing pre-
processed text through a tokenizer. For this pur-
pose, we employed the IndicBERT tokenizer1 in
our proposed approach. Additional padding and
masking are applied on tokenized data to manage
varying length sentences. At the end of the pre-
treatment stage, we generate tokenized padded data,

1https://indicnlp.ai4bharat.org/indic-bert/
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None Misandry Xenop
-hobia

Counter-
speech

Hope-
speech

Trans
phobic

misog
-yny

homop
-hobia Total

Train 3720 830 297 348 213 157 211 172 5948
Validation 919 218 70 95 53 40 50 43 1488
Test 1142 292 95 88 70 58 57 56 1857
Total 5781 1340 462 531 336 255 318 271 9293

Table 1: Data set distribution

Figure 1: Overall Architecture of proposed system

which will be used as input for the feature extrac-
tion stage.

3.4 Feature extraction

Our proposed approach used the transformer-based
IndicBERT (Kakwani et al., 2020) model for fea-
ture extraction. IndicBERT is a multilingual AL-
BERT model covering 12 main Indian languages:
Assamese, Bengali, English, Gujarati, Hindi, Kan-
nada, Malayalam, Marathi, Oriya, Punjabi, Tamil,
and Telugu. It was trained on large-scale corpora.
IndicBERT has fewer parameters than other public
models like mBERT and XLM-R, yet it performs
very well on various tasks. The architecture of In-
dicBERT is similar to that of the original BERT
(Devlin et al., 2018). BERT is a non-regression
model consisting of a transformer layer. Here trans-
former part of the model acts as an attention mecha-
nism through which the model can learn contextual
information from the data. We have used embed-
ding from the CLS token in our proposed model,
which gives full-sentence embedding. Embeddings
are then passed through the outer classification
layer for Stance detection.

3.5 Classification Layer

A conventional support vector machine (SVM) clas-
sifier is used for stance detection in the classifica-
tion layer. SVM is built for binary classification
problems and does not natively support multi-class
classification problems. However, data provided
by the organizers consist of linearly separable data
with eight different classes. As a result, we uti-
lized the One-vs-rest method from the Scikit-learn
Python package2 to transform a multi-class prob-
lem into a binary classification problem. Our ex-
periment built a linear SVM classifier with ten-fold
cross-validation using the sklearn SVM.LinearSVC
model type and the OnevsRestClassifer wrapper.
Experiment findings show that the penalty parame-
ter value "1" and kernel type "linear" generate the
best outcomes for the proposed model. Experimen-
tal trials determine these hyper-parameter values.
The model uses embedding from IndicBERT as in-
put and outputs one of the eight abusive categories.
Implementation details of the proposed model are
provided in GitHub repository3.

2https://scikit-learn.org/stable/
3https://github.com/shankarb14/dravidian-

codemix/blob/main/IndicBERT
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Precision Recall F1-score
Counter
speech 0.55 0.32 0.40

Homo
phobia 0.34 0.51 0.41

Hope
speech 0.19 0.36 0.25

Misandry 0.63 0.69 0.66
Misogyny 0.05 0.27 0.09

None 0.89 0.81 0.85
Transphobic 0.21 0.40 0.27
Xenophobic 0.59 0.73 0.63

Accuracy - - 0.73

Table 2: Classification report for proposed model

4 Results

In the competition, teams were ranked based upon
macro averaged Precision, macro averaged Recall
and macro averaged F1-Score across all the classes.
Our suggested model came in 9th place for abu-
sive category recognition on a code-mixed Tamil-
English data set among the participating teams.
Table 3 shows the top-five rated teams and the
performance of our proposed model. From the
table, the performance of our model is indicated
in bold letters. According to the table, our model
ranks second among the top-performing models
with an accuracy of 62%. However, our model
underperformed in identifying some of the abu-
sive categories, and as a result of this unevenness,
the overall model macro F1 score has decreased
to 18.7. In addition, our model scored lower in
the macro F1 score since it did not capture some
abusive traits such as Trans-phobic, Hope-speech,
and misogyny, as illustrated in table 2. The ab-
sence of sufficient training data in the categories
mentioned contributed to our model’s poor perfor-
mance; nevertheless, our model’s performance can
be improved further by balancing the overall data
set across all categories.

5 Conclusion and future enhancement

Our work presented a model proposed by team II-
ITDWD for detecting abusive categories in Tamil-
English code mixed text as part of the shared task
DravidianLangTech@ACL 2022. Our proposed
model came in 9th place among the participating
teams, with a significant accuracy value of 62%. In
the proposed model, we employed the transformer-
based IndicBERT, trained on Indic languages, to

Team name Acc m_F1
abusive-checker 0.65 0.41
GJG_TamilEnglish _deBERTa 0.60 0.35
umuteam 0.59 0.35
pandas 0.52 0.34
Optimize_Prime_Tamil
_English_Run2 0.45 0.29
IITDWD 0.626 0.187

Table 3: Top performing models

extract features for classification with improved
results. We can further improve the model per-
formance by fine-tuning the model on Dravidian
languages and including domain-specific embed-
dings.
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