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Introduction

Welcome to the Second Workshop on Document-grounded Dialogue and Conversational Question An-
swering (DialDoc) co-located with ACL 2022.

Following the exiting outcome for the First DialDoc Workshop co-located at ACL-IJCNLP 2021, we con-
tinue the goal and effort to explore document knowledge for information-seeking goal-oriented dialogue
systems. There is a vast amount of document content created every day by human writers to communi-
cate with human readers for sharing knowledge, ranging from encyclopedias to customer service FAQs.
Making the document content accessible to users via conversational systems and scaling it to various
domains could be a meaningful yet challenging task. There are significant individual research threads
that show promise in handling heterogeous knowledge embedded in documents for building conversatio-
nal systems, including (1) unstructured content, such as text passages; (2) semi-structured content, such
as tables or lists; (3) multi-modal content, such as images and videos along with text descriptions, and
so on. The purpose of the workshop is to invite researchers and practitioners to bring their individual
perspectives on the subject of document-grounded dialogue and conversational question answering to
advance the field in a community-wise joint effort.

Different than the First DialDoc Workshop, we highlight the challenge of the scalability on building
information-seeking goal-oriented dialogue systems in this workshop. We also propose a special the-
me on on scaling up document-grounded dialogue systems especially for low-resource domains, such
as minority language support and emerging and unforeseen situations such as COVID-19 pandemic. In
addition, for the Shared Task on modeling goal-oriented information-seeking dialogues, one of the tasks
is based on the low-resource setting.

For the Shared Task competition, it mainly focuses on building open-book goal-oriented information-
seeking conversation systems. The task are to generate agent responses based on dialogue history and
domain documents, where each dialogue could correspond to multiple grounding documents. It inclu-
des two leaderbards based on different settings: the first one (SEEN leaderboard) is that all dialogues
in the test data are grounded in the documents from the same domains as the training data; the second
one (UNSEEN leaderboard) is that all dialogues in the test data are grounded in the documents from an
unseen domain. There are a total of 22 teams that participated in the Dev Phase. For the final Test Phase,
10 teams submitted to the leaderboards. Many submissions outperform baseline significantly. On the
SEEN leaderboard, the best-performing system achieved 52.2 F1 comparing to 35.95 by the baseline.
On the UNSEEN leaderboard, the best-performing system achieved 34.65 F1 comparing to 19.26 by the
baseline.

In this workshop, we have the research track and technical system track for Shared Task. There are a
total 21 submissions. There are 14 accepted papers in the research track, including 12 long papers and 2
short papers. There are 6 accepted papers in the technical system track. The workshop program features
18 paper presentations either as a poster or oral presentation. We are also fortunate to have invited talks
from Jeff Dalton, Michel Galley, Mari Ostendorf, Siva Reddy and Zhou Yu.

Finally, we would like thank all people who contributed to this workshop: the authors for their paper
submissions, the teams for participating the Shared Task, the program committee members for their
fundamental contributions, ACL workshop co-chair for the guidance and the amazing invited speakers.
Special thanks to IBM Research for sponsoring the rewards for the Shared Task competition.

Song, Chengguang, Ellen, Hui, Caixia, Svitlana
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MSAMSum: Towards Benchmarking Multi-lingual
Dialogue Summarization

Xiachong Feng, Xiaocheng Feng, Bing Qin
Harbin Institute of Technology, China

{xiachongfeng,xcfeng,bqin}@ir.hit.edu.cn

Abstract

Dialogue summarization helps users capture
salient information from various types of di-
alogues has received much attention recently.
However, current works mainly focus on En-
glish dialogue summarization, leaving other
languages less well explored. Therefore, we
present a multi-lingual dialogue summariza-
tion dataset, namely MSAMSum, which cov-
ers dialogue-summary pairs in six languages.
Specifically, we derive MSAMSum from the
standard SAMSum (Gliwa et al., 2019) using
sophisticated translation techniques and fur-
ther employ two methods to ensure the integral
translation quality and summary factual con-
sistency. Given the proposed MSAMum, we
systematically set up five multi-lingual settings
for this task, including a novel mix-lingual dia-
logue summarization setting. To illustrate the
utility of our dataset, we benchmark various
experiments with pre-trained models under dif-
ferent settings and report results in both super-
vised and zero-shot manners. We also discuss
some future works towards this task to motivate
future researches1.

1 Introduction

Recent years have witnessed increasing interest
in dialogue summarization (Feng et al., 2021a;
Tuggener et al., 2021). It aims to distill the most
important information from various types of dia-
logues, which can alleviate the problem of com-
munication data overload. Towards this research
direction, various datasets have been proposed to
promote this task.

The AMI (Carletta et al., 2005) and ICSI (Janin
et al., 2003) datasets provide the initial opportu-
nity for meeting summarization. With the advent
of data-hungry neural models and pre-trained lan-
guage models, Gliwa et al. (2019) come up with the
first high quality large-scale dialogue summariza-
tion dataset, namely SAMSum, which resurges this

1https://github.com/xcfcode/MSAMSum

Hello

你好 bonjour

Summary Service Provider

English Service
Chinese Service French Service

Russian Service

Привет

En Ru

FrZh

Figure 1: A multi-lingual meeting scenario, in which
multinational people participate in one meeting concur-
rently. It is valuable to provide them with summaries in
a preferred language.

task. Then, various datasets are proposed to meet
different needs and scenarios (Chen et al., 2021a;
Malykh et al., 2020; Rameshkumar and Bailey,
2020; Zhong et al., 2021; Zhu et al., 2021; Chen
et al., 2021b; Zhang et al., 2021; Fabbri et al., 2021).
Despite the encouraging progresses achieved, cur-
rent works overwhelmingly focused on English.
Meanwhile, with the help of instantaneous transla-
tion systems2, a dialogue involving multinational
participants becomes more and more common and
frequent. Therefore, it is valuable to provide them
with dialogue summaries in a preferred language.

To this end, we propose a multi-lingual dialogue
summarization task. The practical benefits of this
task are twofold: it not only provides rapid access
to the salient content, but also enables the dissem-
ination of relevant content across participants of
other languages. Intuitively, to achieve this goal,
we need to answer two key questions, one is Where
do we get data resources for this multi-lingual re-
search? the other is How do we perform various
multi-lingual settings?

2https://translatebyhumans.com/en/services/
interpretation/zoom/

1



For the first question, we seek for potential avail-
able resources that can support our multi-lingual
research. Although creating English datasets
has proven feasible, the need for dialogues and
summary-written experts in different languages
makes the collection of multi-lingual datasets
highly costing or even intractable. To mitigate this
challenge, we devote our efforts to constructing the
multi-lingual dataset via sophisticated translation
techniques following Zhu et al. (2019). Firstly, we
select SAMSum (Gliwa et al., 2019) as our source
English dataset because of its large scale and wide
domain coverage. Then, we translate it into five
other official languages of the United Nations via
high-performance translation API, including Chi-
nese, French, Arabic, Russian and Spanish. Fur-
thermore, We employ two methods: round-trip
translation and textual entailment to filter out low-
quality translations and ensure the factual consis-
tency at both the dialogue-level and summary-level.
Finally, we obtain our MSAMSum dataset as the
data resource for this multi-lingual research.

For the second question, given the well-
constructed MSAMsum dataset, we set up vari-
ous settings for our multi-lingual dialogue sum-
marization task, including ONE-TO-ONE, MANY-
TO-ONE, ONE-TO-MANY and MANY-TO-MANY.
The ONE-TO-ONE setting can be further divided
into Mono-lingual and Cross-lingual settings. To
further boost the research on multi-lingual dialogue
summarization, we creatively propose one new set-
ting, namely MIX-TO-MANY, which takes a mix-
lingual dialogue as input and produce summaries in
different languages. This setting is in line with the
real world scenario that multinational participants
can use their mother tongue to communicate with
each other by means of instantaneous translation
systems (depicted in Figure 1). To sum up, we set
up five settings for the research on the whole scene
of multi-lingual dialogue summarization.

To illustrate the utility of our MSAMSum, we
conduct extensive experiments under five multi-
lingual settings based on the current multi-lingual
pre-trained model mBART-50 (Tang et al., 2020),
and evaluate it in both supervised and zero-shot
manners. The results reveal the feasibility of multi-
lingual dialogue summarization task. The case
study also shows that the multi-lingual model is
able to produce fluent and factual consistency sum-
maries in different languages. We further conclude
several future works to prompt future researches.

2 Related Work

2.1 Multi-lingual Summarization
Multi-lingual summarization is a valuable research
direction, which can benefit users from various
countries (Cao et al., 2020; Wang et al., 2022).
Especially, cross-lingual summarization, which
receives a document in a source language and
produces a summary in a another language, has
attracted lots of research attentions (Wan et al.,
2010). For a long time, pipeline systems combin-
ing both machine translation and summarization
tools are used to solve this problem (Ouyang et al.,
2019). However, pipeline systems do have their
own drawbacks, like error propagation and system
latency. Therefore, researchers turn to end-to-end
neural methods. Zhu et al. (2019) first propose
two cross-lingual summarization datasets using ma-
chine translation techniques. Afterwards, various
models (Zhu et al., 2020b; Xu et al., 2020; Wang
et al., 2021) and datasets (Ladhak et al., 2020;
Hasan et al., 2021; Varab and Schluter, 2021) are
proposed for this task. These works have achieved
great progresses and have proved the feasibility of
end-to-end multi-lingual summarization. In this pa-
per, for the first time, we study the dialogue summa-
rization task under various multi-lingual settings.

2.2 Dialogue Summarization
The earlier publicly available meeting datasets
AMI (Carletta et al., 2005) and ICSI (Janin et al.,
2003) have prompted dialogue summarization for a
long time. Recently, the introduction of SAMSum
dataset has resurged this direction. Researchers
propose various methods to tackle this problem by
incorporating auxiliary information, modeling the
interaction and dealing with long input sequences
(Chen and Yang, 2020; Feng et al., 2021b; Zhu
et al., 2020a; Feng et al., 2021c). Additionally,
various valuable datasets are carried out to meet
different needs, which further accelerate the devel-
opment of dialogue summarization (Zhong et al.,
2021; Zhu et al., 2021; Zhang et al., 2021). What
is more, Mehnaz et al. (2021) study dialogue sum-
marization under the Hindi-English code-switched
setting and get the best performance based on multi-
lingual pre-trained language models. Nonetheless,
the current datasets and models are mainly tailored
for English, which leave other languages less well
explored. To mitigate this challenge, we propose
the MSAMSum to study the multi-lingual dialogue
summarization task.

2
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Hey , do you have 
Betty's number ?

Lemme check

Hannah needs Betty's number but 
Amanda doesn't have it . She 

needs to contact Larry .

Sorry , can't find it .

Fine.

Ask Larry.

Hey, do you have 
Betty's phone number?

let me check

Hannah needs Betty's phone 
number, but Amanda doesn't. She 

needs to contact Larry.

sorry, I can't find it.

It doesn't matter.

Ask Larry.

(a) (b) (c)

(d)

(e)
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Amanda
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Figure 2: Illustration of our data construction process. (a) Given the original English data in the SAMSum (Gliwa
et al., 2019), we translate it into another language (e.g., Chinese). Furthermore, we employ two quality controlling
methods: round-trip translation and textual entailment. (c) For the first method, we back-translate the Chinese data
into English and (d) calculate the ROUGE score between the original one and the back-translated one. (e) For the
second one, we calculate the entailment score between back-translated summary and the original summary. If both
scores exceed the pre-defined threshold, the translated dialogue-summary pair is retained.

3 The MSAMSum Dataset

In this section, we introduce our MSAMSum
dataset, including (1) Why we choose SAMSum
dataset? (2) How we translate the original SAM-
Sum dataset? (3) How we control the translation
quality? and (4) Statistics for the newly created
MSAMSum dataset. The whole dataset construc-
tion process is shown in Figure 2.

3.1 Dataset Selection

Current dialogue summarization datasets are
mainly tailored for English (Gliwa et al., 2019;
Chen et al., 2021a,b; Zhang et al., 2021), result-
ing in existing works not centring on other lan-
guages. In order to support our multi-lingual re-
search, we follow Zhu et al. (2019), which uses
state-of-the-art machine translation techniques to
construct datasets in different languages.

Before launching the translation of the current
dataset, we first need to choose a suitable dataset.
After carefully comparing several datasets, we fi-
nally choose SAMSum (Gliwa et al., 2019) as our
source English dataset according to the following
two reasons: (1) it is a human-labeled large-scale
dataset; (2) it covers a wide range of domains.

3.2 Machine Translation

For each dialogue-summary pair in the selected
English SAMSum dataset (shown in Figure 2(a)),
we translate the utterances and the summary to
the target language (shown in Figure 2(b)) via
high-performance machine translation service3. To

3https://cloud.google.com/translate

make our work more representative and general-
ized, we choose five other official languages of
the United Nations as our translation target lan-
guages4. Note that for each dialogue, we perform
the translation at the utterance-level since machine
translation can achieve good results with utterances
of moderate length. After this process, we can get
dialogue-summary pairs in Chinese (Zh), French
(Fr), Arabic (Ar), Russian (Ru), Spanish(ES) and
also original English (En).

3.3 Quality Controlling

To ensure the data quality, we further leverage
two quality controlling methods. First, we employ
round-trip translation strategy at both dialogue and
summary level to filter out low-quality translations.
Second, at the summary level, we use textual en-
tailment strategy to verify factual consistency.

3.3.1 Round-trip Translation
Round-trip translation is the process of translating
a text into another language (forward translation),
then translating the result back into the original lan-
guage (back translation), using MT service. Given
the translated dialogue-summary pair in target lan-
guage (shown in Figure 2(b)), we back-translate it
into the original English version (shown in Figure
2(c)). Afterward, we follow Zhu et al. (2019) and
calculate the ROUGE-1 score (Lin, 2004) between
the original dialogue-summary pair and the back-
translated dialogue-summary pair (shown in Figure
2(d)). In detail, we first calculate the ROUGE-1
score for the corresponding utterances and the sum-

4https://www.un.org/en/our-work/official-languages
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Figure 3: Illustration of different multi-lingual settings. We set up five settings in total, according to the number of
input and output languages the model can handle. Concretely, the ONE-TO-ONE is the basic setting, the MANY-TO-
ONE model encodes N languages and decodes to English, while the ONE-TO-MANY model encodes English and
decodes into N languages, the MANY-TO-MANY model encodes and decodes N languages. Besides, we originally
explore one new MIX-TO-MANY setting, where the model takes a mix-lingual dialogue (utterances in a dialogue
belongs to different languages) as input and outputs summaries in different languages.

mary respectively, and then get the final ROUGE-1
score by averaging all scores. If the final ROUGE-1
score exceeds the pre-defined threshold, the trans-
lated dialogue-summary pair (shown in Figure 2(b))
is retained. Otherwise, the pair will be filtered5.

3.3.2 Textual Entailment
Since the summary serves as the core part of di-
alogue summarization, it not only needs coarse-
grained surface-level high quality but also fine-
grained factual consistency (Huang et al., 2021).
To this end, we adopt the textual entailment method
to access whether the translated summary is con-
sistent with the original summary. Specifically, we
obtain the entailment score for the translated En-
glish summary and the original English summary
via state-of-the-art entailment model6, as shown in
Figure 2(e). If the entailment score exceeds the pre-
defined threshold, the translated dialogue-summary
pair is retained. Otherwise, the pair will be filtered.

3.4 Datasets Alignment and Statistics

Following the above steps, we can get translated
and pure datasets in different languages. Note that
these datasets are of different sizes, which is caused
by the quality controlling process. To unify our ex-
periments, we get the intersection of these datasets
in six languages, resulting in the final MSAMSum
dataset (statistics in Table 1)7.

5We show detailed round-trip translation ROUGE scores
in the supplementary file.

6https://github.com/pytorch/fairseq/blob/main/examples
/roberta/README.md

7We show the statistics for different parts before alignment
in the supplementary file.

8https://forum.wordreference.com/threads/english-to-
arabic-length-change.1495268/

Train Valid Test
# 5307 302 320
Avg.Turns 11.01 10.48 11.15

E
n Avg.Tokens 115.72 115.19 118.21

Avg.Sum 22.18 22.33 22.06

Z
h Avg.Chars 242.08 237.39 246.95

Avg.Sum 34.65 35.36 35.08

Fr

Avg.Tokens 99.33 99.01 102.5
Avg.Sum 19.30 19.47 19.16

A
r Avg.Tokens 57.17 55.85 56.63

Avg.Sum 18.81 18.71 18.80

R
u Avg.Tokens 89.00 88.53 91.11

Avg.Sum 15.99 16.07 16.11

E
s Avg.Tokens 89.83 89.35 92.08

Avg.Sum 18.67 18.60 18.68

Table 1: Statistics for MSAMSum dataset. “#" means
the number of dialogue-summary pairs, “Avg.Turns",
“Avg.Tokens", “Avg.Chars" and “Avg.Sum" mean the av-
erage number of turns of dialogues, tokens of dialogues,
characters of dialogues and tokens of summaries respec-
tively. Note that sentences in Arabic tend to be shorter
than those in other languages8.

4 Multi-lingual Settings

In this section, we introduce various multi-lingual
dialogue summarization settings, including a newly
proposed MIX-TO-MANY setting. All settings are
depicted in Figure 3.

4.1 ONE-TO-ONE

The ONE-TO-ONE setting can be viewed as a spe-
cific type of multi-lingual setting, where the model
can merely handle the input of one language and the
output of one language. According to whether the
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Figure 4: Illustration of the mix-lingual dialogue construction process. Given one English dialogue, we first group
utterances for the same participant and get the averaged round-trip translation ROUGE-1 score for each language.
Then, we adopt a greedy search strategy to assign each participant a language. Finally, we can get the mix-lingual
dialogue associated with summaries in different languages.

input and output belong to the same language, this
setting can be further divided into Mono-lingual
setting (shown in Figure 3(a)) and Cross-lingual
setting (shown in Figure 3(b)).

Experimental Setting: For mono-lingual exper-
iments, we train six models based on {En→En},
{Zh→Zh}, {Fr→Fr}, {Ar→Ar}, {Ru→Ru} and
{Es→Es} mono-lingual pairs respectively. For
cross-lingual experiments, we train two models
based on {En→Zh} and {Zh→En} cross-lingual
pairs respectively. All eight models are tested in
supervised manner.

4.2 MANY-TO-ONE and ONE-TO-MANY

MANY-TO-ONE models are able to process dia-
logues in various languages and output the sum-
mary in one language, as shown in Figure 3(c).
On the contrary, ONE-TO-MANY models have the
ability to produce summaries in various languages
given a fixed language input, as shown in Figure
3(d). Both settings require models with multi-
lingual capabilities.

Experimental Setting: For MANY-TO-ONE ex-
periments, we train one model based on all
{En→En, Zh→En, Fr→En, Ar→En, Ru→En,
Es→En} pairs. For ONE-TO-MANY experiments,
we train one model based on all {En→En, En→Zh,
En→Fr, En→Ar, En→Ru, En→Es} pairs. These
two models are tested in supervised manner.

4.3 MANY-TO-MANY

As shown in Figure 3(e), MANY-TO-MANY mod-
els can take dialogues in various languages as in-
puts and produce summaries in various languages.

Thanks to the pre-trained multi-lingual language
models (Liu et al., 2020; Tang et al., 2020), based
on which, MANY-TO-MANY models can perform
zero-shot summarization even though the input-
output language pair is not seen during the training
process.

Experimental Setting: For MANY-TO-MANY

experiments, we train one model based on all
{En→En, Zh→Zh, Fr→Fr, Ar→Ar, Ru→Ru,
Es→Es} pairs and test it in both supervised and
zero-shot manners.

4.4 MIX-TO-MANY

Nowadays, dialogue participants from different
countries can use their mother tongue to communi-
cate with each other based on instantaneous trans-
lation systems. To investigate the possibility of
generating summaries directly from mix-lingual
dialogues (utterances in different languages), we
come up with an innovative new setting: MIX-TO-
MANY, as shown in Figure 3(f).

To this end, we first simulate the real scenario
and construct mix-lingual dialogue-summary pairs,
the whole construction process is shown in Figure
4. Given each English dialogue in MSAMSum
(shown in Figure 4(a)), we first group utterances
by participants, which results in several groups for
different participants (shown in Figure 4(b)). Then,
for each group, we calculate the average round-
trip translation ROUGE-1 score for each language
(shown in Figure 4(c)). Afterward, we adopt a
greedy search strategy to assign each participant a
language (shown in Figure 4(d)). The goal of our
strategy is twofold: choose as many languages as
possible and as high-quality translations as possi-
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Figure 5: Statistics for mix-lingual dialogues. (a) We
show the language distribution by calculating the num-
ber of dialogues containing one specific language; (b)
We provide the distribution of the number of languages
included in the dialogue.

ble. Finally, we can get the mix-lingual dialogue,
in which utterances are in different languages. The
number of mix-lingual dialogues is in line with
MSAMSum. The statistics for mix-lingual dia-
logues are shown in Figure 5. Finally, we pair the
mix-lingual dialogue with summaries in different
languages (shown in Figure 4(e)).

Experimental Setting: For MIX-TO-MANY

experiments, we train one model based on
all {Mix→En, Mix→Zh, Mix→Fr, Mix→Ar,
Mix→Ru, Mix→Es} pairs and test it in supervised
manner.

5 Experiments

In this section, we first introduce our model
mBART-50. After, we describe the evaluation met-
rics. Finally, we show the implementation details.

5.1 Backbone Model

We employ mBART-50 (Tang et al., 2020) as our
multi-lingual summarizer, which is a Transformer-
based model and pre-trained on a huge volume
of multi-lingual data. It is derived from mBART
(Liu et al., 2020) and extends the language process-
ing capabilities from 25 languages to 50 languages
in total. The architecture of mBART-50 is based
on the BART (Lewis et al., 2020), which adopts
position-wise feed-forward network, multi-head at-
tention (Vaswani et al., 2017), residual connection
(He et al., 2016) and layer normalization (Ba et al.,
2016) modules to map the source dialogue into dis-

tributed representations and further generate the
target summary.

To handle various input and output languages,
mBART-50 needs to receive inputs with language
identifiers (e.g., En, Zh) at both the encoder and the
decoder side. According to the practical experience,
we set both the source language identifier and target
language identifier at the start of the source and
target sequences respectively.

5.2 Evaluation Metrics
The most widely used metrics for summarization
are ROUGE scores (Lin, 2004). However, the orig-
inal ROUGE is specifically designed for English.
To make this metric suitable for our experiments,
we employ the multi-lingual ROUGE (Hasan et al.,
2021) as our evaluation metrics, which takes seg-
mentation and popular stemming algorithms for
various languages into consideration9.

5.3 Implementation Details
For MSAMSum construction, we set round-trip
translation ROUGE-1 threshold to 80.00 and the
textual entailment threshold to 0.9. For experi-
ments, we use the standard mBART-50 implementa-
tion provided by Huggingface/transformers10. For
fine-tuning process, the learning rate is set to 5e-06,
the dropout rate is 0.1, the warmup is set to 2000
and the batch size is 4. In the test process, beam
size is 5, the minimum decoded length is 10 and the
maximum length is 150. All our experiments are
conducted based on the Tesla-V100-32GB GPU.

6 Results

In this section, we describe experimental results
and show our analyses for different settings.

6.1 ONE-TO-ONE Results
Table 2 shows the results for ONE-TO-ONE set-
ting, including both the mono-lingual and the
cross-lingual experiments. According to the 52.98
ROUGE-1 score achieved by fine-tuning BART-
large on full English SAMSum dataset (Chen and
Yang, 2020), we can see that our experiments
achieve impressive results. For mono-lingual exper-
iments, Ar→Ar results perform worse than others
to some extent, we attribute this to the fact that
the Arabic language processing capability of the

9https://github.com/csebuetnlp/xl-sum/tree/master/
multilingual_rouge_scoring

10https://huggingface.co/facebook/mbart-large-50-many-
to-many-mmt
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ONE-TO-ONE
Src→Tgt R-1 R-2 R-L

Mono-lingual
En→En 49.16 24.18 40.15
Es→Es 43.95 20.01 35.87
Zh→Zh 40.11 16.93 33.48
Fr→Fr 41.77 19.20 34.47

Ru→Ru 37.95 15.74 31.76
Ar→Ar 28.66 6.61 23.07

Cross-lingual
Zh→En 45.75 20.18 36.90
En→Zh 42.62 17.43 34.88

Table 2: Test set results on the different language pairs
of MSAMSum dataset by fine-tuning mBART-50 un-
der the ONE-TO-ONE setting, where “R” is short for
“ROUGE”.

MANY-TO-ONE
Src→Tgt R-1 R-2 R-L
En→En 48.18 22.43 38.63
Zh→En 45.01 17.76 35.49
Fr→En 44.22 18.49 35.30
Ar→En 31.09 08.00 24.18
Ru→En 44.20 17.53 35.06
Es→En 44.50 17.97 35.56

Table 3: Test set results on the different language pairs
of MSAMSum dataset by fine-tuning mBART-50 under
the MANY-TO-ONE setting.

pre-trained mBART-50 is relatively weak, which
is in line with the size of original pre-training cor-
pus (Lewis et al., 2020). For cross-lingual experi-
ments, surprisingly, we find that En→Zh get better
results compared with Zh→Zh, which may due to
the model’s strong English comprehension ability.

6.2 MANY-TO-ONE and ONE-TO-MANY
Results

Table 3 and table 4 show results for MANY-TO-
ONE and ONE-TO-MANY settings respectively.
For both settings, we find that the results of the
multi-lingual model varied less between pairs com-
pared with ONE-TO-ONE models. For the MANY-
TO-ONE model, the results of En→En and Zh→En
are slightly worse than results of corresponding
single ONE-TO-ONE models. This is because the
MANY-TO-ONE model needs to handle multiple
languages, which may cause the parameters inter-
ference problem (Lin et al., 2021), and is therefore
inferior to a single expert model. In contrast, the

ONE-TO-MANY
Src→Tgt R-1 R-2 R-L
En→En 49.84 24.73 40.67
En→Es 47.27 21.82 37.87
En→Zh 43.86 18.25 35.56
En→Fr 44.33 19.58 35.20
En→Ru 41.26 15.76 33.00
En→Ar 39.71 14.96 32.82

Table 4: Test set results on the different language pairs
of MSAMSum dataset by fine-tuning mBART-50 under
the ONE-TO-MANY setting.

MANY-TO-MANY
Src→Tgt En Zh Fr Ar Ru Es

En 36.79 30.83 30.76 20.93 28.35 34.51
Zh 18.46 35.56 30.65 25.93 30.03 33.01
Fr 22.90 31.77 36.25 26.25 29.94 34.01
Ar 14.64 20.69 20.72 23.47 19.74 22.94
Ru 22.57 32.02 30.08 25.27 33.28 32.58
Es 27.74 32.09 31.97 25.75 30.11 37.21

Table 5: Test set R-L results on the different language
pairs of MSAMSum dataset by fine-tuning mBART-50
under the MANY-TO-MANY setting. Results in bold
are achieved by supervised summarization. Results in
italics are achieved by zero-shot summarization.

ONE-TO-MANY model improves the performance
of both En→En and En→Zh results, which shows
the ONE-TO-MANY training setting enhances the
model’s English understanding ability. Addition-
ally, both Ar→En and En→Ar get relatively lower
results, which coincide with the findings in ONE-
TO-ONE experiments.

6.3 MANY-TO-MANY Results

Table 5 shows ROUGE-L results for the MANY-
TO-MANY setting11. We test each language pair
in the cartesian product of six languages, which re-
sults in two types of manners: supervised and zero-
shot summarization. For the supervised manner
(results in bold), almost all results show the best
performance. For the zero-shot manner (results in
italics), we find that despite the model is fine-tuned
based on mono-lingual dialogue-summary pairs, it
still has the strong ability to perform summariza-
tion across different languages. In line with pre-
vious experiments, we find the MANY-TO-MANY

model that balances across various languages in-
evitably loses some performances compared with
the ONE-TO-ONE model. Nonetheless, the MANY-

11We show all ROUGE-1, ROUGE-2 and ROUGE-L scores
in the supplementary file.
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MIX-TO-MANY
Src→Tgt R-1 R-2 R-L
Mix→En 44.68 17.78 35.17
Mix→Es 43.51 18.08 34.75
Mix→Zh 40.76 15.76 33.14
Mix→Fr 41.50 17.04 32.76
Mix→Ru 38.26 13.38 30.75
Mix→Ar 36.06 12.09 29.60

Table 6: Test set results on the different language pairs
of MSAMSum dataset by fine-tuning mBART-50 under
the MIX-TO-MANY setting.

TO-MANY model, which greatly reduces the de-
ployment cost while preserving the performance,
is an important research direction in the future.

6.4 MIX-TO-MANY Results

Table 6 shows the results for the MIX-TO-MANY

setting. As the first step towards this direction,
we find that current multi-lingual pre-trained mod-
els can obtain encouraging results. The Mix→Es,
Mix→Zh, Mix→Fr and Mix→Ru models achieve
comparable results with respect to the correspond-
ing ONE-TO-ONE model. These results verify that
despite the multi-lingual model only deals with one
language at a time in the pre-training progress, after
fine-tuning, it can handle mix-lingual inputs con-
currently. Surprisingly, the Mix→Ar results even
surpass the performance of singe Ar→Ar model.
We think this is due to the mix-lingual dialogue es-
sentially acts as an utterance-level code-switching
data, which helps the representation space of the
low-resource language align with other languages.
This also inspire us that it would be better to gen-
erate the low-resource language summary directly
from the mix-lingual dialogue.

6.5 Case Study

Figure 6 shows summaries in different languages
generated by the ONE-TO-MANY model for an ex-
ample English dialogue. We can see that all the
generated summaries achieve good ROUGE perfor-
mance, with English being the highest. We find that
the multi-lingual model can generate fluent sum-
maries while preserving the important information
of the dialogue. Besides, the model also has the
ability to accurately express participants informa-
tion (e.g., Elliot, Jordan) and keep entities’ factual
consistency (e.g., 8 pm) across different languages.

English Dialogue
Elliot : I can't talk rn , I'm rly busy.
Elliot : Can I call u back in about 2 hours?
Jordan : Not really , I'm going to a funeral.
Jordan : I'll call you tonight , ok? 
Elliot : Sure
Elliot : Whose funeral is it?
Jordan : My colleague's , Brad.
Jordan : I told you about him , he had a liver cancer.
Elliot : I'm so sorry man , I hope u're ok.
Elliot : I'll call u at 8 pm.

Generated Summaries (One-to-many)

English
Elliot can't talk because he's busy. Jordan is going to a 
funeral for his colleague, Brad, who had a liver cancer. 
Elliot will call him at 8 pm.

Chinese 乔丹要去参加他的同事布拉德的葬礼。他得了肝癌。
埃利奥特将在晚上8点给乔丹打电话。

Russian
Джордан собирается на похороны своего коллегы 
Брэда, у него рак печени.Элиот позвонит 
Джордана в 20: 00.

French
Elliot ne peut pas parler parce qu'il est occupé.Jordan
va au funeral de son collègue, Brad, qui a un cancer du 
foie.Il appellera Elliot à 20 h.

Arabic  فوستیلیإ.دبكلا ناطرسھیدل دارب اھلیمز ةزانج ىلإ باھذلا وھندروج
.ءاسم ةنماثلا ةعاسلا يف ھل وعدن

Spanish
Elliot no puede hablar porque está ocupado.Jordan va a 
un funeral de su colega, Brad, que tuvo un cáncer de 
hepática.Eliot llamará a Jordan a las 8 p.m.

[71.19-42.11-50.85]

[66.67-40.00-35.09]

[58.38-30.00-38.10]

[68.97-42.86-55.17]

[57.78-27.91-31.11]

[60.71-29.63-39.29]

Figure 6: Example English dialogue in the MSAMSum
dataset and summaries in different languages generated
by the ONE-TO-MANY model. The scores in square
brackets are R-1, R-2 and R-L respectively.

7 Conclusion and Future Work

In this paper, we innovatively explore the multi-
lingual dialogue summarization task. To this end,
we carefully create MSAMSum as our testbed,
which covers dialogue-summary pairs in six lan-
guages, including English, Chinese, Russian,
French, Arabic and Spanish. Furthermore, we
systematically set up five multi-lingual settings to
benchmark extensive experiments. Our results in-
dicate that various models can achieve impressive
performance based on pre-trained models. Besides,
the newly proposed MIX-TO-MANY setting also
shows its effectiveness in low-resource scenarios.

In the future, we think several concerns need to
be addressed for this task. Firstly, multi-lingual
models tend to underperform mono-lingual mod-
els; Secondly, low-resource languages tend to per-
form poorly; Thirdly, the difficulty of aligning fine-
grained information in different languages. Future
works should pay particular attention to these con-
cerns to facilitate this multi-lingual dialogue sum-
marization research direction.
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A Ethical Considerations

As we propose a new multi-lingual dialogue sum-
marization dataset and conduct experiments based
on large pre-trained language models, we make
several clarifications to address potential concerns:

• Dataset: Since our MSAMSum is derived
from the SAMSum (Gliwa et al., 2019), which
is a well-constructed and human-labelled
dataset. Therefore, our dataset inherits the
contents of SAMSum and does not contain
toxic information.

• Model: The experiments described in this
paper are based on the mBART-50-large (Tang
et al., 2020) and make use of V100 GPUs.
Despite we run dozens of experiments, our
results could help reduce parameter searches
for future works. We also consider to alleviate
such resource-hungry challenge by exploring
light-weight distilled models.

B Round-trip Translation ROUGE Scores

Table 7 shows the average ROUGE scores between
the English data in SAMSum (Gliwa et al., 2019)
and the round-trip translated English data. These
results indicate the overall translation quality.

R-1 R-2 R-L

Tr
ai

n

Zh 84.57 60.87 86.77
Ru 75.97 47.70 78.91
Es 75.05 46.43 78.19
Ar 76.09 48.13 79.02
Fr 75.53 47.02 78.68

V
al

id

Zh 84.47 60.80 86.69
Ru 75.57 46.81 78.56
Es 74.85 46.19 77.99
Ar 75.97 48.09 78.93
Fr 75.24 46.74 78.40

Te
st

Zh 84.11 59.91 86.32
Ru 75.74 47.18 78.67
Es 74.68 45.63 77.84
Ar 75.56 47.24 78.48
Fr 75.15 46.39 78.33

Table 7: The average ROUGE scores between each
original English data in the SAMSum (Gliwa et al.,
2019) and corresponding round-trip translated English
data for five languages.

Train Valid Test
Original

SAMSum 14732 818 819
Before alignment

Zh 11738 658 660
Ru 6089 329 354
Es 6697 369 370
Ar 6341 340 337
Fr 7523 426 417

After alignment

Final 5307 302 320

Table 8: The size of datasets at different stages.

C The Changing of Data Size

Table 8 shows how the data size changes. After
quality controlling process, we can get different
data size for different languages (before alignment).
After taking the intersection of different languages,
we get our final MSAMSum (after alignment).

D Detailed MANY-TO-MANY Results

Table 9 shows detailed ROUGE-1, ROUGE-2 and
ROUGE-L results for MANY-TO-MANY experi-
ments in both supervised and zero-shot manners,
as a supplement to Table 5.
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MANY-TO-MANY
Src→Tgt En Zh Fr Ar Ru Es

En 48.00/22.29/36.79 37.51/13.82/30.83 38.81/14.56/30.76 24.48/8.16/20.93 34.50/11.49/28.35 42.86/17.38/34.51
Zh 24.24/8.37/18.46 43.75/19.14/35.56 39.80/13.96/30.65 32.28/10.10/25.93 37.82/12.87/30.03 41.97/16.08/33.01
Fr 29.71/08.69/22.90 39.53/13.73/31.77 45.26/21.60/36.25 31.92/10.34/26.25 37.11/12.17/29.94 42.59/16.59/34.01
Ar 18.75/3.74/14.64 25.27/6.36/20.69 26.46/6.30/20.72 29.15/7.76/23.47 24.48/5.04/19.74 29.24/6.89/22.94
Ru 30.88/9.99/22.57 39.80/14.46/32.02 38.29/13.84/30.08 30.72/9.49/25.27 41.50/15.95/33.28 41.53/15.18/32.58
Es 37.18/12.14/27.74 39.79/15.05/32.09 41.04/15.91/31.97 31.41/10.18/25.75 37.34/12.02/30.11 46.40/21.53/37.21

Table 9: Test set ROUGE-1/ROUGE-2/ROUGE-L results on the different language pairs of MSAMSum dataset
by fine-tuning mBART-50 under the MANY-TO-MANY setting. Results in bold are achieved by supervised
summarization. Results in italics are achieved by zero-shot summarization.
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Abstract

With the advances in deep learning, tremendous
progress has been made with chit-chat dialogue
systems and task-oriented dialogue systems.
However, these two systems are often tackled
separately in current methods. To achieve more
natural interaction with humans, dialogue sys-
tems need to be capable of both chatting and
accomplishing tasks. To this end, we propose a
unified dialogue system (UniDS) with the two
aforementioned skills. In particular, we design
a unified dialogue data schema, compatible for
both chit-chat and task-oriented dialogues. Be-
sides, we propose a two-stage training method
to train UniDS based on the unified dialogue
data schema. UniDS does not need to adding
extra parameters to existing chit-chat dialogue
systems. Experimental results demonstrate that
the proposed UniDS works comparably well
as the state-of-the-art chit-chat dialogue sys-
tems and task-oriented dialogue systems. More
importantly, UniDS achieves better robustness
than pure dialogue systems and satisfactory
switch ability between two types of dialogues.
This work demonstrates the feasibility and po-
tential of building a general dialogue system.

1 Introduction

Dialogue system is an important tool to achieve in-
telligent user interaction, and it is actively studied
by NLP and other communities. Current research of
dialogue systems focus on task-oriented dialogue
(TOD) systems (Hosseini-Asl et al., 2020; Peng
et al., 2020; Yang et al., 2021), achieving func-
tional goals, and chit-chat dialogue systems aiming
at entertainment (Zhou et al., 2018; Zhang et al.,
2020; Zhao et al., 2020; Roller et al., 2021). Dif-
ferent methods are devised for these two types of
dialogue systems separately. However, a more suit-
able way for users would be to have one dialogue
agent that is able to handle both chit-chat and TOD

∗This work was done during an internship at Huawei
Noah’s Ark Lab.

I would like someone in the center. 

Does money buy happiness?

I don't have much money...

 

 

User

System

I am looking for a place to stay that
has cheap price range it should be
in a type of hotel.

Depends how much
money you spend on it.

Okay, do you have a specific
area you want to stay in?

Chit-chat

Task-oriented

...

Me too.

Figure 1: Illustration of users being interested to chit-
chat with the dialogue system before booking a hotel.

in one conversation. As illustrated in Figure 1, users
may have communication-oriented needs (e.g. chat-
ting about money and happiness) and task-oriented
needs (e.g. hotel reservation) when interacting with
a dialogue agent. Furthermore, inputs of dialogue
systems are often interfered by background noise,
such as voice from other people or devices, col-
lected by the preceding automatic speech recogni-
tion (ASR) module. Therefore, the chit-chat ability
may also improve the robustness of a task-oriented
dialog system (Zhao et al., 2017).

As shown in Table1, there are many differences
between chit-chat and task-oriented dialogues. Cre-
ating a single model for different tasks without
performance degradation is challenging (Kaiser
et al., 2017). Some works attempt to model differ-
ent dialogue skills via different experts or adapters
(Madotto et al., 2020; Lin et al., 2021). However,
these methods increase the number of parameters
and hard to achieve satisfactory performance on
both types of dialogues. Besides, previous work
lack the exploration of the ability to switch between
different types of dialogues.

This work proposes a auto-regressive language
model based dialogue system to handle chit-chat
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Diversity Purpose Turns Mainstream method
Chit-chat Strong Entertainment Long End-to-end method
Task-oriented dialogue Weak Completing tasks Short Pipeline method*

Table 1: Differences between chit-chat and task-oriented dialogues. *: The model will predict belief
state and system act before giving a response, to this end, the training set needs to be annotated with
belief state and system act.

and TOD in a unified framework (UniDS). Specifi-
cally, since chit-chat data do not have explicit be-
lief state and agent action, to unify chit-chat and
task-oriented dialogues format, we device belief
state and agent act for chit-chat dialogues as task-
oriented dialogues. On the other hand, because of
the diversity of chit-chat, chit-chat dialogue sys-
tems need more training data than task-oriented
dialogue systems, e.g., 147,116,725 dialogues for
DialoGPT (Radford et al., 2019) and 8,438 dia-
logues for UBAR (Yang et al., 2021). To overcome
this difference, we propose to train UniDS in a two-
stage way. A chit-chat model is first trained with
huge chit-chat dialogues, and then we train UniDS
from the chit-chat dialogue system with mixed dia-
logues based on our proposed unified dialogue data
schema.

We evaluate UniDS using a public task-oriented
dialogue dataset MultiWOZ and a chit-chat dataset
extracted from Reddit1 through both automatic
and human evaluations. UniDS achieves compa-
rable performance compared to the state-of-the-art
chit-chat dialogue system DialoGPT, and TOD sys-
tem UBAR. In addition, we empirically show that
UniDS is more robust to noise in task-oriented di-
alogues, and UniDS shows a desirable ability to
switch between the two types of dialogues.

The contributions of this work are summarised
as follows:

• To the best of our knowledge, this is the first
work presenting a unified dialogue system to
jointly handle chit-chat and task-oriented dia-
logues in an end-to-end way.

• We design a unified dialogue data schema for
chit-chat and TOD, allowing the training and
inference of dialogue systems to be performed
in a unified manner.

• To tackle the gap between chit-chat dialogue
systems and task-oriented dialogue systems in
the requirement of training data, a two-stage
training method is proposed to train UniDS.

1https://www.reddit.com/

• Extensive empirical results show that UniDS
performs comparably to state-of-the-art chit-
chat dialogue systems and task-oriented dia-
logue systems. Moreover, UniDS achieves bet-
ter robustness to dialog noise and satisfactory
switch ability between two types of dialogues.

2 Related Work

With the development of large-scale language mod-
els, chit-chat dialogue systems achieve remarkable
success. Based on GPT-2 (Radford et al., 2019),
DialoGPT (Zhang et al., 2020) is further trained
on large-scale dialogues extracted from Reddit. Di-
aloGPT could generate more relevant, contentful,
and fluent responses than previous methods. After-
wards, larger pre-train LM based chit-chat dialogue
systems (Adiwardana et al., 2020; Bao et al., 2020;
Roller et al., 2021) are proposed and achieve even
better performance. In the area of task-oriented dia-
logue systems, recent research (Hosseini-Asl et al.,
2020; Peng et al., 2020; Yang et al., 2021) concate-
nated elements in a dialogue into one sequence and
utilized pre-train LM to generate the belief state,
system act, and response in an end-to-end way and
achieved promising results.

There are several works related to the unified
dialogue system. Zhao et al. (2017) insert one turn
chit-chat dialogue into task-oriented dialogues to
train a model with better out-of-domain recovery
ability. Attention over Parameters (AoP) (Madotto
et al., 2020) utilizes different decoders for differ-
ent dialogue skills (e.g., hotel booking, restaurant
booking, chit). However, the performance of AoP
can be improved and it largely increases parame-
ters comparing with models that handle a single
type of dialogues. ACCENTOR (Sun et al., 2021)
adds chit-chat utterance at the beginning or end
of task-oriented responses to make the conversa-
tion more engaging, but ACCENTOR is unable to
have a chit-chat with users. Unlike the above works,
UniDS does not add extra parameters to existing
dialogue models, and UniDS could alternatively
handle chit-chat and task-oriented dialogues in a
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seamless way.

3 Unified Dialogue System

3.1 Architecture of UniDS
As illustrated in Figure 2, we formulate unified dia-
logue system as an auto-regressive language model.
A dialogue session at turn t has the following com-
ponents: user input Ut, belief state Bt, database
search result Dt, system act At, and response Rt.
Each component consists of tokens from a fixed
vocabulary. For turn t, the dialogue context Ct is
the concatenation of all the components of the pre-
vious dialogues as well as the user input at turn t:
Ct = [U0, B0, D0, A0, R0, · · · , Rt−1, Ut]. Given
the dialogue context Ct, UniDS first generates the
belief state Bt:

Bt = UniDS(Ct) , (1)

and use it to search the database to get the search
result Dt. Then, UniDS generates the system act At

conditioned on the updated context by extending
Ct with Bt and Dt:

At = UniDS([Ct, Bt, Dt]) . (2)

Lastly, the response Rt is generated conditioned on
the concatenation of all previous components:

Rt = UniDS([Ct, Bt, Dt, At]) . (3)

3.2 Unified Dialogue Data Schema
In the widely adopted task-oriented dialogue sys-
tem pipeline, a dialogue session consists of a user
input utterance, a belief state that represents the
user intention, a database search result, a system
act, and a system response (Young et al., 2013;
Yang et al., 2021). However, due to the diversity
of chit-chat and the cost of manual annotation,
chit-chat dialogue systems do not assume the exis-
tence of the belief state nor system act (Bao et al.,
2020; Zhang et al., 2020). The inconsistency of
data format between chit-chat and TOD hinders
the implementation of a unified model. To tackle
this problem, we design a data schema with belief
state, database result representation and system act
for chit-chat. Table 2 illustrates such unified data
schema with examples. The following sections ex-
plain each component in detail.

3.2.1 Belief state
The unified belief state is represented in the form of
“<domain> slot [value]”. A belief state could have

several domains, each containing several slot-value
pairs. As we can observe, extracting belief state of
TOD may need to copy some words from the user
utterance. To make UniDS keep this copy mecha-
nism, for chit-chat, nouns in the user utterance Ut

are extracted as the slot or value of belief state.

3.2.2 DB result

We use a special token to represent the number of
matched entities under the constraints of the belief
state in the current turn.

3.2.3 System act

System acts are represented as “<domain> <act>
[slot]” for TOD. The meaning of “<domain>” is the
same as in belief states. “[act]” denotes the type of
action the system needs to perform. Following the
“domain-act” pair, slots are optional. For chit-chat,
token “<chit_act>” denotes the dialogue system
will chat with the user.

Therefore, a processed dialogue sequence Xt

at turn t for either TOD or chit-chat can be both
represented as:

Xt = [Ct, Bt, Dt, At, Rt]. (4)

3.3 Two-stage training method

Since the diversity of chit-chat in topics and terms,
chit-chat dialogue systems need much larger train-
ing data than task-oriented dialogue systems. If di-
rectly training UniDS with the unified dialogue data
which contains much more chit-chat dialogues than
task-oriented dialogues, the trained model may ig-
nore the ability to complete task-oriented dialogues.
Therefore, this work proposes a two-stage method
for training UniDS. As illustrated in Figure 3, we
propose to first train a chit-chat dialogue model
with huge chit-chat dialogues, and then we train
UniDS from the chit-chat dialogue system with
mixed dialogues. The mixed dialogue data is ob-
tained by mixing chit-chat and TOD data which are
pre-processed by the proposed unified data schema
in the ratio of 1:1. Motivated by the recent success
of applying GPT-2 for task-oriented dialogue sys-
tems (Hosseini-Asl et al., 2020; Peng et al., 2020;
Yang et al., 2021) and chit-chat dialogue systems
(Zhang et al., 2020), we use DialoGPT(Zhang et al.,
2020) as our chit-chat model, and train UniDS from
DialoGPT.

The training objective for UniDS is to maximize
the joint probability of all tokens in Xt computed
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does ... buy happiness?
I am ... cheap hotel.

Dialog history

[chit] money happiness
[hotel] price cheap

Belief state

[db_2]

DB result

[hotel] ... area

System act Response

okey , do you ... stay in ?
depends on ... on it .[chit] [chit_act][db_nore]

Belief state generation System act generation  Response generation

UniDS

Chit-chat
Task-oriented

Figure 2: The architecture of UniDS.

Unified dialogue data schema Chit-chat example Task-oriented example
User input Tokenized utterance does money buy happiness ? i am looking for a cheap hotel .
Belief state <domain> slot [value] <chit> money happiness <hotel> price cheap

DB result A token indicated the number
of candidate entities <db_nore> <db_2>

Act <domain> <act> [slot] <chit> <chit_act> <hotel> <request> area

Response Tokenized utterance depends on how much money
you spend on it .

do you have a specific area you
want to stay in ?

Table 2: Unified dialogue data schema (where tokens inside the square bracket are optional) and examples.

Chit-chat  
dialogue model UniDS

Trained with  
mixed dialogues

Figure 3: Training process of UniDS.

in an auto-regressive manner as:

L =
N∑

i=1

− logP (xi|x<i) , (5)

where xi is a token of Xt, and x<i are the preced-
ing tokens.

4 Experiment

4.1 Datasets
4.1.1 Task-oriented Dialogue Dataset
For task-oriented dialogues, we adopt the
publicly multi-domain task-oriented MultiWOZ
(Budzianowski et al., 2018), which consists of
10, 438 dialogues spinning over seven domains
(taxi, attraction, police, restaurant, train, hotel,
hospital).2 The train/validation/test sets of Mul-

2We use MultiWOZ 2.0.

tiWOZ have 8438/1000/1000 dialogues, respec-
tively. Each dialogue contains 1 to 3 domains.

4.1.2 Chit-chat Dataset
We derived open-domain chit-chat dialogue from
Reddit dump3. To avoid overlapping, the chit-chat
training set and test set are extracted from the Red-
dit posts in 2017 and 2018 respectively. To ensure
the generation quality, we conduct a careful data
cleaning. A conversation will be filtered when (1)
there is a URL in the utterance; (2) there is an utter-
ance longer than 200 words or less than 2 words; (3)
the dialogue contains “[removed]" or “[deleted]"
tokens; (4) the number of utterances in the dia-
logue is less than 4; (5) the dialogue contains offen-
sive words. Finally, we sample 8, 438 dialogues for
training which is the same size as the training set of
MultiWOZ. The validation set and test set contain
6, 000 dialogues and 8, 320 dialogues, respectively.

4.2 Baselines

For chit-chat dialogue, we compare UniDS with Di-
aloGPT (Zhang et al., 2020). For fair comparisons,

3https://files.pushshift.io/reddit/comments/
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Model # of para. Task-oriented Dialogue Chit-chat
Inform Success BLEU Combined BLEU Dist-1 Dist-2 AvgLen

UBAR* 82M 91.5 77.4 17.0 101.5 - - - -
PPTOD ∼220M 89.20 79.40 18.62 102.92 - - - -
UBAR-12L 117M 89.40 75.10 16.93 99.18 - - - -
DialoGPT-12L 117M - - - - 0.27 6 32 14.00
UniDS-12L 117M 87.10 77.00 18.01 100.06 0.35 6 30 12.00
UBAR-24L 345M 89.40 75.50 16.86 99.31 - - - -
DialoGPT-24L 345M - - - - 0.43 7 36 12.28
UniDS-24L 345M 90.30 80.50 18.72 104.12 0.45 6 35 14.62

Table 3: Automatic evaluations of UniDS with two model sizes over two types of dialogue datasets. All
results are reported in percentage, except Combined and AvgLen. Best results are in bold. *: Results
reported in original paper (Yang et al., 2021) is not obtained by end-to-end evaluation. This result is
reported by authors of UBAR in https://github.com/TonyNemo/UBAR-MultiWOZ/issues/3.

we further fine-tune a 12-layer DialoGPT and a 24-
layer DialoGPT with our chit-chat dialogue train-
ing set, which we refer to as DialoGPT-12L and
DialoGPT-24L, respectively.

For TOD, we consider the state-of-the-art end-
to-end TOD system UBAR (Yang et al., 2021) and
PPTOD(Su et al., 2021). For a fair comparison
with UniDS, we also fine-tune UBAR from 12 lay-
ers DialoGPT and 24 layers DialoGPT with Multi-
WOZ dataset, the fine-tuned models are denoted as
UBAR-12L and UBAR-24L, respectively.

4.3 Implementation Details

UniDS and other baselines are implemented based
on HuggingFace’s Transformers (Wolf et al., 2019).
The max sequence length is 1024 and sequences
longer than 1024 are truncated from the head. We
use the AdamW optimizer (Loshchilov and Hut-
ter, 2019) and greedy decoding method for infer-
ence. All models are trained on a single Tesla V100,
and we perform a hyper-parameter search on batch
size and learning rate. The best model and hyper-
parameter are selected through the performance on
the validation set of MultiWOZ only.

As shown in Table1, chit-chat dialogues need to
attract users to talk more, while TOD needs to com-
plete tasks as soon as possible. Therefore, a model
trained with the mixed dialogue data tends to talk
long turns instead of efficiently completing the task.
Since entity recommendation acts are important for
dialogue system to complete tasks efficiently, we
use a weighted cross-entropy loss as the training
objective of UniDS. We assign larger weights to
tokens about entity recommendation actions. We
empirically set the weight of entity recommenda-
tion actions in loss function to 24, weights of other

4The appendix gives discussions for other values of weight,
but does not affect the overall conclusion.

tokens are set to 1 by default.

4.4 Evaluation Metrics
For chit-chat dialogues, the BLEU score (Papineni
et al., 2002) and the average length of the generated
responses are reported. Because of the diversity of
chit-chat, BLEU may be difficult to reflect the qual-
ity of chit-chat responses, we also report distinct-1
and distinct-2 (Li et al., 2016) of generated dia-
logues, which is defined as the rate of distinct uni-
and bi-grams in the generated sentences. We also
conduct a human evaluation on 50 randomly sam-
pled test dialogues for two 24 layers models. Three
judges evaluate them in terms of relevance, infor-
mativeness, and how human-like the response is
with a 3-point Likert-like scale (Joshi et al., 2015).

For TOD, we follow UBAR to use the following
automatic metrics: Inform refers to the rate of the
entities provided by a model are correct; success
measures the rate of a model has answered all the
requested information; and BLEU to measure the
fluency of generated responses. A combined score
is computed as (Inform+ Success)× 0.5+BLEU
to measure the overall response quality.

4.5 Overall results
Table 3 presents the overall comparison results of
automatic evaluation. The first block shows the
results of UBAR. The following two blocks are
various baselines trained on 12 or 24 layers Di-
aloGPT respectively. From these results, we have
the following observations.

i) For the chit-chat task, UniDS achieves com-
parable performance with DialoGPT. For the
BLEU score, UniDS outperforms DialoGPT
with 12L and 24L. On other metrics, UniDS
is comparable with DialoGPT. This demon-
strates that UniDS can still keep strong chit-
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Model
Task-oriented Dialogue Chit-chat

Inform Success BLEU Combined BLEU Dist-1 Dist-2 AvgLen

UniDS-12L 87.10 77.00 18.01 100.06 0.35 6 30 12.00
w/o chit-chat BS 83.90 72.80 18.15 96.50 0.37 5 29 14.67
w/o weighted loss 81.70 71.20 17.93 94.38 0.33 6 32 14.29

UniDS-24L 90.30 80.50 18.72 104.12 0.45 6 35 14.62
w/o chit-chat BS 86.90 78.50 18.71 101.41 0.49 6 33 15.29
w/o weighted loss 85.60 76.50 18.96 100.01 0.44 6 34 14.85

Table 4: Ablation studies of automatic evaluations for UniDS.

Here's the number for the [value_name], [value_phone].
How does the [value_name] sound for you?

[value_name] is located at [value_address]
and their phone number is [value_phone].

Act: [attraction] [inform] phone name address

Sure, give me their phone number. I
would also like to find an expensive
restaurant in west cambridge

Belief state: [attraction] area west

UniDS-24L w/o chit-chat BS

System

DB

User

System

... ... UniDS-24L

User

Act: [train] [request] destination 

Belief state:[attraction] area west [restaurant]
pricerange expensive area west

Sure, give me their phone number. I
would also like to find an expensive
restaurant in west cambridge

DB

Figure 4: TOD examples from UniDS w/o chit-chat BS and UniDS. UniDS w/o chit-chat BS does not extract the
user intent of searching restaurants, but UniDS extracts this intent successfully (highlighted in italics).

DialoGPT-24L Neutral UniDS-24L
(Win %) (% ) (Win %)

Relevance 25.33 42.67 32.00
Informativeness 29.33 33.33 37.34
Human-like 26.67 43.33 30.00

Table 5: Win rate [%] between the UniDS-24L and
DialoGPT-24L using three human evaluation metrics
on chit-chat dialogues. “Neutral” means the generated
responses of DialoGPT-24L and UniDS-24L are consid-
ered to have equal quality.

chat ability even after training with the mixed
dialogue data.

ii) For the TOD task, UniDS achieves better per-
formance than UBAR for the same parameter
size. For both 12L and 24L DialoGPT, UniDS
improves the BLEU score and the Combined
score compared with UBAR. We believe this
is because combining chit-chat dialogues for
training helps the model to generate more flu-
ent responses.

Furthermore, we also provide the human evaluation
results in Table 5. UniDS is compared to DialoGPT
regarding three dimensions for chit-chat dialogues.
We could see that UniDS consistently wins the
majority cases for all three aspects, including rele-
vance, informativeness, and human-like.

4.6 Analysis

4.6.1 Ablation Study

In this experiment (c.f. Table 4), we compare two
simplified versions of UniDS to understand the
effects of different components. For comparison,
we report the performance of 1) removing slots in
belief state of chit-chat, denoted as “UniDS w/o
chit-chat BS”, and 2) replacing the weighted cross-
entropy loss with a standard cross-entropy loss,
denoted as “UniDS w/o weighted loss”. Next, we
elaborate our observations w.r.t. these two compo-
nents.

w/o chit-chat BS: When removing the belief
state of chit-chat dialogues, the performances of
both UniDS-12L and UniDS-24L drop w.r.t. in-
form, success, and combined score for TOD. We
believe the reason is that the process of extracting
the belief state needs to copy some keywords from
the user utterance, and even extracting nouns as
belief state for chit-chat is helpful for UniDS to
learn this copy mechanism in the TOD task. Taking
the case in Figure 4 as an example, UniDS w/o
chit-chat BS (left) fails to extract the user’s interest
in searching restaurants, while UniDS (right) ex-
tracts the restaurant slot successfully. As a result,
UniDS could recommend the right entities. Further-
more, removing chit-chat BS does not degrade the
performance of chit-chat.
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UniDS Inf. Succ. BLEU Comb. Switch-1 Switch-2

12L 84.60 72.00 11.72 90.02 65.8 99.5 (+33.7)
24L 85.30 75.70 12.44 92.94 64.4 99.2 (+34.8)

Table 6: Switching performance of UniDS when hav-
ing 2 turns chit-chat dialogues before task-orientated
dialogues. Numbers in brackets indicates the exactly
switching rate at the 2nd turn.

UniDS BLEU Dist-1 Dist-2 AvgLen Switch-1 Switch-2

12L 0.22 4 19 14.15 31.8 98.9 (+67.1)
24L 0.34 6 31 16.18 37.0 96.6 (+59.6)

Table 7: Switching performance of UniDS when pre-
pending 2 turns task-oriented dialogues before chit-chat.

w/o weighted loss: When replacing the weighted
cross-entropy loss in UniDS with standard cross-
entropy loss, we observe a notable drop w.r.t. in-
form, success, and combined score in task-oriented
metrics. These results demonstrate that giving more
attention to entity recommendation acts helps the
task completion capability. Moreover, dropping the
weight loss does not affect the performance of chit-
chat much.

Overall, we contend both “chit-chat BS” and
“weighted loss” are beneficial for task-oriented dia-
logues without degrading the chit-chat capability.

4.6.2 Analysis of Switching Ability
In real-world scenarios, it is common and natu-
ral for users to switch between chit-chat and task-
oriented dialogues. Therefore, we investigate the
switch ability of UniDS in this subsection. To simu-
late the scenario of dialogue switching, we consider
two setups: (1) having two turns of chit-chat dia-
logues before the start of a task-oriented dialogue
and (2) pre-pending two turns of task-oriented di-
alogues at the beginning of a chit-chat dialogue.
To evaluate the model’s ability to switch between
two types of dialogues, we propose a metric, called
Switch-n, which is defined as the rate of a model
switches its response type within the first n turns
after a user switches the type of input. Addition-
ally, we also report the model performance after
the switching.

Tables 6 and 7 present the results of the two
switching setups, and we have the following obser-
vations:

(i) It is not surprising that adding switching tasks
for both chit-chat and TOD degrades the per-
formance of UniDS, as the added 2 turns of
switching utterances introduce irrelevant con-

User@Turn t:
Will the Red Tesla get me to the restaurant for my 16:15
reservation?
Response generated by UniDS:
Yes, your taxi will pick you up at all saints church and
arrive at tang chinese by 16:15. Is there anything else I can
do for you today?
User@Turn t+ 1:
Ok sounds great. That is all I need. Thank you!
Response generated by UniDS:
Thank you for using our services.
User@Turn t+ 2:
How’s your new year’s resolution holding up?
Response generated by UniDS:
It’s holding up just fine. Thanks for inquiring with us.

Table 8: Example of UniDS when switching from the
task-oriented dialogue to chit-chat. UniDS gives a chatty
response and thanks the user for using its services. Dia-
logue history is omitted.

Model Base 1 turn 2 turns
UBAR-12L 99.18 93.76 (-5.42) 88.14 (-11.04)
UniDS-12L 100.06 96.13 (-3.93) 91.42 (-8.64)
UBAR-24L 99.31 93.08 (-6.23) 88.67 (-10.64)
UniDS-24L 104.12 100.71 (-3.41) 95.68 (-8.44)

Table 9: Combined score over TOD dataset for robust-
ness test by inserting 1 and 2 turns of task-irrelavant
utterances. Full results are presented in Appendix.

tent, which distracts the model. However, fo-
cusing on the switching task, we observe that
for almost 98% of cases, UniDS can success
in dialogue task switching, from chit-chat to
TOD and vice versa, within the first two turns
(Switch-1 and Switch-2). This demonstrates
UniDS has a good ability to switch between
two types of dialogue tasks.

(ii) When switching from task-oriented dialogues
to chit-chat dialogues, the value of Switch-1
is relatively low, this may because our model
tends to confirm user intents or give a transi-
tional response rather than switch to chit-chat
mode immediately. As the case shown in Ta-
ble 8, when the user switches from TOD to
chit-chat, UniDS gives a chatty response and
thanks the user for using its services.

4.6.3 Robustness Study
Many real-world dialogue systems need real-time
speech recognition to interact with users, which
is easily interfered by background noise from the
background environment (e.g. other people and
devices). Therefore, we analyze the robustness of
UniDS and UBAR by inserting several turns of
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Belief state:[train] leave 12:15
departure cambridge people 1
[restaurant] name restaurant 2 two
people 8 day friday time 10:15 

Belief state:[train] leave 12:15 departure
cambridge destination peterborough day
saturday [restaurant] name restaurant 2
two day friday people 8 time 10:15 

There is a train leaving at [value_leave].

DB

Where will you be traveling to?

User

Thanks. Can you help me find a
train, too? I want to leave
cambridge some time after 12:15.

...
UBAR-24L

...
UniDS-24L

Act: [train] [request] destination 

Belief state:[train] leave 12:15 departure
cambridge [restaurant] name restaurant 2 two
people 8 day friday time 10:15

Booking was successful, the total fee is
[value_price] payable at the station.
reference number is: [value_reference]

What made you smile today?

Act: [train] [offerbooked] reference price 

Belief state:[train] leave 12:15
departure cambridge people 1
[restaurant] name restaurant 2 two
people 8 day friday time 10:15

I need the train should go to peterborough
and it should leave on saturday.

Sure, where would you like to go?
System

Thanks. Can you help me find a
train, too? I want to leave
cambridge some time after 12:15.

What made you smile today?

Act: [general] [reqmore] 

Belief state:[train] leave 12:15
departure cambridge people 1
[restaurant] name restaurant 2 two
people 8 day friday time 10:15

Act: [train] [inform] leave 

There are [value_choice] trains that fit your
criteria. the earliest leaves at [value_leave].
Would you like me to book it for you?

Act: [train] [inform] choice leave [offerbook] 

Chit-chat Task-oriented

Act: [train] [request] destination 

Belief state:[train] leave 12:15 departure
cambridge [restaurant] name restaurant 2 two
people 8 day friday time 10:15

I need the train should go to peterborough
and it should leave on saturday.

I am happy to be of service. Is
there anything else I can help
you with today?

DB

DB DB

DB

DB

User

System

Figure 5: Examples of UBAR-DialoGPT-24L and UniDS-24L when inserting a task-irrelevant utterance in a
task-oriented dialogue. UBAR-DialoGPT reserves a train for the user randomly, which makes the task failed because
the user intent is incomplete; while UniDS keeps the previous belief state and gives a chatty response. When the
user returns to the TOD, UniDS could continue with the task.

irrelevant chit-chat utterances into the TOD, and
we evaluate the model performance against such
noise.

As observed in Table 9, both UniDS and UBAR
drops on the combined score when only one turn
of chit-chat dialogue is inserted. However, UniDS
drop less than UBAR (about 4 vs. 6 points). Simi-
larly, when two turns of chit-chat are inserted into
TOD, UniDS drops about 8 points, and UBAR
drops about 11 points on the combined score. These
results demonstrate that UniDS has stronger robust-
ness to such task-irrelevant noise than UBAR. We
present an interesting case in Figure 5. When giv-
ing a task-irrelevant utterance, UBAR-24L reserves
a train for the user randomly, which makes the task
failed because the user intent is incomplete, while
UniDS keeps the previous belief state and gives a
chatty response. When the user returns to the TOD,
UniDS can continue with the task.

5 Conclusion

This paper proposes a unified dialogue system
(UniDS) to jointly handle both chit-chat and task-
oriented dialogues in an end-to-end framework.
Specifically, we propose a unified dialogue data
schema for both chit-chat and task-oriented dia-
logues, and a two-stage method to train UniDS. To
our best knowledge, this is the first study towards
an end-to-end unified dialogue system.

Experiments show that UniDS performs compa-
rably with state-of-the-art chit-chat dialogue sys-
tems and task-oriented dialogue systems without
adding extra parameters to current chit-chat dia-
logue systems. More importantly, the proposed
UniDS achieves good switch ability and shows
better robustness than pure task-oriented dialogue
systems. Although question answering (QA) is not
considered in the proposed UniDS, as an initial at-
tempt, our explorations may inspire future studies
towards building a general dialogue system.
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6 Ethical Considerations

We notice that some chit-chat utterances generated
by the proposed UniDS may be unethical, biased or
offensive. Toxic output is one of the main issues of
current state-of-the-art dialogue models trained on
large naturally-occurring datasets. We look forward
to furthering progress in the detection and control
of toxic outputs.
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Abstract

Recent work building open-domain chatbots
has demonstrated that increasing model size
improves performance (Adiwardana et al.,
2020; Roller et al., 2020). On the other hand,
latency and connectivity considerations dic-
tate the move of digital assistants on the de-
vice (Verge, 2021). Giving a digital assistant
like Siri, Alexa, or Google Assistant the abil-
ity to discuss just about anything leads to the
need for reducing the chatbot model size such
that it fits on the user’s device. We demon-
strate that low parameter models can simulta-
neously retain their general knowledge conver-
sational abilities while improving in a specific
domain. Additionally, we propose a generic
framework that accounts for variety in ques-
tion types, tracks reference throughout multi-
turn conversations, and removes inconsistent
and potentially toxic responses. Our frame-
work seamlessly transitions between chatting
and performing transactional tasks, which will
ultimately make interactions with digital assis-
tants more human-like. We evaluate our frame-
work on 1 internal and 4 public benchmark
datasets using both automatic (Perplexity) and
human (SSA – Sensibleness and Specificity
Average) evaluation metrics and establish com-
parable performance while reducing model pa-
rameters by 90%.

1 Introduction

Recent progress on end-to-end neural approaches
for building open-domain chatbots (Zhang et al.,
2020; Adiwardana et al., 2020; Roller et al., 2020)
has demonstrated that large-scale pre-training using
heavy-weight models combined with careful selec-
tion of datasets for fine-tuning to acquire specific
skills can deliver superior performance. However,

⭑ Equal contribution.
♥ Work done while at Apple.

Figure 1: A sample dialogue of paper author (left) con-
versing with our LED chatbot framework (right). The
responses are from the pipeline of models: Reference
Resolution, Factual Classifier, Subjective Response
Generator, ExtractNParaphrase, Inconsistency/Toxicity
Module.

for one model to perform several tasks — such
as dialogue state tracking or reference resolution,
response generation, mitigating toxic responses,
avoiding in-turn contradictions, and avoiding in-
correct or “I don’t know” responses due to lack of
knowledge — in a reliable fashion, there is still
a long way to go. Despite much research, these
limitations from the recently proposed approaches
prevent practical adoption. In addition, due to huge
model sizes, these approaches lack practical utility
in a low-resource setting.
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Figure 2: LED Pipeline illustrating end-to-end processing of multi-turn requests and response generation.

Some complex frameworks (Serban et al., 2017;
Worswick, 2018; Zhou et al., 2019) use a mix
of templates and dialogue managers with rule-
based systems. These complex frameworks often
have problems: the produced responses are vague
and generic, and they lack engagingness (Adiwar-
dana et al., 2020). Other complex frameworks
address this issue by employing modularizing de-
sign assigning each conversational task to a spe-
cific component, which can help improve overall
performance of the dialogue systems (Fang et al.,
2017; Yu et al., 2019). Prior works have shown
that generative neural response models outperform
template-based or hybrid response generation meth-
ods as measured using various human evaluation
techniques (Adiwardana et al., 2020; Roller et al.,
2020).

In this work, we propose a generic, modular
and light-weight framework that blends the desired
characteristics of both classes of methods. A snip-
pet of sample dialogue with our proposed frame-
work is shown in Figure 1. Our contributions are
as follows: (1) demonstrating that a light-weight
response generation model in a modular framework
achieves comparable performance to recent mod-
els (Adiwardana et al., 2020; Roller et al., 2020)
that have billions of parameters; (2) providing evi-
dence that adding a reference resolution component
improves the quality of the generated response for
multi-turn conversations, compared to previous ap-
proaches that state track conversational context ex-
plicitly or use latent representations (Cervone et al.,
2019; Roller et al., 2020); (3) providing a generic
end-to-end framework that can process both objec-
tive (factual) and subjective questions.

2 Lightweight Entertainment Domain
Chatbot

Lightweight Entertainment Domain (LED) chatbot
interacts with the user through a pipeline of mod-
els. The LED chatbot architecture is illustrated in
Figure 2. Each module in our pipeline architecture
handles a specific conversational task and passes
the output for further processing to the downstream
modules. In the following subsections, we describe
these modules with their respective tasks and train-
ing details.

2.1 Reference Resolution

In a multi-turn dialogue, the follow-up questions
often contain implicit or explicit references to the
entities from the previous turns. It is well estab-
lished that providing self-contained questions by
resolving references improves the efficiency of the
language understanding systems (Elgohary et al.,
2019; Anantha et al., 2021).

Figure 3: A illustration of reference resolution where
the entity reference (in bold) in the question (Q) is dis-
ambiguated (Skyfall song vs Skyfall movie) by adding
the entity type (song). The rewritten question (R) is a
self-contained version of the follow-up question, that
will be used for answering (A), where both the co-
references and ellipses (in bold) are resolved.
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The input to the reference resolution component
is the current turn query along with the conversa-
tion context, i.e., previous queries and responses.
We follow the implementation of the CopyTrans-
former model (Anantha et al., 2021). Our reference
resolution model consists of 90M parameters. A
sample of input and output is shown in Figure 3.

2.2 Factual Classifier
One of the goals in a low-latency setting is to pro-
cess a maximum amount of information on the
device, and only send to server if it is absolutely
needed. This design approach provides faster re-
sponses by avoiding unnecessary round trips to the
server. In order to determine if the query can be
processed on the device it is important to predict if
the query needs information from external knowl-
edge sources, such as the world wide web. We refer
to the questions that require general knowledge and
are of type objective as “Factual Questions,” and
the questions that are of type chit-chat as “Subjec-
tive Questions.” We refer to the on-device classifier
that predicts if a question is factual or not (subjec-
tive) as “Factual Classifier”.

We use ALBERT (Lan et al., 2020) as our fac-
tual classifier. We initialize the factual classifier
weights using HuggingFace pre-trained ALBERT1

model and train using binary labels from our In-
ternal Media dataset, where 1 represents a factual
question and 0 a subjective question. Our factual
classifier consists of 11M parameters. We observed
the optimal value for the threshold to be 0.8.

2.3 Subjective Response Generation
The subjective response generation component of
our pipeline is a 90M parameter model with a con-
ventional Seq2Seq Transformer architecture. Our
work uses the optimized setup discussed in Blender
to convert input sequences of dialogue to an out-
put response (Roller et al., 2020). However, there
are a couple core differences. Our dialogue model
was fine-tuned for a particular use case: subjec-
tive entertainment-domain questions. Additionally,
our model has been trained on rewritten inputs
(given our reference resolver in a prior portion of
the pipeline).

The core response generation model was trained
using the ParlAI 2 framework, a platform designed
specifically for dialogue models. We build upon the

1https://huggingface.co/albert-base-v2
2https://github.com/facebookresearch/

ParlAI

work of Blender’s 90M generative model included
in the broader ParlAI zoo (Roller et al., 2020). The
critical objective for this portion of the pipeline was
to maintain general-domain performance while con-
currently improving in our target domains: music
and movies. As described in Section 3, our datasets
contain human rewritten questions where anaphoric
references are resolved, and we use the rewritten
questions as input for the response generation.

Figure 4: Validation perplexity of subjective response
generation model using all five datasets: Wizard of
Wiki, ConvAI2, Empathetic Dialogues, Blended Skill
Talk, and our internal media dataset with rewritten
questions as input.

Our experimentation uses a variety of different
techniques, with the methodology behind each tac-
tic covered in this section. In order to understand
how our fine-tuned model performed on both ex-
plicit and implicit inputs, we run all trials on origi-
nal and rewritten questions (before comparing per-
formance). The tests draw upon common tactics
in transfer learning and dialogue models: compar-
isons on freezing different numbers of layers, re-
taining the original datasets, and selecting a decod-
ing algorithm.

Figure 5: Validation loss of subjective response gen-
eration model using all five datasets: Wizard of Wiki,
ConvAI2, Empathetic Dialogues, Blended Skill Talk,
and our internal media dataset with rewritten questions
as input.

In all experiments, we freeze the encoder portion
of Blender’s architecture to maintain their well-
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tuned representation. We compare results between
training on the entire decoder and locking its first
four layers. In separate automatic evaluation, we
contrast using only internal media data to simply
adding it as a fifth dataset. Finally, we look at
the relative effect of the beam search and Top-K
decoding algorithms on human evaluation. The
validation perplexity and loss curves of the best run
are shown in Figures 4 and 5 respectively.

2.4 ExtractNParaphrase

In principle, any generative response module is
bound to fail when a knowledge-based question
is presented and if the response module does not
have access to factual information. In our archi-
tecture, we route factual questions to the Extract-
NParaphrase module, which extracts the answer
spans and paraphrases the relevant text to generate
a natural and engaging response. The response path
for Turn-1 in Figure 2 illustrates the processing of
the question.

ExtractNParaphrase consists of three stages: (1)
Passage Retrieval, (2) Reading Comprehension and
(3) Paraphrasing. The first two steps follow Anan-
tha et al.; and for the third step, paraphrasing, we
take motivation from the refine step of (Weston
et al., 2018). We use BM25 to retrieve Top-K
passages and a light-weight BERT-based model
to extract answer spans. The scores obtained from
passage retrieval and answer span extraction are
combined to produce the final score. Passage re-
trieval and answer extraction models are comprised
of 50M parameters. We refer to (Anantha et al.,
2021) for more details. Finally, we train a sentence
paraphraser model based on Transformer, which is
comprised of 24M parameters. The paraphrased
labels are provided as part of internal media dataset,
which is described in Section 3.

2.5 Inconsistency/Toxicity Predictor

Logical consistency in dialogue and avoiding un-
necessary or potentially toxic responses are critical
factors to consider when developing open-domain
chatbots. When interacting with chatbots, people
expect coherent responses that at least do not con-
tradict the chatbot’s earlier responses in the same
conversation.

We train a classifier that can detect inconsistent
responses given the conversation context. We fol-
low the training procedure described in (Nie et al.,

2020) using DECODE3 dataset and internal media
dataset. We use the ALBERT (Lan et al., 2020)
model for inconsistency/toxicity predictor.

3 Training Data

We use various datasets for training and evaluation
focused on different tasks. In this section, we de-
scribe each dataset along with the corresponding
modules that use the dataset for training.

QReCC (Anantha et al., 2021) contains around
81,000 conversation turns. Every turn contains a
question which may have anaphoric references, a
rewritten version of the question with references
resolved, an answer span to the question and a
corresponding web URL. QReCC data is used to
train the reference resolution, passage retrieval and
answer span extraction models.

Wizard of Wikipedia (Dinan et al., 2019b)
(WoW) contains 194,000 turns of dialogue dis-
tributed over 1,250 topics. Each conversation is
predicated on discussing the relevant topic in depth,
with the goal of displaying expert knowledge in
that subject. Note that in our pipeline framework,
we refer objective questions to the ExtractNPara-
phrase component, so the subjective response gen-
eration model is not required to answer factual
questions with a high degree of accuracy. Still,
the WoW dataset helps our generative model main-
tain a breadth of knowledge to provide pertinent
answers to subjective inputs.

ConvAI2 is based off of the work of Per-
sonaChat (Zhang et al., 2018; Dinan et al., 2019a)
and was used at the NeurIPS 2018 ConvAI com-
petition. This dataset is made up of 140,000 turns
where gatherers are given a persona and tasked with
learning about their counterpart. This helps open-
domain agents ask questions, and perhaps more
relevantly in our use case, respond in an engaging
manner. We use the ConvAI2 dataset to train the
subjective response generation model.

Empathetic Dialogues (Rashkin et al., 2019)
(ED) is a library of 50,000 turns where one speaker
plays the role of sympathetic listener. These skills
translate well to our needs, as the subjective model
must account for previous dialogue history and
attempt to match their chosen response to the ap-
propriate tone.

Blended Skill Talk (Smith et al., 2020) (BST)
is a 76,000 turn compilation of the previous three

3https://parl.ai/projects/
contradiction/
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datasets: WoW, ConvAI2, and ED. Guided human
speakers were given the option to select between
outputs from models trained on each of the indi-
vidual tasks, which produces data that can teach
the bot when a certain class of response should be
used.

DECODE (Nie et al., 2020) is a conversational
dataset made up of 40,280 turns from human to
human and human to bot contradictory dialogues.
We use DECODE to train the inconsistency/toxicity
detector model based off of the ALBERT model,
along with our internal media dataset.

Internal Media dataset is composed of
100,000 movie themed turns. Each turn contains
a natural question without explicit reference to
the movie being discussed, as well as rewritten
questions that convert those references to specifics
(akin to the reference resolution component of our
pipeline). Answer span along with web URL as
well as paraphrased variation that is natural and
engaging is also provided.

The dataset is collected using crowd-sourced an-
notators. The goal of the annotators is to mimic
the flow of a natural human conversation while
maintaining a neutral persona. The responses were
validated against guidelines to be non-controversial,
eliminate profanity, be neutral, engaging and con-
cise (with an upper bound of 30 words). Every
conversation consists of 10 turns, and we collect
10,000 conversations. We give instructions to ex-
plicitly add anaphoric references in follow up turns.

4 Evaluation Metrics and Results

We categorize our evaluation metrics based on
component-wise vs end-to-end evaluation. QReCC
and DECODE datasets are only used for task-
specific model training and are not used in estab-
lishing a chatbot’s end-to-end metrics: Perplexity
and Sensibleness and Specificity Average (SSA).
We establish a human evaluation metric, SSA, on
our internal media dataset only, due to limited hu-
man annotators. We establish the automatic eval-
uation metric, perplexity, on all 5 datasets: WoW,
ConvAI2, ED, BT, and our internal media dataset.
Below we discuss the intrinsic (component-wise)
and extrinsic (end-to-end) metrics used to evaluate
our LED framework.

4.1 Intrinsic Metrics

Excluding the subjective response generation
model, all other components in LED have their

Table 1: Comparison of Perplexity metric across vari-
ous datasets of Blender and LED chatbot frameworks
with different parameter size.

LED without LED with
Dataset/Model Blender 90M Blender 2.7B rewritten rewritten

input 186M input 276M

Wizard of Wiki 17.71 11.23 10.27 9.75
BST 14.48 8.12 8.79 8.54
ConvAI2 11.34 7.76 8.72 8.01
ED 11.81 9.83 10.31 9.97
Internal Media Dataset 33.51 15.62 18.49 16.44

own task-specific evaluation metrics. For refer-
ence resolution model using query rewriting and
paraphraser in ExtractNParaphrase module, we
use ROUGE, USE and Recall@10 as described
in (Anantha et al., 2021). For factual classifier and
inconsistency/toxicity predictor, we use F1 as the
evaluation metric and obtain 0.94 and 0.61 respec-
tively. For passage retrieval of ExtractNParaphrase
module we use MRR and Recall@k; similarly for
answer-span extraction we use F1 and exact match
as described in (Anantha et al., 2021). For the
subjective response generation model we use per-
plexity, which is also our extrinsic metric.

4.2 Extrinsic Metrics
Our chatbot framework uses perplexity as its ex-
trinsic metric for automatic evaluation. While there
are a number of evaluation metrics that can serve
to measure the quality of responses (see the other
components of our pipeline), perplexity correlates
well with human judgement (Adiwardana et al.,
2020). We build on the work of Meena (Adiwar-
dana et al., 2020) that proposed SSA, Sensibleness
and Specificity Average. We use SSA as another
extrinsic metric for human evaluation. Adiwardana
et al. subsequently demonstrated a strong correla-
tion between perplexity and SSA among numerous
state-of-the-art chatbots.

Table 1 shows perplexity metrics of Blender
models, both 90M and 2.7B parameter models; and
LED framework, both with and without reference
resolution, across all 5 datasets: 1 internal media
dataset and 4 public dataset.

Table 2 shows SSA metrics of Blender models
(both 90M and 2.7B parameter models) and LED
framework (both with and without reference reso-
lution) on internal media dataset.

5 Related Work

Our work follows the objective of combining open-
domain chatbot and transactional digital assistants.
The factual classifier component of LED serves
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Table 2: Comparison of SSA metric and number of
model parameters of Blender and LED chatbot frame-
works on internal media dataset.

Model/Metric Parameters Sensibleness Specificity SSA

Blender 90M 72.60 83.10 77.85
Blender 2.7B 80.42 92.70 86.56
LED 186M 78.28 89.12 83.70
LED 276M 80.38 91.95 86.17

as the gatekeeper between these two categories,
sending objective asks through the ExtractNPara-
phrase model and subjective inputs through our
fine-tuned open domain model. While our work
broadly falls under the category of open-domain
generative chatbots, because of the variety of mod-
els and their corresponding tasks, our work also
covers multiple key areas in language understand-
ing with a focus on low-resource adaptation design.
Prior works (Zhang et al., 2020; Adiwardana et al.,
2020; Roller et al., 2020) have shown that end-to-
end neural approaches, where the responses are
produced in a generative fashion, can result in en-
gaging dialogue. However, the resultant models
from these approaches are huge – multiple billions
of parameters – and are not on-device friendly. It
has also been shown that end-to-end generative
chatbots frequently generate responses with incon-
sistencies (Adiwardana et al., 2020; Roller et al.,
2020). It is obvious that there is need for an addi-
tional module that can correct, or at least detect,
these inconsistencies. Generalizing this approach
where we assign a specific task to a module, modu-
larization can lead to overall improvement in dia-
logue systems (Fang et al., 2017; Yu et al., 2019).
We adopt the modularization approach to open-
domain generative chatbot to minimize the total
number of parameters while tackling some of the
shortcomings in the end-to-end neural approaches.

Blender (Roller et al., 2020) showed non-trivial
improvement in response generation when evalu-
ated using human side-by-side comparison. We
adopt the Blender model as a basis for the core re-
sponse generation functionality in subjective cases.
We follow the Blender methodology of experiment-
ing with multiple decoding algorithms for optimal
human performance. However we also differ from
Blender’s approach. Firstly, we place a larger em-
phasis on model size for better on-device compat-
ibility. Secondly, we account for a wider variety
of cases where we use answer extraction and para-
phrasing to accurately answer factual questions.

And finally, we use the reference resolution com-
ponent to track dialogue state since it is helpful
for multi-turn conversations (Anantha et al., 2021),
along with providing our fine-tuned model with
a wider variety of training data (multi-turn con-
versations where questions are either rewritten or
preserved).

Meena (Adiwardana et al., 2020) proposed a
new metric, Sensibleness and Specificity Average
(SSA), which captures key elements of a human-
like multi-turn conversation. Additionally, they
also show perplexity is the best automatic metric
that correlates well with human judgement. We
borrow SSA to evaluate human performance. It is
good for our use case, where the model is required
not just to answer logically but should also be re-
warded for referencing context from earlier in the
conversation. One of the differences between our
work and Meena is we do not use Evolved Trans-
former layers, though that may be basis for future
work. One difference of our work compared to
both Blender and Meena is we follow a modular-
ized approach, instead of a single parameter-heavy
model.

6 Limitations and Future Work

6.1 Limitations

Although we reduce the number of parameters by
90% and achieve comparable performance, we still
notice shortcomings which can be possibly miti-
gated by the inconsistency/toxicity classifier.

6.1.1 Consistent Agreement
LED, often, is in agreement with the user which
might cause the user to feel non-engaging. This be-
havior stems from the inclusion of the Empathetic
Dialogues (Rashkin et al., 2019) dataset in the Sub-
jective Response Generation component. Utilized
in both the pre-trained Blender model and our fine-
tuning process, Empathetic Dialgoues data incen-
tivize the model to choose agreeable responses. An
example of this behavior is shown in Figure 6.

6.1.2 Sensitive Issues
LED responds to controversial questions with a
non-neutral persona. These are instances where
the inconsistency/toxicity predictor failed. While
this class of responses was frequently present
in the Subjective Response Generation compo-
nent, we were able to significantly mitigate overall
prevalence through the inclusion of the inconsis-
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Figure 6: LED in agreement with user the majority of
the time.

tency/toxicity predictor component. An example
of such an instance is shown in Figure 7.

Figure 7: LED responding to controversial question in
a non-neutral manner.

6.1.3 Questionable Advice

LED provides unnecessary or questionable advice
to questions seeking advice. The root cause of
these outputs are examples from the Wizard of
Wikipedia (Dinan et al., 2019b) dataset, where the
model is taught to display expert knowledge in a
particular area. An example of unnecessary finan-
cial advice is shown in Figure 8.

Figure 8: LED providing unnecessary or questionable
financial advice.

6.2 Future Work

We plan to investigate solutions to mitigate the un-
desired patterns noticed in Section 6.1 by improv-
ing the inconsistency/toxicity predictor, as well as,
investigate the feasibility of a common embedding
layer for all modules in our framework in an effort
to further minimize the number of parameters with
minimum or no-drop in performance.

Also, transactional requests have a stronger user
feedback signal (e.g. if playing the wrong movie,
then the user will stop the movie), which can help to
learn whether a conversation was successful. The
conversational models (i.e., natural language un-
derstanding) can learn from user feedback signals.
We plan to investigate incorporating such feedback
signals to improve task completion rate in a conver-
sation.
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Abstract

Question answering (QA) with disambiguation
questions is essential for practical QA systems
because user questions often do not contain in-
formation enough to find their answers. We
call this task clarifying question answering, a
task to find answers to ambiguous user ques-
tions by disambiguating their intents through
interactions. There are two major problems in
building a clarifying question answering sys-
tem: data preparation of possible ambiguous
questions and the generation of clarifying ques-
tions. In this paper, we tackle these problems
by sentence generation methods using sentence
structures. Ambiguous questions are generated
by eliminating a part of a sentence consider-
ing the sentence structure. Clarifying the ques-
tion generation method based on case frame
dictionary and sentence structure is also pro-
posed. Our experimental results verify that our
pseudo ambiguous question generation success-
fully adds ambiguity to questions. Moreover,
the proposed clarifying question generation re-
covers the performance drop by asking the user
for missing information.

1 Introduction

Question answering (QA) is a conventional task
of natural language processing to provide answers
for given user questions. The advance of neural
network-based QA systems has led to a variety
of benchmark datasets of the QA task (Rajpurkar
et al., 2016; Yang et al., 2018). These benchmarks
define the problem of QA as predicting a corre-
sponding phrase (span) in documents to a given
question when the system has both questions and
target documents.

Most QA tasks defined in existing benchmark
QA datasets assumes that the given questions have
enough information for answering. However, real
questions given by users are often ambiguous be-
cause users frequently forget to mention important

terms or may hesitate. It is thus not always easy
to derive clear answers for such ambiguous user
questions. For example, when a user says, “What
is the masterpiece drawn by Leonardo da Vinci?”,
the system cannot determine an answer because
Leonardo da Vinci created several notable master-
pieces (Figure 1; ambiguous Q). Taylor (Taylor,
1962) defined four level categories of user states in
information search.

• Q1 The actual, but unexpressed request
• Q2 The conscious, within-brain description of

the request
• Q3 The formal statement of the request
• Q4 The request as presented to the dialogue

agent

Most existing QA systems target Q3 or Q4; how-
ever, it is required for systems to answer questions
categorized into Q2. In other words, user questions
do not always contain sufficient information for
finding the answer; however, systems can fill in
the gap by asking back users directly (Small et al.,
2003; Bertomeu et al., 2006; Kato et al., 2006;
Aliannejadi et al., 2020). SQuAD 2.0 (Rajpurkar
et al., 2018) defined “unanswerble questions” in
their dataset; however, our problem definition is
that the system has potential answers but does not
have enough information to reach them.

Using clarifying questions is a common method
in conversational search (Radlinski and Craswell,
2017; Trippas et al., 2018; Zhang et al., 2018; Qu
et al., 2020); it ascertains the user’s retrieval intent
with questions if the system cannot capture this
from the initial request. Thus, the system can get
additional information to the initial request using a
clarifying question to make the user’s intent clearer.
In the previous example, the system can ask the
user, “Which museum displays this masterpiece?”
or “What is the motif?” to disambiguate possible
answers to the given question (Figure 1; clarify-
ing Q1 and Q2). Some existing work tackled this
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What is the masterpiece 
drawn by Leonardo da Vinci?

Which museum 
displays the 

masterpiece?

What is the 
motif?

A womanthe Louvre 

The answer is “La Joconde”

Problem 1

Existing QA datasets do 
not include such 
ambiguous questions

Problem 2

How does the system 
generate appropriate 
clarifying questions?

Ambiguous Q

Clarifying Q1
Clarifying Q2

Solution 1

Pseudo ambiguous 
question generation 
using existing datasets

Solution 2

Clarifying question 
generation using 
semantic structures

Figure 1: The problem of clarifying QA

problem on a QA system using question paraphras-
ing (Otsuka et al., 2019) and building ambiguous
question answering datasets (Min et al., 2020).

However, it is not easy to build a dataset that cov-
ers any variation of ambiguous questions because
of the diverse variety of ambiguity in questions
(Figure 1; Problem 1). Moreover, even if we can
define the variation of ambiguity; it is still chal-
lenging to find appropriate clarifying questions for
the disambiguation to shape the system answers
(Figure 1; Problem 2).

Sentence structures have an essential role in clar-
ifying the meaning because we control the sentence
clarity by modifiers in syntax. This indicates that
the sentence generation system can also control
sentences’ clarity by focusing on sentence struc-
tures. Based on this idea, in this work, we propose
a pseudo ambiguous question generation method
for covering variations of the ambiguous question,
which are derived from clear questions collected in
existing QA datasets (Figure 1; Solution 1). The
proposed method focuses on the syntax structures
of question sentences to add ambiguity by elimi-
nating some parts while considering grammatical
roles from syntax point of view. We also propose
a clarifying question generation method based on
the case frame, which uses the syntax and seman-
tic information of ambiguous questions (Figure 1;
Solution 2). The clarifying question generation
makes it possible to disambiguate the user’s mean-
ing by interacting with the user directly to improve
the QA system performance.

We conducted two experiments to investigate the
quality of proposed generation systems. Qualities
of the pseudo ambiguous questions are evaluated by
both the QA system and the human subjective test.
The performance of the clarifying question gener-
ation is investigated by QA system performance
using both the ambiguous questions and answers

to the clarifying questions given by crowdworkers.
Section 2 sets forth our problem definition and

system overview. Section 3 describes the pseudo
ambiguous question generation method. Section 4
explains the proposed clarifying question gener-
ation method that uses sentence structures. Sec-
tion 5 shows the evaluation setting and system per-
formance to verify the ability of our generation
system. We clarify the position of our system in
relation to existing systems in Section 6, and then
conclude this work in Section 7.

2 System overview

Our final goal is to build a clarifying question an-
swering system that can ask a question back to
users if the given questions do not contain suffi-
cient information to distinguish the answer. We
call such questions as ambiguous questions. Fig-
ure 2 shows the overall system.

We extract questions from existing QA datasets
to modify them to pseudo ambiguous questions
because building ambiguous question datasets is
costly (Aliannejadi et al., 2019; Xu et al., 2019).
Most of the existing QA datasets consist of pairs of
clear questions and corresponding text spans on tar-
get documents. These questions are defined clearly
to distinguish the answer terms from the document.
In other words, if human experts receive these ques-
tions, they can find the answer from the documents
even if it takes a lot of time. Our proposal elim-
inates some important parts of these questions to
generate pseudo ambiguous questions using their
syntax information. In the example presented in
Figure 2, the system adds ambiguity to the question
by removing the verbal phrase that corresponds to
the verb “developed.”

When the QA system receives an ambiguous
question from the pseudo ambiguous question gen-
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When did the writer have a series?

Pseudo Ambiguous Q

Generated Clarifying Q

QA dataset

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

Transmetropolitan

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

conversion

Clarifying Q generation

Case frame

2010 Concatenation

QA model
The answer is 

“Transmetropolitan”

Question
Answer

Figure 2: System overview

erator, the QA system needs to generate a clarifying
question. We focus on predicates in the ambiguous
question and their missing cases on the syntax to
generate the clarifying question. We used the case
frame dictionary to estimate the missing case of
the extracted predicates. In the example in Fig-
ure 2, the system generates the clarifying question
“When did the writer have a series?”1 because the
system found that the adverbial modifier of “had”
in the ambiguous question is missing. The system
receives the answer to the clarifying question and
then runs the QA model using both the ambiguous
question and the answer to the clarifying question.
Technical details are described in the following
sections.

3 Pseudo ambiguous question generation

It is not realistic to collect all possible varieties of
ambiguous questions because possible ambiguous
questions given to the QA system are diverse and
depend on the situation that the users are facing. In
this paper, we present a method to generate pseudo
ambiguous questions by modifying questions in
existing QA datasets. We apply syntax parsing to
question sentences to focus on modifiers, which
have a role in clarifying the question’s intent, and
then eliminate them from the questions to make the
sentences ambiguous. This section describes the
generation process and its evaluations.

1Formally, this question should be “When did the write
have the series,” but here we explain the system process with
our system outputs.

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

(ROOT
(SBARQ
(WHNP (WP What)) (SQ (VBD was) 

(NP (DT the) (JJ first) (JJ comic) (NN book))
(VP (VBN written) (PP (IN by) 

(NP (NP (DT the) (NN writer)) (SBAR (WHNP (WP who)) (S 
(VP (VBD had)

(NP (NP (DT a) (NN series)) (SBAR (S 
(VP (VBD developed)

(PP (IN into) (NP (DT a) (CD 2010) (NN film)))
(PP (IN with)
(NP (NP (NNP Bruce) (NNP Willis)) (CC and)

(NP (NNP Morgan) (NNP Freeman)))))))))))))))
(. ?)))

Figure 3: Generation of ambiguous question with re-
moval of verbal phrase (VP)

3.1 Question generation using syntax
information

A generation example is shown in Figure 3. In
this example, the system generates an ambiguous
question “What was the first comic book written
by the writer who had a series?” while eliminating
the verbal phrase indicated by “developed” because
the phrase describes the detail of the antecedent “a
series.” We use the Stanford parser (Manning et al.,
2014)2 to get the syntax. Our system focuses on a
verbal phrase (VP) and prepositional phrase (PP)
as chunks to be removed.

2https://nlp.stanford.edu/software/lex-parser.shtml
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EM F1
Original (w/o modification) 55.92 70.15
VP 10.88 28.70
PP 13.73 34.41
Mixed 13.69 33.73

Table 1: Evaluation scores of QA system given ambigu-
ous questions

3.2 Evaluation of pseudo ambiguous questions

We evaluated the proposed pseudo ambiguous ques-
tion generation from two viewpoints: increased
ambiguity and sentence quality, measured by QA
system accuracy and human subjective evaluation,
respectively. In the experiment, we used the Hot-
potQA dataset (Yang et al., 2018)3, which consists
of training and development sets. Note that the
test set is not distributed to be used on their leader-
board; we used the development set as our test set.
We used the training set to train the QA model to
be used for the first evaluation. We modified all
7,405 sentences in the development set to pseudo
ambiguous questions. As the QA model, we used a
BERT-based model with the same setting (Devlin
et al., 2019), which predicts a span in the given doc-
ument set. Our system generated one ambiguous
question for each original question in this evalua-
tion by eliminating the shortest phrase. We tried
three elimination strategies: removing a VP, re-
moving a PP, and removing a VP and PP’s shortest
phrase (Mixed).

3.2.1 Evaluation on QA accuracy

We used exact matching (EM) and F1 scores to
evaluate the QA accuracy. EM indicates the exact
matching accuracy of the extracted answer from the
target documents. QA answers often consist of sev-
eral words; thus, the harmonic mean of precision
and recall of word matching is also used (F1).

Table 1 shows the result, which indicates that the
accuracy of QA systems decreased in any condi-
tion; even our system removed the shortest phrase
for each question. VP had the most significant
impact on decreasing the score; this is probably
because VPs are more widespread than PPs.

3.2.2 Evaluation of sentence quality

In the human subjective evaluation, we hired three
annotators who have comparable English reading

3https://hotpotqa.github.io/

Total Normal Irregular
#questions 200 71 129
VP 1.928 2.008 1.9001
PP 2.351 2.492 2.265
Mixed 2.371 2.479 2.292

Table 2: Human evaluation of sentence quality

skills to natives and asked them to evaluate sen-
tences using the following three grades.

• 3: Fluent English sentence
• 2: Grammatically correct English sentence
• 1: Incorrect English sentence

We randomly sampled 200 sentences from the gen-
erated 7,405 sentences for the evaluation.

Table 2 shows the result. # indicates frequen-
cies. We categorized the selected 200 sentences
into “Normal” and “Irregular” forms with their in-
terrogative position. The “Normal” form sentences
start from the interrogative. The “Irregular” has the
interrogative on other parts. These results verified
that the “Mixed” strategy achieved a suitable natu-
ralness score of 2.371. However, the “VP” strategy
has lower scores because it eliminates widespread
spans and often removes necessary parts of ques-
tions. The “Normal” form had better scores than
the “Irregular” form. Their sentence structures
probably cause this; interrogatives in the “Irreg-
ular” form are sometimes placed on the leaves of
syntax trees.

4 Clarifying question generation

We built clarifying question generation system to-
ward a clarifying question answering system, ask-
ing a question back to the questioners. The pro-
posed system generates clarifying questions using
predicate-argument structures; it finds predicates
in ambiguous questions and generates questions to
clarify their arguments. We used the case frame
dictionary (Kawahara and Kurohashi, 2006; Kawa-
hara et al., 2014) for the generation, which consists
of frequencies of cases and arguments depending
on predicates. This section describes the technical
details of clarifying question generation.

4.1 Case frame
Words or phrases that have specific roles to pred-
icates on dependency structures are called argu-
ments, with their semantic/syntactic roles (cases).
For example, in the sentence “I saw a girl,” “see
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Predicate sense case argument Freq.
eat:1 - - 12,645

nsubj - 9,682
they 1,036
I 944
you 896
... ...

eat:2 - - 12,073
dobj - 9,366

lunch 3,443
meal 3,265
breakfast 2,081
... ...

Table 3: Examples in case frame

Case Freq. Case Freq.
nmod 81,442 amod 951
nsubj 60,702 parataxis 452
dobj 49,679 acl:relcl 444
nsubjpass 23,910 acl 285
advmod 17,991 cc:preconj 282
dep 6,817 csubjpass 218
conj 5,335 nmod:poss 177
cc 5,152 nummod 175
advcl 4,943 csubj 143
xcomp 4,521 expl 108
ccomp 4,461 iobj 100
compound 1,740 neg 83
cop 1,554 mwe 62
case 1,529 appos 37
compound:prt 1,344 nmod:npmod 27
nmod:tmod 1,132 discourse 6

Table 4: Frequency of each case in the training data

(saw)” is a predicate, and “I” and “a girl” have roles
to the predicate as “nsubj (noun subject)” and “dobj
(direct object).” The case frame is a statistically
collected dictionary consisting of cases, arguments,
and frequencies (case frame frequency) for each
predicate. Kawahara et al., (2014) is distributing
a case frame dictionary, which is based on parsing
results of the Stanford parser to a billion-sentences
English corpus. An example of the case frame dic-
tionary is shown in Table 3. Each predicate entry
has a corresponding predicate sense with its usage
(see numbers after predicates in Table 3).

4.2 Generation and selection process
Our clarifying question generation outputs clarify-
ing questions to a given ambiguous question sen-
tence by the following four steps.

1. Predicate identification
2. Missing case extraction
3. Target case decision
4. Interrogative word decision

Figure 4 illustrates the generation and selection
process. We used the Stanford parser in predicate

identification, using verbal tags: VB, VBD, VBG,
VBN, VBP, and VBZ. We extracted triples of a
predicate, an argument, and its case of these identi-
fied predicates.

In the missing case extraction, the system ex-
tracts missing cases (possible but unseen cases) of
identified predicates. The system generates clari-
fying questions for filling these missing cases. In
the example of Figure 4, the “adverbial modifiers
(adv-mods)” of “write” and “have” are extracted.

Target case decision prioritizes missing cases
with case frequency and the relative position of
predicates; frequent cases and predicates on post-
posed places have higher priority because frequent
cases in questions probably contain essential infor-
mation. Case frequencies are calculated from the
QA system’s training data, in our case, the training
set of HotpotQA. Any questions in the training set
are parsed to count the case frequency as shown in
Table 4.

Once the target predicate and the target case are
decided, the case frame dictionary is used again
to determine the interrogative word. The system
looks up the entry of the decided predicate and
case in the dictionary. Then the system picks up
the most frequent interrogative word corresponding
to them (interrogative word decision). The system
generates clarifying questions using the decided in-
terrogative word, predicate, and depending phrase
to the predicate.

5 Experiments

We evaluated the proposed clarifying question gen-
eration system. We gave the pseudo ambiguous
question generated by the method presented in
Section 3 to the clarifying question generation de-
scribed in Section 4.

5.1 Experimental setting

We used the HotpotQA dataset as the original QA
dataset of our system. The HotpotQA dataset
records many complicated sentences with several
modifiers because the dataset was built for QA sys-
tems with multi-hop reasoning. As the QA model,
we used a BERT-based model with the same set-
ting (Devlin et al., 2019), which predicts a span
in the given document set. Specifically, we used
the BERT-Base-Uncased model as the pre-trained
model. In the fine-tuning, the batch size was 12, the
training rate was 3e−5, and the number of epochs
was 2.
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Figure 4: Procedure to generate clarification questions

As indicated in Figure 2, the pseudo ambiguous
question is given to the system and then the system
generates a clarifying question to the ambiguous
question. The system receives the user’s reply to
the clarifying question in the evaluation. In our
evaluation, we allowed only one clarification for
each question.

We generated pseudo ambiguous questions from
the development set of the HotpotQA dataset as
described in Section 3. In this experiment, we gen-
erated several pseudo ambiguous questions from
one sentence with the following conditions.

1. Eliminated words are less than 50% of the
original question.

2. Eliminated words do not contain any interrog-
ative words.

3. Eliminated parts are selected from both VPs
and PPs.

4. QA system results are changed from correct
to incorrect by the modification.

The first and second points are necessary to gen-
erate interrogative sentences. For the fourth point,
we input both the original question and the pseudo
ambiguous question with the elimination to a QA
model and compared their results as shown in Fig-
ure 5. This is because our focus in this experiment
is whether the clarifying question can recover im-
portant information by asking a question back to
the user. We finally selected 850 sentences that
match the above conditions.

We generated clarifying questions to these 850
pseudo ambiguous questions. We used crowdsourc-
ing to add the answer to the clarifying question.
We showed the original question as “intent,” the
pseudo ambiguous question as “your question,” and
the clarifying question as “clarification question”
to the crowdworkers and gave them the following
instructions:

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

What was the first comic book written by the 
writer who had a series developed into a 2010 
film with Bruce Willis and Morgan Freeman?

“Transmetropolitan

red

Compare

Original question

Ambiguous question

QA 

model

QA 

model

Figure 5: Comparison of QA results

� �
Assume that you are talking with a chat assis-
tant. “Intention” indicates what you wanted to
ask, and “your question” indicates what you
said to the system. The system says a “clari-
fication question” as a response to your ques-
tion. First, select Yes/No according to whether
the “clarification question” correctly specifies
missing information of your “intention” or not.
Then, write your answer for the “clarification
question” in the shortest terms. Do not write
the original question itself.� �

The crowdworkers thus evaluate the correctness of
clarifying questions and then input the answer to
the clarifying question. We assigned five crowd-
workers for each sample and then determined the
correctness label by the majority. We used all re-
sponses to clarifying questions to calculate the QA
model accuracy. In other words, our evaluation
score is calculated from 850× 5 = 4, 250 samples.
We concatenated the received answers to the am-
biguous questions to be used as the input of the
QA model. We used the same QA model as in
Section 3.2, the BERT-based fine-tuned model.
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Category EM F1 #q #eval
Yes+No 49.52% 57.28% 850 4,250
Yes 50.21% 57.82% 486 2,430

Table 5: Evaluation scores of the QA system given
both ambiguous questions and answers to the clarifying
questions. Category means the added correctness of the
clarifying questions. #q and #eval indicate the numbers
of used questions and evaluation samples.

5.2 Experimental results

For the correctness of clarifying questions, the ratio
of samples evaluated as “Yes” was 486/850 =
0.572. This indicates that our clarifying question
generation method based on sentence structure and
the case frame dictionary successfully generated
clarifying questions to major questions; however,
we still need to refine the method by focusing on
the content words of questions.

Table 5 shows the accuracy of the QA system
by inputting both ambiguous questions and gener-
ated clarifying questions. Note that scores are 0.0%
if we give only ambiguous questions and 100.0%
if we give the original question before adding the
ambiguity. These results show that our clarifying
question recovers 50% of lost information through
interactions, which is lost in the modification pro-
cess of a pseudo ambiguous question.

5.3 Analysis

Table 6 shows examples from the evaluation. In
example 1, the pseudo ambiguous question gen-
eration removed the term “Jerry Goldsmith” and
the clarifying question successfully got the word to
recover the information. In example 2, the system
also succeeded in recovering the removed informa-
tion, but the QA system failed to output the correct
answer by a small difference. In examples 3 and
7, the system’s clarifying question is not appropri-
ate, but the system output the correct answer. In
examples 6 and 7, users may misunderstand their
task and put a new question to clarify their original
question. Recent search system interfaces probably
cause this; the users usually give a new query to the
system if their first search fails. We can improve
the clarification quality in some cases; however, the
system could get additional information to recover
the information, even if the system failed to ask
questions back to the users correctly. In general,
when the ambiguous question was generated by
eliminating PPs, our clarifying question success-

fully worked in many cases to ask back the phrase.
Recovering VPs was more difficult for the system.

6 Related works

We built a generation system that clarifies user’s
requests by clarifying questions when the user’s
questions are ambiguous. There are two major
approaches for building a QA system that can with-
draw additional information to the initial ambigu-
ous user query. One approach is based on para-
phrasing, which paraphrases ambiguous sentences
to clear sentences. The other major approach is
using clarifying or confirmation questions, which
is similar to our system. This section describes
relationships to these works.

6.1 Paraphrasing approach

The paraphrasing approach’s critical idea is con-
verting given user questions to other forms (McK-
eown, 1983; Buck et al., 2017; Dong et al., 2017).
This idea is similar to query expansion, which is
used in the information retrieval area. It is often
difficult for users to express their questions in clear
language. This difficulty often causes ambiguous
questions. This kind of works tackled this prob-
lem by presenting possible paraphrases of the given
ambiguous question with their answers. However,
such approaches do not work well if paraphrased
questions do not contain the appropriate question
for the user. Moreover, the system needs para-
phrasing datasets to learn the paraphrasing models,
which requires enormous annotation costs in the
open domain (Min et al., 2020).

Otsuka et al., (2019) used syntactic structures
to generate pseudo training examples for the para-
phrasing approach. Our approach is similar to their
works; however, we also used statistical informa-
tion from the case frame to distinguish the clari-
fied point to realize a dialogue-based system. The
dialogue-based approach has an advantage in de-
creasing user interaction costs if the system can
predict the clarifying point appropriately.

6.2 Clarifying approach

The second approach is giving clarifying questions
to users, which is closer to our approach. The
clarifying strategy has been used widely in con-
ventional spoken dialogue systems because the sys-
tems sometimes fail the task by ambiguity caused
by speech recognition or natural language under-
standing errors (Misu and Kawahara, 2006; Stoy-
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# Methods sentence
(O) original What is the name of the executive producer of the film that has a score composed by Jerry Goldsmith?
(A) ambiguous What is the name of the executive producer of the film that has a score composed?
(C) clarifying which composed?

1 (R) reply to C Jerry Goldsmith
(G) gold Ronald Shusett
(QA w/ A) Jerry Goldsmith
(QA w/ A+R) Ronald Shusett
(O) original The lamp used in many lighthouses is similiar to this type of lamp patented in 1780 by Aime Argand?
(A) ambiguous The lamp used in many lighthouses is similiar to this type?
(C) clarifying what was similiar?

2 (R) reply to C lamp patented in 1780 by Aime Argand
(G) gold Argand lamp
(QA w/ A) oil lamp
(QA w/ A+R) Lewis lamp
(O) original Lt Col. Stewart Francis Newcombe was a British army officer and associate of a military officerthat was given what title?
(A) ambiguous Lt Col. Stewart Francis Newcombe and associate of a military officerthat was given what title?
(C) clarifying which was the Newcombe and associate given?

3 (R) reply to C a military officer
(G) gold Lawrence of Arabia
(QA w/ A) British archaeologist, military officer, diplomat, and writer
(QA w/ A+R) Lawrence of Arabia
(O) original According to the 2001 census, what was the population of the city in which Kirton End is located?
(A) ambiguous According, what was the population of the city in which Kirton End is located?
(C) clarifying where was the End located?

4 (R) reply to C population of the city in which Kirton End is located
(G) gold 35,124
(QA w/ A) 66,900
(QA w/ A+R) 66,900
(O) original Hatyapuri was a novel by the filmmaker of what nationality?
(A) ambiguous Hatyapuri was a novel of what nationality?
(C) clarifying what was novel?

5 (R) reply to C Hatyapuri
(G) gold Indian
(QA w/ A) Bengali
(QA w/ A+R) Bengali
(O) original Which other Mexican Formula One race car driver has held the podium besides the Force India driver born in
(A) ambiguous Which other Mexican Formula One race car driver has held the podium besides the Force India driver?
(C) clarifying where did the car hold?

6 (R) reply to C When was the force India driver born?
(G) gold Pedro Rodriguez
(QA w/ A) 1990/1/26
(QA w/ A+R) Pedro Rodriguez
(O) original What relationship does Fred Gehrke have to the 23rd overall pick in the 2010 Major League Baseball Draft?
(A) ambiguous What relationship does Fred Gehrke have overall pick in the 2010 Major League Baseball Draft?
(C) clarifying when did the Gehrke have?

7 (R) reply to C What is the number of the overall pick?
(G) gold great-grandfather
(QA w/ A) Miami Marlin
(QA w/ A+R) 23rd

Table 6: Examples of clarifying question answering. O, A, and C indicate an original question, ambiguous question
generated from the original question, and the generated clarifying question, respectively. Crowdworkers saw these
contexts and input “(R) reply to C”. G is the correct answer to question O and QA w/ A is the output of the QA
model given only the ambiguous question. QA w/ A+R uses both the ambiguous question and the reply to the
clarifying question given by the crowdworkers.

anchev et al., 2014). Our system uses this idea
to tackle a problem of question ambiguity in the
QA system caused by the user’s ability or lack
of knowledge. In recent QA systems, there is a
study to learn the re-ranking function of clarify-
ing questions by deep neural networks (Rao and
Daumé III, 2018). They also proposed a model
based on a generative neural network to generate
clarifying questions (Rao and Daumé III, 2019).
These studies require triples of an ambiguous ques-
tion, a clarifying question, and a corresponding
fact. Building a large dataset to cover open-domain
QA is costly. Our system does not require such
data preparation cost and uses a general syntactic

parser and the case frame dictionary built without
specified annotations. The system can work on any
QA datasets already developed in the existing work
of QA systems.

Question generation is also widely researched
by using generative models (Duan et al., 2017; Du
et al., 2017; Sasazawa et al., 2019) or syntactic
rules (Heilman and Smith, 2010). Our clarifying
question generation is motivated by them.

7 Conclusion

In this paper, we worked on building a clarifying
question answering system for ambiguous ques-
tions, questions with some necessary information
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dropped. We proposed two-generation methods
toward the clarifying question answering system:
pseudo ambiguous question generation based on
syntax and clarifying question generation based
on sentence structures and case frame dictionaries.
Our experimental results revealed that these gen-
eration methods worked to drop and to regain the
important information in the original clear ques-
tions. The system used domain-independent syn-
tactic and semantic information of questions; thus,
the method can be applied to various QA domains.
Moreover, our method does not require data anno-
tation; we can extend existing QA datasets for the
clarifying QA task.

As future work, we can integrate our model with
other generative models. Another approach is to
use pseudo ambiguous questions as training data of
QA-related modules such as discriminative systems
to predict or score given questions. Improving the
model architecture is another issue, for example,
network design to feed the whole dialogue history
to the QA network.
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Abstract

A long-term ambition of information seeking
question answering (QA) systems is to rea-
son over multi-modal contexts and generate
natural answers to user queries. Today, mem-
ory intensive pre-trained language models are
adapted to downstream tasks such as QA by
fine-tuning the model on QA data in a spe-
cific modality like unstructured text or struc-
tured tables. To avoid training such memory-
hungry models while utilizing a uniform archi-
tecture for each modality, parameter-efficient
adapters add and train small task-specific bottle-
neck layers between transformer layers. In this
work, we study parameter-efficient abstractive
QA in encoder-decoder models over structured
tabular data and unstructured textual data us-
ing only 1.5% additional parameters for each
modality. We also ablate over adapter layers in
both encoder and decoder modules to study the
efficiency-performance trade-off and demon-
strate that reducing additional trainable param-
eters down to 0.7%–1.0% leads to comparable
results. Our models out-perform current state-
of-the-art models on tabular QA datasets such
as Tablesum and FeTaQA, and achieve com-
parable performance on a textual QA dataset
such as NarrativeQA using significantly less
trainable parameters than fine-tuning.

1 Introduction

Information seeking systems over diverse contexts
require model capabilities to reason over unstruc-
tured and structured data such as free-form text,
tables, and images (Agrawal et al., 2016; Vaku-
lenko et al., 2019; Hudson and Manning, 2019;
Zhang et al., 2020; Zhu et al., 2021; Deldjoo et al.,
2021). Such systems might have the additional re-
quirement of generating natural language responses
if deployed as task-oriented conversational agents
(Wen et al., 2015; Carnegie and Oh, 2000; Rambow
et al., 2001; Ratnaparkhi, 2002). Recent work on
open-domain question answering (QA) predomi-
nately addresses these challenges by fine-tuning
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Figure 1: Parameter-efficient transfer learning using
modality-specific (table/text) adapters for Abstractive
Question Answering

massive pre-trained language models on different
modalities such as tables and text (Yin et al., 2020;
Herzig et al., 2020, 2021; Katsis et al., 2021; Nan
et al., 2021). However, each model trained on a spe-
cific input type is incompatible with other modali-
ties and requires modality-specific fine-tuning. For
example, in tabular QA (Herzig et al., 2020), the
structure of the table is learnt by training additional
position embeddings (row and column identifiers)
to identify which row and column a table cell be-
longs to. This renders such modality specific mod-
els incompatible with free-form text-based models.
Multi-modal models (Zhu et al., 2021) can rea-
son over both tables and text by concatenating the
textual context and the flattened table, leading to
longer input sequences and limiting the length of
the context that can be encoded.

To address these challenges, we study parameter-
efficient transfer learning for abstractive QA over
tables and over text. We are motivated to use
adapter-layers that inject small bottle-neck lay-
ers between frozen pre-trained transformer layers
as they achieve comparable performance to fine-
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tuning on a variety of tasks such as multi-lingual
translation (Pfeiffer et al., 2020; Philip et al., 2020;
Guo et al., 2020), classification (Houlsby et al.,
2019a), text-to-text generation (Lin et al., 2020),
domain-adaptation in dialogue state tracking, and
response generation (Hung et al., 2021).

Ablation studies on adapter layers (Rucklé et al.,
2020) on masked language models such as BERT-
base and RoBERTa over the GLUE benchmark
demonstrate that removing beginning adapter lay-
ers leads to a minimal drop in performance. Ex-
tending adapter layer ablation over separate en-
coder and decoder modules is non-trivial as the
conventional approach of sequential pruning of lay-
ers does not extend to consecutive encoder and
decoder modules. Our work explores the interac-
tion of adapter layers from both modules in the
context of abstractive QA.

Lin et al. (2020) explore the impact of the
adapter bottle-neck dimension for various language
generation tasks over an auto-regressive model
such as GPT-2 (Radford et al., 2019). They do
not study tabular data nor ablate adapter layers,
which is crucial in understanding impact of indi-
vidual adapters in sequential transformer module
architectures such as encoder-decoder. Our analy-
sis is complementary to (Lin et al., 2020) as we ab-
late adapter layers to study parameter-performance
trade-off whereas they only focus on adapter bottle-
neck size. Also, we generalize beyond the text-to-
text setting and explore language generation from
structured or unstructured input such as tables and
text. This introduces domain-shift in both the task
and structure of the downstream data.

We propose a system, named Parameter,
Efficient, Abstractive Question Answering
(PeaQA), shown in Figure 1, which learns to
reason over unstructured and structured input
using a shared pre-trained language model and
modality-specific adapter layers. We automatically
transform hierarchical tables to regular tables to
have a uniform representation without breaking
associations between table cells. In addition, we
extend the study of ablating adapter layers over
both encoder and decoder modules.

Our main contributions are summarized as:
(1) We perform parameter-efficient abstractive

question answering over multi-modal context
using only additional 1.5% of trainable pa-
rameters for each modality. Our adapter-
tuned model outperforms existing work by

a large margin on tabular QA datasets and
achieves comparable performance on a textual
QA dataset.

(2) We study tabular QA as a new modality that
introduces massive input domain shift to pre-
trained language models. We propose a 2-
step transformation of hierarchical tables to
sequences, which produces a uniform represen-
tation to be used by a single, shared pre-trained
language model and modality-specific adapter
layers. To the best of our knowledge, this is the
first work that explores tabular QA question
answering in a parameter-efficient manner.

(3) We ablate adapter layers in both encoder and
decoder modules to study their impact and
show that beginning layers from both encoder
and decoder can be eliminated without signifi-
cant drop in performance. We also demonstrate
that last encoder adapter layers are indispens-
able and have greater contribution than decoder
layers at the same level.

2 Related Work

Tabular question answering. Tabular QA systems
aim to answer questions from structured tables,
which can be regular or hierarchical. Hierarchical
tables can have header cells and body cells span-
ning across multiple rows and columns (Cheng
et al., 2021). In most tabular QA systems (Herzig
et al., 2020; Zhu et al., 2021; Katsis et al., 2021),
the structure of the table is encoded in the embed-
ding layer of large language models by introducing
table specific position information such as row id
and column id. Concurrent to our work, abstrac-
tive QA over tables (Nan et al., 2021; Cheng et al.,
2021) poses additional challenges of generating
natural answers by reasoning and aggregating dis-
continuous facts from the table.
Textual question answering. Question answering
over text measures a system’s ability to compre-
hend free-form text in the user question and context
passage(s) and predict an answer. The answer pre-
dicted can be extractive in nature, where the system
identifies short text spans in the context passage to
answer the user query (Lee et al., 2016; Seo et al.,
2016; Rajpurkar et al., 2016; Pearce et al., 2021),
or it can be abstractive, where it is required to gen-
erate a free-form answer (Yin et al., 2016; Mitra,
2017; Bauer et al., 2018; Reddy et al., 2019).
Transfer learning. Transfer learning techniques
such as fine-tuning pre-trained models for down-
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stream tasks, require a new set of parameters to be
learnt for each new task. To avoid such memory
intensive transfer learning methods, adapters have
been proposed as a parameter-efficient method of
adapting to new domains (Houlsby et al., 2019b;
Pfeiffer et al., 2020). Adapters have been extended
to language generation in a variety of generative
tasks such as translation, summarization, multi-
turn dialogue, and task-oriented natural language
generation (Lin et al., 2020).

Our work combines all the aforementioned as-
pects to generate abstractive answers from both
tables and text with only 0.7%–1.0% trainable pa-
rameters without compromising performance.

3 Model

We focus on encoder-decoder models for the task
of abstractive question answering. We use a BART
(Lewis et al., 2019) encoder-decoder architecture
which comprises of a bidirectional encoder and an
auto-regressive decoder. The input sequence con-
sists of the question, the context title and context
sequence preceded with prompts indicating the be-
ginning of the each sub-sequence. Formally, the
input sequence is represented as <question> q0 q1
. . . qm <title> t1 t2 . . . tp <context> c0 c1 . . . cn,
where qi is the i-th question token, tj is the j-th
title token, and ck is the k-th context token. The
context can either be a text passage or a flattened
table. The parameters of the pre-trained BART
model are frozen during training. Modality specific
adapter layers added to the model are trained on
either tabular context or textual context to generate
natural answers.

4 Textual Question Answering

To study multi-modal abstractive QA, we first fo-
cus on free-form text as context to the system. We
train adapter layers for textual context on the Narra-
tiveQA dataset (Kočiský et al., 2018). NarrativeQA
is a complex abstractive question answering dataset
over stories. The dataset contains 32, 747 samples
in the training set, 3, 461 samples in the validation
set, and 10, 557 samples in the test set. For our
task, we have selected the input context passage to
be the human annotated summary of each sample
which is the Wikipedia page summary of the story
and represented as a paragraph. The input to the
model is the question, title and summary of each
passage and the target is the abstractive answer.

5 Tabular Question Answering

We study tabular QA as a new modality which intro-
duces massive input domain shift to pre-trained lan-
guage models. Tables enforce structural constraints
in their representation which is incompatible with
the expected input format of pre-trained language
models. To achieve our goal of parameter efficiency
by utilizing a uniform pre-trained language model,
we only train table specific adapter layers while
keeping the pre-trained model frozen. However,
this necessitates a uniform input representation for
both tables and text. An additional challenge is
introduced to maintain uniformity across different
table types (regular, hierarchical).

For our task, we explore 2 tabular QA datasets,
namely, Tablesum (Zhang et al., 2020) and FeTaQA
(Nan et al., 2021). Tablesum consists of 200 unique
Wikipedia tables over which questions and abstrac-
tive answers are manually annotated; 40% of the
samples are questions over hierarchical tables but
the tables in their released data are missing informa-
tion in the hierarchical cells and their work do not
handle hierarchies. We address this issue by extract-
ing the wikitables from the respective Wikepedia
pages and release a clean version of the dataset.1

FeTaQA (Nan et al., 2021) is a larger abstrac-
tive tabular QA dataset consisting of question and
free-form answers over 10, 330 regular tables. The
dataset consists of 7, 326 samples in the training
set, 1, 001 in the validation set, and 2, 003 in the
test set. FeTaQA consists of human-annotated an-
swers containing explanations involving entities
and relations.

5.1 Table Representation
For our work, we choose to represent all tables
uniformly in a two-step process: (1) Transforma-
tion of a hierarchical table into a regular table; and
(2) Linearization of a regular table into a flattened
sequence which can be encoded with a language
model.
Linearize hierarchical table headers. Hierarchi-
cal table headers are linearized into a single row
of headers by the following process. A header cell
spanning multiple columns is duplicated and split
into multiple cells. Next, the cell values over which
this header spans are concatenated with the entire
split. Repeating this process over all header rows
flattens the hierarchical header into a sequential

1The cleaned data and code can be found at https://
github.com/kolk/Pea-QA
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Figure 2: Table representation.

one. We depict this process in Figure 2a, which
yields a linear header a(d), a(d), b, e(f).
Linearizing table body. Multi-span table body
cells are parsed differently than headers. Each table
body cell is replicated with one or multiple header
cells depending on its span across columns. Cells
that span across multiple rows are replicated with
all the spanned rows. This process leads to a regular
table. We flatten the regular table in row-major
form, concatenating rows sequentially. Each row
is a sequence of (key, value) pairs where a key is
a column header and the value is the cell value of
that column as depicted in Figure 2b.

6 Experimental Setup

We seek to answer the following research questions
with our experiments: (RQ1) How does adapter–
tuning perform compared to fine-tuning in the con-
text of multi-modal input? (RQ2) Do all adapter
layers across the encoder and decoder contribute
equally to performance across tasks/modalities?

6.1 Fine-Tuning

We perform all our experiments on the large vari-
ant of BART model. We fine-tune the BART-large
model over the 3 datasets as the state-of-the-art
fine-tuned models utilize different architectures for
different datasets making comparison with adapter-
tuning difficult. We treat our fine-tuned BART
models on the 3 datasets as baselines. We sweep
learning rates from {8e−4, 6e−4, 3e−4, 1e−4, 5e−5,
4e−5, 3e−5, 2e−5, 1e−5} and select the best per-
forming learning rate for each dataset. We select
4e−5 for fine-tuning on Tablesum, 8e−4 on Fe-
TaQA datasets and 2e−5 to fine-tune NarrativeQA.
We use a batch size of 4 and gradient accumulation
of 8 to emulate an effective batch size of 32. The
maximum target sequence length is set to 200 for
tabular QA datasets and to 100 for the textual QA

dataset. On the Tablesum dataset, we follow 5-fold
cross validation as described in the original work
to evaluate our models. On FeTaQA and Narra-
tiveQA, we utilize the test split for evaluating our
models. We train the model on each dataset for
15 epochs and evaluate on Rouge-2, Rouge-L and
sacreBLEU metrics.

6.2 Adapter-Tuning

We perform adapter-tuning as a parameter-efficient
alternative to adapt BART-large model to the ab-
stractive question answering task across different
modalities. We first freeze all layers of the pre-
trained BART-large model which was trained on
text reconstruction as mentioned in the original
BART paper (Lewis et al., 2019). We add bottle-
neck adapter layers from the Houlsby adapter con-
figuration (Houlsby et al., 2019a) which are trained
to adapt to the downstream abstractive question
answering task and also to modality specific in-
put context. Each adapter layer has a bottle-neck
embedding size of 64. As mentioned in Section
6.1, we sweep learning rates and select the best
performing learning rate for each dataset. We se-
lect 6e−4 for the tabular QA datasets Tablesum
and FeTaQA, and select 1e−1 to train the textual
QA dataset NarrativeQA. We use the same batch
size and maximum target sequence length as fine-
tuning for effective comparison. A summary of
hyper-parameters are mentioned in Table 1.

Dataset Params ATune FTune

All scheduler linear linear
batch size 32 32
seed 6 6
max epochs 15 15

Tablesum learning rate 6e-4 4e-5
input length 200 200

FeTaQA learning rate 6e-4 8e-4
input length 100 100

NarrativeQA learning rate 1e-4 2e-5
input length 50 50

Table 1: Hyper-parameters for training. ATune indi-
cates Adapter-tuning, FTune indicates Fine-tuning, All
indicates all 3 datasets.

6.3 Ablation Study: Adapter Pruning

Adapter-layer pruning has been explored on the
GLUE benchmark in (Rucklé et al., 2020), which
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Dataset Model Training Rouge-1 Rouge-2 Rouge-L BLEU

Tablesum
(Zhang et al., 2020)

GPT2
fine-tune

0.272 0.073 0.200 5.35
T5 0.362 0.143 0.276 10.43

Ours (Pea-QA) fine-tune(Baseline) 0.400 0.186 0.316 6.30
Adapter-tune 0.393 0.186 0.312 6.75

FeTaQA
(Nan et al., 2021)

T5-small
fine-tune

0.550 0.330 0.470 21.60
T5-base 0.610 0.390 0.510 28.14
T5-large 0.630 0.414 0.530 30.54

Ours (Pea-QA) fine-tune(Baseline) 0.632 0.415 0.534 30.81
Adapter-tune 0.651 0.436 0.553 33.45

NarrativeQA
(Kočiský et al., 2018)

Masque
(Nishida et al., 2019)

fine-tune – – 0.547 –

Ours (Pea-QA) fine-tune(Baseline) 0.518 0.268 0.515 21.07
Adapter-tune 0.510 0.270 0.500 20.08

Table 2: Results: Scores obtained on the Tablesum, FeTaQA and NarrativeQA datasets.

demonstrates that removing adapter layers from
the beginning of BERT-base and RoBERTa models
leads to minimal performance drop. We extend
adapter layer ablation to encoder-decoder architec-
tures and hypothesize that this phenomenon should
be observed on both the encoder and decoder mod-
ules. However, it is non-trivial how the adapter-
layers in the encoder and decoder interact with
each other and contribute to performance. Previ-
ous studies (Rucklé et al., 2020) on adapter abla-
tion prune consecutive adapter layers in masked
language models. This approach does not extend
directly to sequential modules of encoder-decoder
where intra-module adapters not only contribute to
their respective objective of encoding and decod-
ing but also contributes to inter-module interaction
and performance. To measure the impact of the
adapter layers in different modules, we perform
adapter ablation in both the encoder and decoder.
First, we uniformly remove adapter layers from
both encoder and decoder modules starting from
the beginning layers of both modules and finally
deleting all layers. This leads to 12 experiments
corresponding to eliminating 12 encoder and 12
decoder adapter layers. To study interaction across
inter-module adapters at different levels, we con-
duct 36 experiments of different configurations of
adapter elimination from the last 6 levels of en-
coder and decoder. We analyze the performance by
each configuration in Section 7.3.

7 Results

We compare the results of our baseline fine-tuned
models with the state-of-the-art fine-tuned mod-

els in Section 7.1. We address (RQ1) “How does
adapter-tuning perform compared to fine-tuning
in the context of multi-modal input?” in Section
7.2 and (RQ2) “Do all adapter layers across the
encoder and decoder contribute equally to perfor-
mance across tasks/modalities?” in 7.3.

7.1 Fine-Tuned Models
We study the results of our baseline fine-tuned mod-
els with the state-of-the-art fine-tuned models for
the 3 datasets. The results of the experiments are
shown in Table 2. We observe that for the Tablesum
dataset, our fine-tuned model outperform the best
state-of-art T5 model on Rouge-1 by 3.8% , Rouge-
2 by 4.3% and Rouge-L score by 4%. This can be
attributed to fine-tuning our model on the clean ver-
sion of the dataset. Our fine-tuned models perform
comparably to the state-of-the-art T5-large on Fe-
TaQA dataset, i.e, 0.2% on Rouge-1, 0.01% higher
on Rouge-2, and 0.04% higher on Rouge-L. Our
fine-tuning results on NarrativeQA are lower than
state-of-the-art models trained with sophisticated
reasoning architecture. The focus of this work was
primarily on comparing fine-tuning and adapter-
tuning and hence we leave explicit reasoning as
part of future work.

7.2 Adapter-Tuned Models
We address (RQ1) by comparing the performance
of adapter-tuned models to our baseline fine-tuned
models. For Tablesum, as observed in Table 2 fine-
tuning(baseline) marginally outperforms adapter-
tuning with 0.7% higher Rouge-1 and 0.4% higher
Rouge-L scores while having the same Rouge-2
score. For FeTaQA, adapter-tune shows a larger
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Question: What and when were Akhila Kishore’s first two films?
Target: akhila kishore made her debut in the kannada film padhe padhe (2013), and appeared in kathai
thiraikathai vasanam iyakkam (2014).

Table:

Year Film Role Language
2013 Padhe Padhe Kanchana Kannada
2014 Kathai Thiraikathai Vasanam Iyakkam Daksha Tamil
2015 Inimey Ippadithaan Akhila Tamil

... ... ...
Adaper-tune: akhila kishore made her debut in the kannada film padhe padhe (2013) and kathai
thiraikathai vasanam iyakkam (2014).
Fine-tune: kathai thiraikathai vasanam iyakkam (2014) and inimey ippadithaan (2015) were kannada
films.
Question: Who is the starring actor of Aastik?
Target: aastik is a 1956 hindi film starring shahu modak, paro devi and meenakshi.

Table:

Title Director Cast
... ... ...

Aastik S. P. Kalla Shahu Modak, Paro Devi, Meenakshi, B. M. Vyas, Praveen Paul
Alam Ara Nanubhai Vakil Daljeet, Chitra, Tiwari, Niranjan Sharma, Minu Mumtaz,...

... ... ...
Adaper-tune: aastik is a 1956 bollywood film starring shahu modak.
Fine-tune: a directed by s. p. kalla.
Question: What were the three films directed by Yakub and when were they released?
Target: yakub directed three films: sagar ka sher in 1937, uski tamanna in 1939, and, in 1949, aiye.

Table:

Year Film Director
... ... ...

1937 Sagar Ka Sher (Lion of Sagar) Yakub
... ... ...

1939 Uski Tamanna (Her Last Desire) Yakub
... ... ...

1949 Aiye Yakub
... ... ...

Adaper-tune: yakub directed three films: sagar ka sher (lion of sagar) in 1937, uski tamanna (her last
desire) in 1939 and aiye in 1949.
Fine-tune: y directed by yakub.

Table 3: Samples where adapter-tune outperforms fine-tune

performance gain with 1.9% on Rouge-1 and
Rouge-L and 2.1% on Rouge-2 compared to fine-
tuning. The insignificant gains of fine-tuning over
adapter-tuning in tabular QA can be attributed to
catastrophic forgetting (French, 1999; Kirkpatrick
et al., 2017; Chen et al., 2020) induced by differ-
ences in the distribution of downstream tabular data
format from the original text data format of pre-
training.

To explore this phenomenon further, we analyse
examples from FeTaQA dataset in Table 3 where
adapter-tuning outperforms fine-tuning. We ob-
serve that the fine-tuned model is unable to disam-
biguate surface-form similarities from the column
semantics in the first example. The intended se-
mantics of the named-entity Akhila Kishore in the
question is Actor. While the surface-form is similar
to the column value Akhila, the intended semantics

is that of the column header Role. The fine-tuned
model wrongly predicts the second and third row of
the tabular context as correct grounding of informa-
tion while adapter-tuning is able to disambiguate
and predicts information from the first 2 rows as
answer. We observe that the fine-tuned model also
predicts information from the wrong column Direc-
tor instead of Cast in the second example. Adapter-
tune correctly identifies the column but partially
generates the required information in the predic-
tion. The third example depicts both non-factual
and non-fluent prediction by the fine-tuned model.

We demonstrate an example of a hierarchical
table of Tablesum in Table 4. The question re-
quires aggregation on the table cells and has vari-
ous summary-like targets associated with it. The
hierarchical table mentions Ed Sheeran 3 times, but
the actual number of occurrence is 10 times, from

46



Question: how many times was ed sheeran listed as the performer?
Targets:

• Ed Sheeran was listed as a performer twice in the table documenting the top hits of 2014 in
Sweden. Other English-Language top performers included Bruce Springsteen, Sam Smith, and
Coldplay, implying that English-Language music has significant success in Sweden.

• According to the table, in 2014, Ed Sheeran was only listed as the performer one time. It was for
the song that he performed that is called ""I See Fire"", which was out in January and February of
2014

Table:

Week Date Song title Performer Album title Performer
1 3 Jan 2014

"Timber" Pitbull feat. ... True Avicii
2 10 Jan 2014
3 17 Jan 2014

"I See Fire" Ed Sheeran

High Hopes Bruce ...
4 24 Jan 2014
5 31 Jan 2014 True Avicii
6 7 Feb 2014 Christer Sjögren

sjunger Sinatra
Christer Sjögren

7 14 Feb 2014
8 21 Feb 2014

True Avicii9 28 Feb 2014
... ... ... ...
31 31 July 2014

Prayer in C... Lilly Wood &...
X Ed Sheeran

32 7 Aug 2014 Honky Tonk Rebels Lasse Stefanz
... ... ... ...
42 16 Oct 2014

"The Days" Avicii
X Ed Sheeran

43 23 Oct 2014
44 30 Oct 2014

Songs for Daddy Jill Johnson
... ... ... ...

Adaper-tune: I found a table of the year 2014. It shows the week of the week, the song title, the artist,
the title of the song, the album title, and the performer. There are 11 times that Ed Sheeran was listed
as the performer in the year. The song title is "Timber" and the album is True.
Fine-tune: I found a table of Ed Sheeran’s year in 2014. He was listed as the performer 14 times in the
year 2014. The first time he was listed was on 3 January 2014 with the song "Timber" and the last time
was on 4 April 2014 with "I See Fire".

Table 4: Example from the Tablesum dataset.

Adapter-tune
#Trainable
parameters

Encoder
adapters
removed

Decoder
adapters
removed

– – 6, 343, 680 (1.56%)
0–2 12–14 4, 757, 760 (1.17%)
0–4 12–16 3, 700, 480 (0.91%)
0–6 12–18 2, 643, 200 (0.65%)
0–8 12–20 1, 585, 920 (0.39%)
0–10 12–22 528, 640 (0.13%)
0–11 12–22 264, 320 (0.07%)

fine-tune 406, 291, 456 (100%)

Table 5: Trainable parameters in the encoder and de-
coder. Encoder adapter layers are numbered from 0–11
and decoder adapter layers are numbered from 12–22.
x–y implies all adapter layers from x to y inclusive.

Week 3 to Week 9, Week 31 and from Week 42 to
Week 43. Our table transformation process handles
this to produce a regular table with 10 cells contain-
ing Ed Sheeran as value. The models can simply
aggregate over the mentions. As shown in Table 4,

both models generates long answers summarizing
information from the context table. However, as the
models do not explicitly handle cell aggregation,
we observe factual mistakes in both adapter-tuned
and fine-tuned models. The models find Tablesum
samples challenging even though the generated lan-
guage is fluent and readable.

For textual QA, on the NarrativeQA dataset,
adapter-tuning performs comparable to fine-tuning
with the adapter-tuned model achieving 0.8% lower
Rouge-1, 1.8% higher Rouge-2 and 1.5% lower
Rouge-L scores than fine-tuning.

We conclude that adapter-tuning performs better
than fine-tuning for out-of-domain tabular data and
comparable performance on in-domain text.

7.3 Ablation of adapter layers

We study (RQ2) by ablating adapter layers in both
the encoder and decoder modules. We uniformly
eliminate successive adapter layers from both en-
coder and decoder starting from the first layer in
both modules and finally deleting all layers. This
leads to 12 experiments corresponding to 12 en-
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(a) FeTaQA Rouge-L scores (b) Tablesum Rouge-L scores (c) NarrativeQA Rouge-L scores

(d) FeTaQA sacreBLEU scores (e) Tablesum sacreBLEU scores (f) NarrativeQA sacreBLEU scores

Figure 3: Adapter layer ablation scores. The X-axis represents range of encoder adapter layers deleted, the Y-Axis
represents range of decoder adapter layers deleted. x-y implies all adapter layers from x to y inclusive. There are
36 model ablation configurations displayed. The ablation starts from 0 to 6 encoder adapter layers removal and 12
to 18 decoder adapter layer removal represented by the bottom left cell ((0–6), (12–18)) and progressively increases
deletion of encoder adapter layers along the X-axis and decoder adapter layers along the Y-axis.

Figure 4: Adapter layer ablation Rouge2 F-scores.
The X-axis depicts encoder-adapter layers (0–11) and
decoder adapter layers (12–23) deleted progressively.
Each (x−y)

(r−s)
represents F-score with encoder layers p to

q deleted and decoder layers r to s deleted.

coder and 12 decoder adapter layers. We number
the encoder adapter layers from 0–11 and the de-
coder adapter layers from 12–23. We measure
the performance of the models using Rouge-2,
Rouge-L2 and sacreBLEU3 scores. The F-scores

2https://pypi.org/project/rouge-score/
3https://github.com/mjpost/sacreBLEU

Figure 5: Adapter layer ablation Rouge-L scores. The X-
axis depicts encoder-adapter layers (0–11) and decoder
adapter layers (12–23) deleted progressively. Each
(x−y)
(r−s)

represents F-score with encoder layers p to q

deleted and decoder layers r to s deleted.

for each dataset (NarrativeQA, Tablesum, FeTaQA)
are shown in Figure 4, 5 and 6, respectively. We
observe that as more adapter layers are eliminated,
the performance drops across all datasets. How-
ever, the performance drop is minimal until the
last adapter layers are also deleted. The inflection
point varies across dataset but is limited to the last
2 layers of the encoder and decoder. For the Narra-
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Figure 6: Adapter layer ablation sacreBLEU F-scores.
The X-axis depicts encoder-adapter layers (0–11) and
decoder adapter layers (12–23) deleted progressively.
Each (x−y)

(r−s)
represents F-score with encoder layers p to

q deleted and decoder layers r to s deleted.

tiveQA dataset, this point is when all layers till the
second last adapter layer from both the encoder and
decoder are deleted. For the FeTaQA and Tablesum
datasets, the performance drops sharply only when
the last encoder and decoder layers are removed.

To analyze contribution of the i-th adapter layer
of encoder and decoder to performance, we per-
form ablation of adapter layers (0–6), (0–7), . . . ,
(0–11) from encoder and adapter layers (12–18),
(12–19), . . . , (12–23) from decoder (decoder layers
are numbered 12–23). This leads to 36 configura-
tions where a configuration (p–q, r–s) represents
removal of all encoder adapters from p-th to q-th
layer and all decoder adapters from r-th to s-th.
The results are shown in Figure 3. We observe
that performance remains comparable as we pro-
gressively eliminate adapter layers from encoder
and decoder until the last layers. The performance
drops steeply when we remove the last encoder and
decoder adapter layers depicted towards the top-
right corner of RougeL scores in Figures 3a, 3b,
and 3c and BLEU scores in Figures 3d, 3e, and 3f.
This implies that last adapter layers learns most of
the domain information.

We also observe that the last encoder and de-
coder layers contribute differently to performance.
Removing the last encoder layer (column 0–11)
leads to substantial score drop across all decoder
layers. This indicates that the last encoder layer
is indispensable. Keeping only the last decoder
adapter (row 12–23) is comparable to keeping last
two last encoder layers (column 0–10). We also
observe that retaining just the last 50% of adapter

layers from both encoder and decoder increases
parameter efficiency by 0.7% parameters as sum-
marized in Table 5 without significant compromise
to performance.

8 Conclusion

We are the first to study parameter-efficient transfer
learning over tables and text for abstractive ques-
tion answering using adapters. We demonstrate that
parameter efficient adapter-tuning outperforms fine-
tuning on out-of-domain tabular data and achieves
comparable results on in-domain textual data.

We propose a transformation from hierarchical
tables to regular ones and further into a sequential
form compatible with pre-trained model. We ex-
tend an existing ablation study of adapter layers
to encoder-decoder setting and demonstrate that
adapter layers from the end of the encoder is indis-
pensable to encoding modality specific information
than decoder adapter layers at the same level.

Our results are useful for exploring scalability
of QA models in memory constrained situations
with comparable performance while scaling across
modalities using light-weight adapters.

One of the limitations of our work is that our
models do not explicitly reason and aggregate over
the table cells. This might lead to fluent but fac-
tually incorrect answers on challenging Tablesum
dataset. Addressing this limitation is left as future
work.
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APPENDICES

We provide further details on statistics of the
datasets used (Appendix A) and on the Rouge-2
scores for an encoder-decoder adapter layer abla-
tion study (Appendix B).

A Dataset Statistics

Statistics of the three datasets, i.e., Tablesum, Fe-
TaQA and NarrativeQA are listed in Table 6. Table-
sum has the longest answer length. The answers are
summary-like, often, describing aspects of the table
contents. The FeTaQA dataset contains answers
of mostly single sentences and targeted towards
specific facts asked in the question. The Narra-
tiveQA dataset focuses on questions from stories.
The answer lengths vary from single words to long
sentences. For the tabularQA dataset, Tablesum
contains larger tables than the FeTaQA dataset even
though it is limited to 200 unique tables over which
questions are asked. The FeTaQA dataset’s tables
contain more columns on average than Tablesum.

Tablesum

Domain Open
Modality Table
Table-type Regular
Training samples 798
Validation samples 200
Test samples –
Max question length 114
Max target length 1, 579
Max table row 155
Max table column 8

FeTaQA

Domain Open
Modality Table
Table-type Hybrid
Training samples 7, 326
Validation samples 1, 001
Test samples 2, 003
Train max question length 165
Train max target length 338
Train max table rows 34
Train max table columns 30
Val max question length 182
Val target length 325
Val max table rows 34
Val max table columns 22
Test max question length 193

Test max target length 295
Test max table lows 34
Test max table columns 22

NarrativeQA

Domain Stories
Modality Text
Training samples 65, 494
Validation samples 6, 922
Test samples 21, 114
Train max question length 175
Train max target length 171
Train max context length 6, 045
Val max question length 158
Val target length 187
Val max context length 6, 033
Test max question length 1, 220
Test target length 224
Test max context length 6, 090

Table 6: Dataset Statistics

B Encoder-Decoder Adapter Layer
Ablation Rouge-2 Scores

Ablation results (Rouge-2 F-scores) of 36 config-
urations of adapter layers deleted from the later
half of the encoder and decoder. Deleting the last
encoder adapter layers leads to massive drop in
performance as observed in the last three columns
of Figures 7a, 7b and 7c. However, deleting the
last decoder adapter layers results in better perfor-
mance in comparison to the encoder layers at the
same level as observed from the top 3 rows.
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(a) FeTaQA Rouge-L scores (b) Tablesum Rouge-L scores (c) NarrativeQA Rouge-L scores

Figure 7: Adapter layer Rouge-2 ablation scores. The X-axis represents range of encoder adapter layers deleted,
the Y-Axis represents range of decoder adapter layers deleted. x-y implies all adapter layers from x to y inclusive.
There are 36 model ablation configurations displayed. The ablation starts from 0 to 6 encoder adapter layers removal
and 12 to 18 decoder adapter layer removal represented by the bottom left cell ((0–6), (12–18)) and progressively
increases deletion of encoder adapter layers along the X-axis and decoder adapter layers along the Y-axis.
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Abstract

When multiple conversations occur simulta-
neously, a listener must decide which con-
versation each utterance is part of in order
to interpret and respond to it appropriately.
This task is referred as dialogue disentangle-
ment. A significant drawback of previous
studies on disentanglement lies in that they
only focus on pair-wise relationships between
utterances while neglecting the conversation
structure which is important for conversation
structure modeling. In this paper, we propose
a hierarchical model, named Dialogue BERT
(DIALBERT), which integrates the local and
global semantics in the context range by us-
ing BERT to encode each message-pair and
using BiLSTM to aggregate the chronological
context information into the output of BERT.
In order to integrate the conversation structure
information into the model, two types of loss of
conversation-structure loss and tree-structure
loss are designed. In this way, our model can
implicitly learn and leverage the conversation
structures without being restricted to the lack
of explicit access to such structures during
the inference stage. Experimental results
on two large datasets show that our method
outperforms previous methods by substantial
margins, achieving great performance on dia-
logue disentanglement.

1 Introduction

In a multi-party chat stream (Traum, 2004; Uthus
and Aha, 2013; Ouchi and Tsuboi, 2016; Gu
et al., 2021), messages related to different topics
are entangled with each other, which makes it
difficult for a new user to understand the context
of the discussion in the chat room. Dialogue
disentanglement (Kummerfeld et al., 2019; Gu
et al., 2020b; Yu and Joty, 2020; Liu et al., 2021a,b)
aims at disentangling a whole conversation into
several threads from a data stream so that each
thread is about a specific topic. Early research
either did not release their datasets (Adams and

Figure 1: An example of dialogue disentanglement.
In this example, conversations marked with different
colours are entangled together. This task aims to
separate this chat stream by conversations.

Martell, 2008; Wang et al., 2008) or used small
datasets (Elsner and Charniak, 2008; Elsner and
Schudy, 2009; Wang and Oard, 2009; Elsner
and Charniak, 2010, 2011; Jiang et al., 2018).
Kummerfeld et al. (2019) released a new large-
scale dataset that made it possible to train a more
complex model and to fairly compare different
models. Figure 1 shows an example of dialogue
disentanglement in this dataset.

Currently, most of the existing methods for
dialogue disentanglement employ a two-step ap-
proach framework. Firstly, a model is employed
to determine the relation between two messages.
Then a clustering algorithm is employed to sep-
arate these messages into different conversation
clusters. Following this framework, Zhu et al.
(2020) proposed a BERT-based model named
Masked Hierarchical Transformer (MHT), which
aims at making use of the conversation structures.
This method uses a mask mechanism to explicitly
build connections between context messages and
their corresponding ancestors in a conversation.
However, the main drawback of their approach
is that the designed mask is computed based on
the parents’ relation of each message given the
whole conversation, which is only available during
the training stage. In order to deal with the lack of
masks during the inference stage, they construct the
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pseudo mask label based on the predicted relations
between any message-pair. However, the pseudo
mask label cannot introduce reliable conversation
structure information, especially when models
cannot achieve a perfect prediction performance
on relevant datasets.

In this work, we follow this two-step approach
framework and propose a hierarchical BERT-based
model, named Dialogue BERT (DIALBERT) for
dialogue disentanglement. DIALBERT first use
BERT (Devlin et al., 2019) to capture the matching
information in each message pair. Then, a context-
level BiLSTM is employed to aggregate and in-
corporate the context information. The semantics
similarity of each message pair is measured by
calculating their matching scores, and the message
that has the highest matching score with the target
message is regarded as the parent message of it. In
addition, we aim at introducing and making use
of conversation structures to help DIALBERT to
make decision by training DIALBERT with two
extra types of loss of conversation-structure loss
and tree-structure loss. In this way, the model
can implicitly learn and leverage conversation
structures without being restricted to the lack of
explicit access to such structures during inference.

We evaluate our method on two large datasets
releasaed by Kummerfeld et al. (2019) and Zhu
et al. (2020) respectively. Experimental results
show our proposed method outperforms previous
methods in terms of various evaluation metrics.

In summary, our contributions in this paper are
three-fold: (1) A hierarchical model named DIAL-
BERT is proposed for dialogue disentanglement.
(2) Two losses of conversation- and tree-structure
losses are introduced to make use of the structures
of the conversation history. (3) The performance
of the proposed method is evaluated on two large
datasets, and the ablation studies further verified
the effectiveness.

2 Related Work

The research for dialogue disentanglement dates
back to Aoki et al. (2003) which conducted a study
of voice conversations among 8-10 people with an
average of 1.76 activate conversations at any given
time. In recent studies, the mainstream method for
dialogue disentanglement is the two-step approach:
firstly, a neural network is used to determine the
relation between two messages. Then a clustering
algorithm is adopted to separate messages into

different conversations. In the first step, Mehri
and Carenini (2017) used recurrent neural net-
works(RNNs) to model adjacent messages. Jiang
et al. (2018) was the first work that used convolu-
tional neural networks to estimate the conversation-
level similarity between closely posted messages.
Zhu et al. (2020) proposed a Masked Hierarchical
Transformer based on BERT to calculate the
matching score by using conversation structures.
In addition to neural networks, statistical (Du
et al., 2017) and linguistic features (Elsner and
Charniak, 2008, 2010, 2011; Mayfield et al., 2012)
have also been used in the existing research.
In the clustering stage, some research proposed
the clustering algorithm by using threshold such
as Jiang et al. (2018). Most studies grouped two
messages with the highest matching score into the
same conversation. In our study, we follow this
mainstream setting.

3 Problem Formulation

Given a dataset D,
{
M (1),M (2), ...,M (N)

}
repre-

sents a list of messages and each message belongs
to a specific conversation. Following the setting
of previous studies (Elsner and Charniak, 2008,
2010, 2011; Mayfield et al., 2012; Jiang et al.,
2018), in order to find the parent message of a
target message, T − 1 messages occurring before
this target message and itself form the context
message set of this target message. The target
message is a word sequence that can be represented
by MT =

{
mT

1 ,m
T
2 , ...,m

T
nT

}
, and each context

message is a word sequence that can be represented
by M i =

{
mi

1,m
i
2, ...,m

i
ni

}
, where nT and ni

are the sequence length of messages and i ∈
{1, 2, ..., T}. Every target message has a label
Y ∈ {1, 2, ..., T} indicating which message in
context range is the parent message of the target
message (each message has and only has one parent
message). Our goal is to learn a prediction model
to predict which message in

{
M1,M2, ...,MT

}
is

the parent message of the target message MT for
T ∈ {1, 2, .., N}. Note that if the target message
is the first message of a conversation, the parent of
the target message is itself.

4 Methodology

4.1 DIALBERT
DIALBERT calculates the matching scores be-
tween the target message and its context messages.
The overall architecture is shown in Figure 2. The
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Figure 2: The overall architecture of DIALBERT. CLS T is the [CLS] hidden state of the T-th message pair. Note
that the hand-craft features designed before the heuristic classifier is introduced in Kummerfeld et al. (2019). These
features are not used on the Reddit dataset.

context message that has the largest matching score
with the target message will be regarded as the
parent message. For the second step, after we get
the parent message of each target message, we
group messages into different conversations based
on the parental relations.

4.1.1 Context-Aware Input

In order to take context semantics in a chat into
consideration, T − 1 preceding messages of the
target message are used along with the target mes-
sage to form the context message set. Specifically,
every context message will be concatenated with
the target message to form a message pair. Then,
all the message pairs will be combined together as
a single input to predict the parent message of each
target message. The input ui can be formulated as:
ui =

[
cls,mT

1 , ...,m
T
nT

, sep,mi
1, ...,m

i
ni
, sep

]
,

where U = {ui}Ti=1. i ∈ [1, 2, ..., T ] is the index of
the context message. cls and sep are the start and
separation tokens predefined in BERT, respectively.
Note that uT is composed of two target messages.

4.1.2 Context BERT Module

A strategy to consider context is to concatenate
the context messages with the target message. But
this strategy weakens the relationships between
each context message as they are organized in
chronological order in the chat stream.

In order to better consider the chronological
order information of context messages, we propose
a context BERT module to encode the history
context by using both BERT and a BiLSTM model.
Specifically, we encode input U by adopting BERT,

and the output of the reserved cls will be used as
feature vectors E = {ei}Ti=1. Each feature vector
ei contains the semantics in its corresponding
message pair. In addition, we further encode the
feature vectors E with a single layer Bi-LSTM to
obtain the high-order feature vectors F, which have
captured the semantics of history context and can
be represented as {fi}Ti=1. The formulae of the
calculation are as follows:

ei = BERT(ui),∀i ∈ [1, 2, ..., T ], (1)

fi = BiLSTM(ei),∀i ∈ [1, 2, ..., T ], (2)

m = Softmax(Linear(F)), (3)

where the dimension of the hidden units in a
BiLSTM layer is k. m = {mi}Ti=1 are matching
degrees that will be used to calculate the tree-
structure loss in Section 4.2.

4.1.3 Heuristic Classifier
To model the higher-order interaction between
the target message and its context messages, a
heuristic classifier which has proved to be effective
in different studies (Yoon et al., 2018; Chen
et al., 2017, 2018), is employed. Specifically, the
interaction vectors G = {gi}Ti=1 will be fed into a
single layer classifier to get matching scores, with
the following formulae:

gi = [fi, fT , fi ◦ fT , fi − fT ], (4)

p = Softmax(Linear(tanh(GWT
3 + b3))), (5)

where W3 ∈ R4k×8k is weight matrix and b3 ∈
R4k is the bias. ◦ is element-wise product and −
is element-wise subtraction. p = {pi}Ti=1 are the
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matching scores, and will be used to calculate cross-
entropy loss LCE (shown below) and conversation-
structure loss LCV .

LCE = − 1

T

T∑

i=1

yi log (pi), (6)

where {yi}Ti=1 is the one-hot embedding of golden
label Y . T is the context range. The overall loss
for DIALBERT model can be formalized as :

Loverall = LCE + αLCV + βLTS , (7)

where α and β are hyperparameters. The
conversation-structure loss LCV and tree-structure
loss LTS will be introduced in Section 4.2. Finally,
the context message with the largest matching
score is regarded as the parent message of target
message, and we group these two messages into
the same conversation.

4.2 Conversation- and Tree-Structure Loss

In the list of messages, different conversations
are entangled together, and each conversation has
its own semantic coherence and cohesion. Most
previous studies failed to use the structure of
each conversation when the parent message of a
target message in the context is determined. In
order to encourage our model to find the parent
message of the target message based on the con-
text coherence of the conversation, we introduce
conversation-structure loss and tree-structure loss
in addition to the cross-entropy loss. In this way,
our model can learn and leverage the structure
of the conversation implicitly and will not suffer
from a lack of conversation structure information
during the inference/testing stage. Intuitively, both
conversation-structure loss and tree-structure loss
can encourage the model to select most relevant
message as the parent message.

4.2.1 Conversation-Structure Loss
The conversation-structure loss is computed based
on the matching score:

LCV = − 1

T

T∑

i=1

yci log(pi), (8)

where {yci }Ti=1 are the conversation labels and each
yci is a binary label indicating whether the i-th
context message is in the conversation same as
the target message. {pi}Ti=1 are matching scores of

Figure 3: An example of the conversation structure.
A chat stream consists of multiple these structures.
Conversation-structure loss will help the model
distinguish which conversation structure does target
message belong to and Tree-Structure loss will help the
model further distinguish ancestor messages of target
message in the structure.

message pairs. T is context range. The intention
of the conversation-structure loss is to encourage
the model to choose the parent message for a
target message from the messages in the same
conversation.

4.2.2 Tree-Structure Loss
In order to further make use of the structure
of conversation, we propose tree-structure loss.
Intuitively, in a structure of a conversation (shown
in Figure 3), ancestors of the target message (i.e.,
message 0, message 1 and message 4) are most
relevant to the target message. Because the target
message can be regarded as the response to its
ancestor messages or as an extension of the topic
discussed in the ancestor messages, the intention of
the tree-structure loss is to help the model further
narrow down the candidates. The tree-structure loss
encourages the model to choose the parent message
for a target message from all ancestor messages in
the same conversation. The tree-structure loss has
two terms that are designed for ancestor nodes and
other nodes, respectively. The first term of the tree-
structure loss can be computed with the following
formulae:

yai =





0.5 if d = 0,

1.2-0.2*d if 0 < d ≤ 5

0.1 if 5 < d,

, (9)

LFirstTerm = − 1

T

T∑

i=1

yai log(mi), (10)

where d is the distance between the specific context
message and target message in the structure of
a conversation. For example, in Figure 3, d of
message 1 and the target message is 2. Note that
d = 0 is the distance for the special message pair
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in which the target message is paired with itself.
Because our target is to find the parent message.

In order to add the penalty to the model, if non-
ancestor messages in the conversation are selected
as the parent of the target message, we designed
three strategies for calculating the second term of
the tree-structure loss: uniform-penalty, penalty-
by-distance, and penalty-by-layer-difference. For
uniform strategy, ybi = 0.1 if the i-th context
message is not an ancestor message of the target
message. For penalty-by-distance, the strategy is
formalized as follows:

ybi =





1-
d

20
if 0 ≤ d < 20

0.1 if 20 ≤ d
, (11)

where d is the distance between the target message
and the corresponding message in the structure
of the conversation; e.g., in Figure 3, d between
message 3 and target message is 3. For penalty-by-
layer-difference, the strategy can be formalized as:

ybi =





1-
li
10

if 0 ≤ li < 10

0.1 if 10 ≤ li

, (12)

li =| layertarget − layeri |, (13)

where layertarget is the layer number of the target
message in the structure of the conversation. layeri
is the layer number of message i; e.g., the layer
difference between message 2 and target message
is | 4− 2 |= 2. The tree-structure loss LTS can be
formulated as:

LSecondTerm = − 1

T

T∑

i=1

ybi log(mi), (14)

LTS = LFirstTerm − LSecondTerm. (15)

Note that if the i-th context message is not in the
same conversation as the target message, then yai =
0, ybi = 0.

5 Experiments

5.1 Datasets
Our proposed method was evaluated on the Ubuntu
IRC dataset (Kummerfeld et al., 2019), which
is manually annotated with reply-to relationship
between messages. The statistics of distances
between the target and its parent message is shown
in Figure 4. In addition, we also evaluated
our proposed method on the Reddit-large dataset

Figure 4: The percentage of distances between the target
message and its parent message in the Ubuntu IRC
dataset.

Message Conversation Avg. Distance

Ubuntu IRC

Train 67463 3825 6.55
Validation 2500 250 6.87
Testing 5000 280 6.16

Reddit

Train 468679 20178 5.53
Validation 37300 2098 5.97
Testing 72933 4133 5.95

Table 1: Statistics of the Ubuntu IRC and the Reddit
datasets. The last column denoted the averaged distance
between a target message and its parent message.

proposed in Zhu et al. (2020).1 We followed the
settings in Zhu et al. (2020) to further filter the
Reddit-large dataset: if a comment or the user
who posted the comment is deleted, the comment
itself and all its descendants are not included in
the dataset. These conversations were splitted into
train/validation/testing sets in a ratio of 8:1:1. The
overall statistics of the two datasets are shown in
Table 1 and data examples from these two datasets
are shown in Table 2.

5.2 Evaluation Metrics
For the Ubuntu IRC dataset, we follow the setting
in Kummerfeld et al. (2019). The evaluation
metrics used in our experiments include: the mod-
ified Variation of Information (VI) (Kummerfeld

1Zhu et al. (2020) only provide the comment IDs and
crawling scripts. The data collected in our paper is crawled on
March 23, 2020 using the provided scripts and IDs.
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Parent Index Message

... ... ...
996 1000 [03:04] Amaranth: @cliche American
992 1001 [03:04] Xenguy: @Amaranth I thought you were – welcome mortal ;-)
1000 1002 [03:04] cliche: @ Amaranth, hahahaha
1003 1003 === welshbyte has joined #ubuntu
997 1004 [03:04] e-sin: no i just want the normal screensavers
995 1005 [03:04] Amaranth: @benoy Do you have cygwinx installed and running?
1006 1006 [03:04] babelfishi: can anyone help me install my Netgear MA111 USB adapter?
1004 1007 [03:04] e-sin: i have a 16mb video card
1008 1008 === regeya has joined #ubuntu
1007 1009 [03:04] e-sin: TNT2 :)
1001 1010 [03:05] Amaranth: @Xenguy hehe, i do side development
1007 1011 [03:05] jobezone: @e-sin then it’s xscreensaver and xscreensave-gl for opengl ones.
1005 1012 [03:05] benoy: how do i install that? I couldn’t find that in the list of things
1010 1013 [03:05] Amaranth: @Xenguy things like alacarte and easyubuntu
... ... ...

1 1 DeathisLaughing: HP forgot to print the label for this ink cartridge...that’s mildly ironic...
1 2 BitJit: @ DeathisLaughing Mystery ink box! Will it fit in your printer?! no.
1 3 andrewsmith1986: @ DeathisLaughingI love this subreddit.
1 4 myfutureperfect: @ DeathisLaughing They ran out of ink. So, what?
1 5 sageDieu: @ DeathisLaughing They probably couldn’t afford it
1 6 dsbaciga: @ DeathisLaughing I like that they ignore the low ink cartridge notifications just like I do.

Table 2: Data examples of the Ubuntu IRC dataset (upper) and the Reddit dataset (lower).

et al., 2019), Adjusted Rand Index (ARI), One-
to-One Overlap (1-1) of the cluster (Elsner and
Charniak, 2008), as well as the precision, recall,
and F1 score between the cluster prediction and
ground truth. Note that the precision, recall,
and F1 score are calculated using the number
of perfectly matching conversations, excluding
conversations that have only one message (mostly
system messages). We take VI as the main metric.
For the Reddit dataset, we follow the setting of Zhu
et al. (2020). Specifically, the graph accuracy and
the conversation accuracy are adopted. The graph
accuracy is used to measure the average agreement
between the ground truth and predicted parent
for each utterance. The conversation accuracy is
used to measure the average agreement between
conversation structures and predicted structures.
Specifically, only if all messages in a conversation
are predicted correctly, the predicted structure is
regarded as correct. We take graph accuracy as the
main metric.

5.3 Implementation Details

The base version of BERT was used in our ex-
periments. The initial learning rate was set to
2e-5. The maximum sequence length was set
to 100. The number of hidden unit k was 384.
For the two extra losses, α = 0.15 and β = 1
achieved the best performance. The value of α
was selected from [0.1, 0.15, 0.2], and that of β

was selected from [0.5, 1]. Dropout was applied
on the output layer of the ConBERT and heuristic
classifier with a ratio of 0.1. For the IRC dataset,
batch size was set to 4 and the context range T
was set to 50. For the Reddit dataset, batch size
was set to 3 and the context range T was set to 16.
All experiments were conducted on a 24G RTX
TITAN GPU. All codes were implemented in the
TensorFlow framework (Abadi et al., 2016) and are
published to help replicate our results. 2

5.4 Comparison Baselines

We compare our models with those reported in
Kummerfeld et al. (2019) and Zhu et al. (2020),
which are shown in the Table 3. Below we list
variants of our models, which are also shown in the
bottom part of Table 3.

DIALBERT: Domain adaptation has shown
great effectiveness to improve dialogue perfor-
mance (Gu et al., 2020a; Whang et al., 2020) .In
this setting, DIALBERT with adaptation 3 will
be used to find parent message according to the
ranking scores.

2https://github.com/TeddLi/Disentangle
3The Ubuntu forum data published in Dialog System

Technology Challenges 8 (DSTC 8) - Track 2 as external data
was adopted to perform domain adaptation. The input was
constructed as {[CLS], title, question, [SEP],
answer, [SEP]}. Both tasks of masked language model
(MLM) and next sentence prediction (NSP) were employed
during domain adaptation. Note that domain adaptation was
only employed in Ubuntu IRC dataset.
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VI ARI 1-1 F1 P R

Linear+ feature * 88.9 - 69.5 21.8 19.3 24.9
Feedforward + feature * 91.3 - 75.6 36.2 34.6 38.0
× 10 union* 86.2 - 62.5 33.4 40.4 28.5
× 10 vote* 91.5 - 76.0 38.0 36.3 39.7
× 10 intersect* 69.3 - 26.6 32.1 67.0 21.1
Elsner(2008)* 82.1 - 51.4 15.5 12.1 21.5
Lowe(2017)* 80.6 - 53.7 8.9 10.8 7.6

Dec. Att. (dev)* 70.3 - 39.8 0.6 0.9 0.7
Dec. Att. + feature (dev)* 87.4 - 66.6 21.1 18.2 25.2
ESIM (dev)* 72.1 - 44.0 1.4 2.2 1.8
ESIM + feature (dev)* 87.7 - 65.8 22.6 18.9 28.3
BERT (dev)* 74.7 - 45.4 2.2 2.6 2.7
BERT + feature (dev)* 89.5 - 71.7 21.4 30.0 25.0
MHT (dev)* 82.1 - 59.6 8.7 12.6 10.3
MHT +feature (dev)* 89.8 - 75.4 35.8 32.7 34.2
DIALBERT w/o. adapt (dev) 93.4 79.2 83.1 44.4 48.4 41.1
DIALBERT (dev) 94.1 81.1 85.6 48.0 49.5 46.6
Structural Characterization (dev) 94.4 81.8 86.1 52.6 51.0 54.3

DIALBERT w/o. adapt 92.5 63.5 76.5 39.8 36.4 43.8
DIALBERT 92.6 69.6 78.5 44.1 42.3 46.2
DIALBERT + feature 92.4 64.6 77.6 42.2 38.8 46.3
DIALBERT + ensemble 93.3 75.2 - 46.8 44.3 49.6
DIALBERT + cov 93.2 72.8 79.7 44.8 42.1 47.9
DIALBERT + cov + uni 93.1 68.2 78.2 43.8 40.0 48.2
DIALBERT + cov + dis 93.9 76.3 81.2 46.5 43.3 50.1
DIALBERT + cov + layer 93.2 72.0 79.5 43.1 40.0 46.8

Ptr-Net 92.3 70.2 - 36.0 33.0 38.9
Ptr-Net + Joint train&Self-link 94.2 80.1 - 44.5 44.9 44.2
Structural Characterization 94.6 76.8 84.2 51.7 51.8 51.7

Table 3: Results on the Ubuntu IRC development
and test sets. Note that feature was introduced
along with the original dataset (Kummerfeld et al.,
2019), so the “feature” used with different models was
the same. The results marked with * were copied
from their corresponding publications. Dec. Att.
denoted the decomposable attention model (Parikh et al.,
2016), ESIM denoted the enhanced sequential inference
model (Chen et al., 2017), and MHT denoted masked
hierarchical Transformer (Zhu et al., 2020). Numbers in
bold denoted the best performance without comparing
with Ptr-Net (Yu and Joty, 2020) and structural
characterization(Ma et al., 2022), which are the latest
proposed methods for dialogue disentanglement and are
included for reference.

DIALBERT + feature: The same setting as
DIALBERT, but also combined with the features
used in Kummerfeld et al. (2019). The features
consist of three parts: (1) Global-level features,
including year and frequency of the conversation.
(2) Utterance level features, including types of
message, targeted or not, time difference between
the last message, etc. (3) Utterance pair features
including how far apart in position and the time be-
tween the messages, whether one message targets
another, etc. Specifically, we concatenate these
external features with high-order feature vectors
F in our model. These features are same as those
used in other baseline models.

DIALBERT + ensemble: In this setting, the

Model Graph Conversation

ESIM 23.2 0
Decomposable Attention 16.4 0
BERT 29.6 0.24
DIALBERT 33.7 0.36
DIALBERT + cov 34.5 0.31
DIALBERT + cov + uni 36.1 0.38
DIALBERT + cov + dis 34.4 0.41
DIALBERT + cov + layer 33.1 0.29

Table 4: Results of different models on the Reddit test
set in terms of the accuracy (%).

VI ARI 1-1 F1 P R

Our model 93.9 76.3 81.2 46.5 43.3 50.1
- extra losses 92.7 69.2 78.5 44.3 42.1 46.7
- adaptation 92.5 67.8 78.6 41.0 37.6 45.1
- BiLSTM 90.8 62.9 75.0 32.5 29.3 36.6

Table 5: Ablation analysis on different components
using the Ubuntu IRC dataset.

weights of the model prediction probability were
averaged for each sample across 8 DIALBERT
models.

DIALBERT w/o. adaptation: In this setting,
the adaptation process was ablated. DIALBERT
was finetuned on the IRC dataset directly.

DIALBERT + cov: The conversation-structure
loss was employed in addition to the cross-entropy
loss.

DIALBERT + cov + (uni or dis or layer):
Three results of using different tree-structure losses
were reported.

5.5 Experimental Results

The performances of different models on the IRC
test set are shown in Table 3. Our model outper-
forms all of the previous models in all evaluation
metrics. Specifically, on the test set, the previous
work using an ensemble of 10 feedforward models
obtained through a vote is capable of reaching the
previous best performance. We can see that our
best model (DIALBERT+cov+dis) achieves better
performance by a large margin. To compare our
results with those reported in Zhu et al. (2020),
we report the performances of DIALBERT and
DIALBERT w/o. adaptation on the development
set as well. 4 We can see even without domain

4Zhu et al. (2020) did not include results on the test set.
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Parent DIALBERT DIALBERT Index Messageextra losses

... ... ...
1232 1232 1232 1232 [19:15] franendar: how can I install a specific glibc version?
1226 1226 1226 1233 [19:15] EriC: paste grep Prompt /etc/update-manager/release-upgrades
1232 1232 1232 1234 [19:15] franendar: im getting this: sudo apt-get install build-essential
1233 1233 1233 1235 [19:15] EriC: empty
1232 1236 1232 1236 [19:15] MonkeyDust: many glibc questions these days, i wonder how come
1234 1234 1234 1237 [19:15] franendar: im getting this: version ‘GLIBCXX_3.4.21’ not found
1235 1235 1235 1238 [19:15] EriC: cat /etc/update-manager/release-upgrades
1223 1231 1231 1239 [19:15] nick420: Unable to locate package java8-installer
1238 1238 1238 1240 [19:16] EriC: prompt=never
1240 1240 1240 1241 [19:16] EriC: So, prompt=lts?
1241 1240 1241 1242 [19:16] EriC: yeah
1242 1242 1242 1243 [19:16] EriC: Thanks
... ... ...

Table 6: An example that DIALBERT cannot predict correctly, but DIALBERT + extra losses does. In this table,
Parent is the golden label; DIALBERT and DIALBERT + extra losses is the the perdiction of different models;
Index is the message index.

adaptation and extra losses, DIALBERT already
outperforms MHT+feature. All our other models
perform even better on the development set, but
due to the space limit, we only report the above
two models on the development set.

The same observation can be seen on the Reddit
dataset as shown in Table 4. Note that the values of
conversation accuracy (Conv. Acc.) are small, due
to the definition of the metric itself.

Different from other NLP tasks, according to the
results, BERT does not have much advantages over
other models, which indicates semantic knowledge
learned from pre-training is not a direct indica-
tor of improvement for disentanglement. The
result that DIALBERT outperforms BERT on
all six evaluation metrics could be explained by
the vital importance of context in conversations
disentanglement, and DIALBERT makes better
use of pre-trained knowledge. The substantial
margin between DIALBERT and DIALBERT
w/o. adaptation demonstrates adaptation does
give further improvement of DIALBERT. It is
also notable that DIALBERT+feature does not
have much performance improvement compared
with DIALBERT, which means the information
contained in feature has been implicitly learned
during the domain adaptation process. As the result,
we further report the ensemble results and external
loss results based on DIALBERT with adaptation.

The results that DIALBERT+cov outperforms
DIALBERT shows that the conversation-structure
loss does help. Among the three strategies of
tree-structure losses, only the penalty-by-distance
strategy can further improve the performance of DI-

ALBERT+cov. The reason might be both uniform-
penalty strategy and penalty-by-layer-difference
strategy ignore the distance between each message
and target message in tree structures, and distance
information is of vital importance to understand the
conversation structures. That explains why penalty-
by-distance strategy can further improve the result
in both the IRC test set and in Reddit test set.

It can be seen that the results of DIALBERT
and DIALBERT with conversation-structure loss
doesn’t show a substantial margin in the Reddit test
set. The reason might be the differences in data
collection. For the IRC dataset, data are collected
from Linux IRC channel which means different
conversations can happen at the same time and
messages in context range are not necessary within
the same conversation with the target message. But
for the Reddit dataset, data are crawled by a list of
all posts in a conversation which means messages
of each conversation are together in the dataset. As
a result, the conversation information can not give
as much improvement as in IRC dataset.

5.6 The Value Design for Tree-Structure Loss

The selection of d and l is based on the statistic
of both datasets that we used. For equation 9,
d = 5 will cover most of samples. Because
our target is to find the parent message of target
message. So we set d = 0 a smaller value to give
the “real” parent message more “credit”. For the
same reason, we set threshold d and l to be 20
and 10 in equation 11 and equation 12 respectively.
Please note that the d in equation 9 is designed for
ancestor messages. The d in equation 11, however,
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is designed for non-ancestor messages which are
generally further away from the target message.
The d in equation 11 will not be 0. As the result,
we set different threshold d value. The intention
that we designed descending ybi based on distance
(or layer-difference) is the assumption that the
nearer a message and the target message is the more
semantic relevant it could be. We designed the
uniform-penalty strategy to verify the correctness
of the assumption (as shown in Table 3), and
results show that penalty-by-distance and penalty-
by-layer-difference do reach better performance.

5.7 Ablation
To find out how each component contributes to
the final results, we display the ablation analysis
of different component based on our best system
DIALBERT+cov+dis (as shown in Table 5). The
performance of the model drops in all of 6 eval-
uation metrics after the removal of extra losses,
which demonstrates the effectiveness of integrating
conversation structure information into the losses.

Moreover, the performance of the model drops
in 5 out of 6 evaluation metrics after the removal
of adaptation process, which indicates adaptation
learns useful semantic information, especially
under the condition that the dataset is in a specific
domain. After the removal of BiLSTM, in which
the model has to make a prediction without any
context consideration, results fall remarkably ac-
cording to all evaluation metrics. As we discussed
before, context is very important for disentangling
a conversation. We can see from the ablation
results, every component added on BERT in our
model contributes to the final result.

Our model can not only introduce global and
local conversation semantics but also introduce
the conversation structures implicitly, resulting
in achieving a new state-of-the-art results by
outperforming other models substantially.

5.8 Case Study
As shown in Table 6, there are three conversations
involve in this example, i.e., {1232, 1234, 1236,
1237 }, {1233, 1235, 1238, 1240, 1241, 1242,
1243} and {1249}, where these numbers denote
the index for each message. For the messages
1236 and 1242, DIALBERT + extra losses can find
the correct parent message, which indicates that
extra losses do help the DIALBERT in dialogue
disentanglement. Specifically, for the message
1236, conversation-structure loss plays a more

important role, because the preceding messages
after parent message are from two conversation.
For the message 1242, tree-structure loss plays
a more important role, because the preceding
messages after parent message are from the same
conversation. For message 1239, both DIALBERT
and DIALBERT + extra losses cannot predict
correctly, the reason might be that the distance
from parent message is too far in this case, which
demonstrates that dialogue disentanglement is still
hard and extra losses can not handle all the cases.

6 Conclusions

In this paper, we propose a novel framework for
dialogue disentanglement. Different from previous
work, we integrate both local and global semantics
by proposing an adapted hierarchical BERT-based
model (DIALBERT) to disentangle conversations.
Moreover, in order to make use of conversation
structures, we finetune our model with two losses
(i.e., conversation-structure loss and tree-structure
loss). We evaluate our method on two large
datasets. Results show that our method achieves a
new state-of-the-art performances on both datasets
and outperforms models from previous work with
a substantial margin. In the future, we will
design non-heuristic methods for modeling the
conversation structure with less hyperparameters
which is a challenge worth exploring.
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Abstract

We deal with the scenario of conversational
search, where user queries are under-specified
or ambiguous. This calls for a mixed-initiative
setup. User-asks (queries) and system-answers,
as well as system-asks (clarification questions)
and user response, in order to clarify her infor-
mation needs. We focus on the task of select-
ing the next clarification question, given the
conversation context. Our method leverages
passage retrieval from a background content to
fine-tune two deep-learning models for ranking
candidate clarification questions. We evaluated
our method on two different use-cases. The
first is an open domain conversational search
in a large web collection. The second is a task-
oriented customer-support setup. We show that
our method performs well on both use-cases.

1 Introduction

A key task in information and knowledge discovery
is the retrieval of relevant information given the
user’s information need (usually expressed by a
query). With the abundance of textual knowledge
sources and their diversity, it becomes more and
more difficult for users, even expert ones, to query
such sources and obtain valuable insights.

Thus, users need to go beyond the traditional
ad-hoc (one-shot) retrieval paradigm. This requires
to support the new paradigm of conversational
search – a sophisticated combination of various
mechanisms for exploratory search, interactive IR,
and response generation. In particular, the con-
versational paradigm can support mixed-initiative:
namely, the traditional user asks - system answers
interaction in addition to system-asks (clarification
questions) and user-answers, to better guide the
system and reach the information needed (Krasakis
et al., 2020).

Existing approaches for asking clarification ques-
tions include selection or generation. In the se-
lection approach, the system selects clarification

questions from a pool of pre-determined ques-
tions (Aliannejadi et al., 2019). In the generation
approach, the system generates clarification ques-
tions using rules or using neural generative mod-
els (Zamani et al., 2020).

In this work we focus on the selection task.
While the latter (i.e., generation) may represent
a more realistic use-case, still there is an interest in
the former (i.e., selection) as evident by the Clari-
fying Questions for Open-Domain Dialogue Sys-
tems (ClariQ) challenge (Aliannejadi et al., 2020).
Moreover, the selection task represents a controlled
and less noisy scenario, where the pool of clarifica-
tions can be mined from e.g., query logs.

In this paper we deal with content-grounded con-
versations. Thus, a conversation starts with an ini-
tial user query, continues with several rounds of
conversation utterances (0 or more), and finally
ends with one or more documents being returned to
the user. Some of the agent utterances are marked
as clarification questions.

The task at hand is defined as follows. Given
a conversation context up to (and not including)
a clarification-question utterance, predict the next
clarification question. A more formal definition is
given in Section 3.2 below.

Intuitively, clarification questions should be used
to distinguish between several possible intents of
the user. We approximate those possible intents
through passages that are retrieved from a given
corpus of documents. A motivating example from
the (Aliannejadi et al., 2020) challenge is given in
Figure 1. The user wants to get information about
the topic all men are created equal. Through the
retrieved passage, the system can ask the mentioned
clarification questions.

We use two deep-learning models. The first one
learns an association between conversation context
and clarification questions. The second learns an
association between conversation context, candi-
date passages and clarification questions.
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Evaluation was done on two different use-cases.
The first one is an open domain search in a large
web corpus (Aliannejadi et al., 2020). The second
is an internal task-oriented customer-support setup,
where users ask technical questions. We show that
our method performs well on both use-cases.

all men are created equal

would you like to learn more about the 
declaration of independence?

would you like to learn more about Thomas 
Jefferson?

bot

“All men are created equal" is arguably the best-
known phrase in any of America's political
documents, …. Thomas Jefferson first used the
phrase in the Declaration of Independence.

Corpus

Figure 1: A motivating example

2 Related work

We focus on works that deal with clarification-
questions selection. Aliannejadi et al. (2019) de-
scribes a setup very similar to ours for the afore-
mentioned task. They apply a two-step process. In
the first step, they use BERT (Devlin et al., 2019)
to retrieve candidate clarification questions and, in
the second step, they re-rank the candidates using
multiple sources of information. Among them are
the scores of retrieved documents using the clari-
fication questions. However, they do not look at
passage content as we do.

The ClariQ1 challenge organized a competition
for selecting the best clarification questions in an
open-domain conversational search. The system by
NTES ALONG (Ou and Lin, 2020) was ranked
first. They first retrieve candidate clarification ques-
tions and then re-rank them using a ROBERTA (Liu
et al., 2019) model, that is fine-tuned on the rela-
tion between a query and a clarification question.
Unlike our method, they do not exploit passage
content.

In Rao and Daumé III (2018), they select clarifi-
cation questions using the expected value of perfect
information, namely a good question is one whose
expected answer will be useful. They do not as-
sume a background corpus of documents.

3 Clarification-questions Selection

3.1 Problem definition

A conversation C is a list of utterances, C =
{c0, ..., cn} where c0 is the initial user query. Each

1http://convai.io

utterance has a speaker which is either a user or an
agent.2 Since we deal with content-grounded con-
versations, the last utterance is an agent utterance,
that points to a document.

We further assume that agent utterances are
tagged with a clarification flag where a value of 1
indicates that the utterance is a clarification ques-
tion. This flag is either given as part of the dataset
(e.g., in the open domain dataset, ClariQ) or is de-
rived automatically by using a rule-based model or
a classifier. We discuss such rules for the second
task-oriented customer-support dataset (see Sec-
tion 4.1 below).

The Clarification-questions Selection task is
defined as follows. Given a conversation context
Cj = {c0, ..., cj−1}, predict a clarification ques-
tion at the next utterance of the conversation.3

3.2 Method
The proposed run-time architecture is depicted in
Figure 2. It contains two indices and two fine-tuned
BERT models. The Documents index contains the
corpus of documents (recall that we deal with con-
versations that end with a document(s) being re-
trieved). This index supports passage retrieval. The
Clarification-questions index contains the pool of
clarification questions. The two BERT models are
used for re-ranking of candidate clarification ques-
tions as described below.

Given a conversation context Cj , we first re-
trieve top-k passages from the Document index
(See Section 3.3 below). We then use those pas-
sages, to retrieve candidate clarification questions
from the Clarification-questions index (See Sec-
tion 3.4 below). We thus have, for each passage, a
list of candidate clarification questions.

The next step re-ranks those candidate clarifica-
tion questions. Re-ranking is done by the fusion of
ranking obtain through two BERT models. Each
model re-ranks the clarification questions by their
relevance to the given conversation context and the
retrieved passages (see Section 3.5 below). The
components of the architecture are described next
in more details.

3.3 Conversation-based passage retrieval
Documents in the document index are represented
using two fields. The first field contains the actual
document content. The second field augments the

2An agent can be either a human agent or a bot.
3We always return clarification questions. We leave it for

future work to decide whether a clarification is required.
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clarifications
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BERT-C-cq

BERT-C-P-cq

Figure 2: Clarification-questions selection run-time architecture

document’s representation with the text of all di-
alogs that link to it in the train-set (Amitay et al.,
2005). We refer to these two fields as text and
anchor respectively. We also keep a third field
anchor and text that contain the concatena-
tion of the above two fields.

Given a conversation context Cj , Passage re-
trieval is performed in two steps. First, top-k docu-
ments are retrieved from the anchor and text
field. using a disjunctive query over all words in the
conversation Cj . Following (Ganhotra et al., 2020),
we treat the dialog query as a verbose query and
apply the Fixed-Point (FP) method (Paik and Oard,
2014) for weighting its words. Yet, compared to
“traditional” verbose queries, dialogs are further
segmented into distinct utterances. Using this ob-
servation, we implement an utterance-biased ex-
tension for enhanced word-weighting. To this end,
we first score the various utterances based on the
initial FP weights of words they contain. We then
propagate utterance scores back to their associated
words.

In the second step, candidate passages are ex-
tracted from those top-k documents using a sliding
window of fixed size with some overlap. Each can-
didate passage p is assigned an initial score based
on the coverage of terms in Cj by p. The coverage
is defined as the sum over all terms in each utter-
ance, using terms’ global idf (inverse document
frequency) and their (scaled) tf (term frequency).
The final passage score is a linear combinations of
its initial score and the score of the document it is
extracted from. Details are given in appendix A.1

3.4 Clarification-questions retrieval

The pool of clarification questions is indexed into
a Clarification index. We use the passages returned
for a given conversation context Cj , to extract an
initial set of candidate clarification questions as
follows. For each passage P , we concatenate its
content to the text of all utterances in Cj , and use
it as a query to the Clarification index.

We thus have, for each passage, a list of candi-
date clarification questions.

3.5 Clarification-questions re-ranking

The input to this step is a conversation context Cj ,
a list of candidate passages, and a list of candi-
date clarification questions for each passage. We
use two BERT (Devlin et al., 2019) models to re-
rank the candidate clarification questions. The first
model, BERT-C-cq learns an association between
conversation contexts and clarification questions.
The second model, BERT-C-P-cq learns an associ-
ation between conversation contexts, passages and
clarification questions. Training and using the two
models is described below.
Fine-tuning of the models. The first model, BERT-
C-cq, is fine-tuned through a triplet network (Hof-
fer and Ailon, 2015) that is adopted for BERT
fine-tuning (Mass et al., 2019). It uses triplets
(Cj , cq+, cq−), where cq+ is the clarification ques-
tion of conversation C at utterance cj (as given in
the conversations of the training set). Negative ex-
amples (cq−) are randomly selected from the pool
of clarification questions (not associated with C).

For fine-tuning the second model, BERT-C-P-cq,
we need to retrieve relevant passages. We use a
weak-supervision assumption that all passages in
a relevant document (i.e., a document returned for

67



C), are relevant as well. A triplet for the sec-
ond BERT model is thus (Cj [SEP ]P, cq+, cq−),
where P is a passage retrieved for Cj , [SEP ] is
BERT’s separator token, cq+ and cq− are positive
and negative clarification questions selected as de-
scribed above for the first model.

Due to the BERT limitation on max number of
tokens (512), we represent a conversation context
Cj using the last m utterances whose total length is
less than 512 characters. We also take the passage
window size to be 512 characters.4

Re-ranking with the models. Each candidate clar-
ification question cqi is fed to the first model with
the conversation context as (Cj , cqi), and to the
second model as (Cj [SEP ]P, cqi), where P is
the passage that was used to retrieve cqi. Final
scores of the candidates is set by simple Comb-
SUM (Wu, 2012) fusion of their scores from the
two BERT models.

4 Experiments

4.1 Datasets

We evaluated our method on two datasets. The
first, ClariQ (Aliannejadi et al., 2020) represents
an information-seeking use-case. The second, Sup-
port contains conversations and technical docu-
ments of an internal customer support site. Statis-
tics on the two datasets are given in Table 1.

The ClariQ dataset was built by crowd sourcing
for the task of clarification-questions selection, thus
it has high quality clarification questions. Each
conversation has exactly three turns. Initial user
query, an agent clarification question and the user
response to the clarification question. The agent
utterance is always a clarification question.

The Support dataset contains noisy logs of
human-to-human conversations, that contain a lot
of chit-chat utterances such as Thanks for your help
or Are you still there? We thus applied the follow-
ing rules to identify agent clarification questions. i)
We consider only sentences in agent utterances that
contain a question mark. ii) We look for question
words in the text (e.g., what, how, where, did, etc.)
and consider only the text between such a word and
the question mark. iii) If no question words were
found, we run the sentences with the question mark
through Allennlp’s constituency parser (Joshi et al.,
2018), and keep sentences with a Penn-Treebank

4note that BERT uses tokens while for the passages and
representation of conversation we use characters

clause type of SQ or SBARQ5.
The above rules can be used to detect question-

type sentences. However, we are interested in clari-
fication questions that are related to the background
collection of documents and not in chit-chat ques-
tions (such as e.g., how are you today?). To filter
out such chit-chat question types, we apply a 4th
rule as follows. iv) Recall that each conversation
ends with a document answer. We send the detected
question and its answer (the next user’s utterance),
as a passage retrieval query (see Section 3.1 above)
to the Documents index and keep only those ques-
tions that returned in their top-3 results, a passage
from the document of the conversation.

Table 1: Datasets statistics

ClariQ Support
#docs 2.7M 520
#conversations (train/dev/test) 187/50/60 500/39/43
#total clarifications 3940 704
#avg/max turns per C 3/3 8.2/80.5
#avg/max clarifications per C 14/18 1.27/5

4.2 Setup of the experiments

We use Apache Lucene6 for indexing the docu-
ments. We use English language analyzer and de-
fault BM25 similarity (Robertson and Zaragoza,
2009).

For the customer support dataset (Support) we
used the anchor and text field for initial docu-
ment retrieval, since most documents in the dataset
do have training conversations.

The open-domain dataset (ClariQ) contains a
large number of documents (2.7M), but only a
small portion of them do have training conversa-
tions. Using the anchor and text field for re-
trieval will prefer that small subset of documents
(since only they have anchor text). Thus for this
dataset, we used the text field for retrieval.

For passage retrieval, we used a sliding window
of 512 characters on retrieved documents’ content.
We used common values for the hyper parameters,
with λ = 0.5 to combine document and passage
scores, and µ = 2000 for the dirichlet smoothing
of the documents LM used in the FixedPoint re-
ranking. Details of the passage retrieval are given
in Apendix A.1.

The full conversations were used to retrieve pas-
sages. For feeding to the BERT models, we con-
catenated the last m utterances whose total length

5https://gist.github.com/nlothian/9240750
6https://lucene.apache.org/
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was less than 512 characters (we take full utter-
ances that fit the above size. We do not cut utter-
ances).

We used the pytorch huggingface implemen-
tation of BERT7. For the two BERT models we
used bert-base-uncased (12-layers, 768-hidden,
12-heads, 110M parameters). Fine-tuning was
done with the following default hyper parameters.
max seq len of 256 tokens8 for the BERT-C-cq
model and 384 for the BERT-C-P-cq model, learn-
ing rate of 2e-5 and 3 training epochs.

We retrieved at most 1000 initial candidate clar-
ifications for each passage. All experiments were
run on a 32GB V100 GPUs. The re-ranking times
of 1000 clarification questions for each conversa-
tion took about 1− 2 sec. For evaluation metrics
we followed the ClariQ leaderboard 9 and used the
Recall@30 as the main metrics.

4.3 Results

Table 2 reports the results on the dev sets of the
two datasets.10 On both datasets, each of the BERT
re-rankers showed a significant improvement over
the initial retrieval from the Clarification-questions
index (denoted by IR-Base). For example on Sup-
port, BERT-C-cq achieved R@30=0.538 com-
pared to R@30=0.294 of IR-Base (an improve-
ment of 82%).

We can further see that the two BERT models
(BERT-C-cq and BERT-C-P-cq), yield quite simi-
lar results on both datasets, but, when fusing their
scores (BERT-fusion), there is another improve-
ment of about 2.5% over each of the rankers sep-
arately. For example on ClariQ, BERT-fusion
achieved R@30=0.791, compared to R@30=0.77
of BERT-C-cq.

This improvement can be attributed to comple-
mentary matching that each of the two BERT mod-
els learns. The second model learns latent features
that are revealed only through the retrieved pas-
sages, while the first model works better for cases
where the retrieved passages are noisy. For exam-
ple for query 133 in Clariq, all men are created
equal (see Figure 1 above), BERT-C-P-cq could
find nine correct clarification questions out of 14

7https://bit.ly/2Me0Gk1
8note that here we use tokens while for the passages and

representation of conversation we use characters
9https://convai.io

10We compare our methods on the dev sets since in Clariq
we had access only to the dev set. We note that in both datasets,
the dev sets wer not used during the training, thus they can be
regarded as an held-out test set

in its top-30 (including those two in the Figure),
while BERT-C-cq found only three of them.

Table 3 shows the official Clariq leaderboard re-
sult on the test set. We can see that our method
BERT-fusion11 was ranked forth but was the sec-
ond best as a team. We note that the top performing
system (NTES ALONG) gave preferences to clar-
ification questions from the test data, capitalizing
the specific Clariq properties that test topics came
from different domain than the train topics. This is
not a valid assumption in general. In contrast, we
treat all clarification questions equally in the given
pool of clarification questions.

Table 2: Retrieval quality on the dev set of the two
datasets

ClariQ R@5 R@10 R@20 R@30
IR-Base .327 .575 .669 .706
BERT-C-cq .352 .631 .743 .770
BERT-C-P-cq .344 .615 .750 .774
BERT-fusion .353 .639 .758 .791
Support
IR-Base .102 .153 .269 .294
BERT-C-cq .358 .410 .487 .538
BERT-C-P-cq .217 .294 .487 .538
BERT-fusion .294 .410 .500 .551

Table 3: Retrieval quality on the test set of the ClariQ
dataset

ClariQ R@5 R@10 R@20 R@30
NTES ALONG .340 .632 .833 .874
NTES ALONG .341 .635 .831 .872
NTES ALONG .338 .624 .817 .868
BERT-fusion .338 .631 .807 .857
TAL-ML .339 .625 .817 .856
Karl .335 .623 .799 .849
Soda .327 .606 .801 .843

5 Conclusions

We presented a method for clarification-questions
selection in conversational-search scenarios that
end with documents as answers.

We showed that using passages, combined with
deep-learning models, improves the quality of
the selected clarification questions. We evaluated
our method on two diversified dataset. On both
datasets, the usage of passages for clarification-
questions re-ranking achieved improvement of
12%− 87% over base IR retrieval.

11Our run was labeled CogIR in the official leaderboard
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A Appendix

A.1 Passage Retrieval details
We use Apache Lucene for indexing the documents,
configured with English language analyzer and de-
fault BM25 similarity (Robertson and Zaragoza,
2009).

After retrieving top-k documents, candidate pas-
sages are extracted from those documents using
a sliding window of fixed size with some overlap.
Each retrieved passage p is assigned an initial score
based on the coverage of terms in Cj by p. The
coverage is defined as the sum over all terms in
each utterance, using terms’ global idf (inverse
document frequency) and their (scaled) tf (term
frequency). Let c be a conversation with n utter-
ances c = u1, ...un. Passage score is computed as a
linear combination of its initial score scoreinit(p, c)

and the score of its enclosing document. Both
scores are normalized.

score(p, c) = λ ∗ score(d) + (1− λ) ∗ scoreinit(p, c)
(1)
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We used lambda=0.5, i.e., fixed equal weights for
the document and the passage scores.

The initial passage score scoreinit(p, c) is com-
puted as a weighted sum over its utterances scores
scoreut(p, ui). Utterance scores are discounted such
that later utterances have greater effect on the pas-
sage score.

scoreinit(p, c) =
n∑

i=1

weightut(i) ∗ scoreut(p, ui)

weightut(i) = discount factor(n−i)

discount factor = 0.85
(2)

Utterance score scoreut(p, u) reflects utterance’s
terms coverage by the passage, considering terms’
global idf (inverse document frequency) and their
(scaled) tf (term frequency). Multiple coverage
scorers are applied, which differ by their term
frequency scaling schemes. Finally, the utter-
ance score is a product of these coverage scores
scorecov(p, u).

scoreut(p, u) = Πm
j=1 scorecovj (p, u)

m = 2 (two scaling schemes are employed)

scorecovj (p, u) =
∑

t∈tpu

idf(t) ∗ scalej(t, p)

tpu = tu
⋂

tp (terms appearing in both)

tp, tu = (passage terms, utterance terms)
(3)

Different scaling schemes provide different in-
terpretations of terms’ importance. We combine
two tf scaling methods, one that scales by a BM25
term score, and another that scales by the minimum
of tf(t) in the utterance and passage.

scale1 = BM25(t, p)

scale2 = min(tf(t, p), tf(t, c))
(4)

The final passage score is a linear combinations
of its initial score and the score of the document
it is extracted from. Candidate passage ranking
exploits a cascade of scorers.
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Abstract

Coreference resolution such as for anaphora
has been an essential challenge that is com-
monly found in conversational machine read-
ing comprehension (CMRC). This task aims to
determine the referential entity to which a pro-
noun refers on the basis of contextual informa-
tion. Existing approaches based on pre-trained
language models (PLMs) mainly rely on an end-
to-end method, which still has limitations in
clarifying referential dependency. In this study,
a novel graph-based approach is proposed to
integrate the coreference of given text into
graph structures (called coreference graphs),
which can pinpoint a pronoun’s referential en-
tity. We propose two graph-combined methods,
evidence-enhanced and the fusion model, for
CMRC to integrate coreference graphs from dif-
ferent levels of the PLM architecture. Evidence-
enhanced refers to textual level methods that
include an evidence generator (for generating
new text to elaborate a pronoun) and enhanced
question (for rewriting a pronoun in a question)
as PLM input. The fusion model is a struc-
tural level method that combines the PLM with
a graph neural network. We evaluated these
approaches on a CoQA pronoun-containing
dataset and the whole CoQA dataset. The result
showed that our methods can outperform base-
line PLM methods with BERT and RoBERTa.

1 Introduction

In recent years, using a large-scale pre-trained lan-
guage model (PLM) as a backbone for various
challenging machine comprehension tasks (Devlin
et al., 2019) has become fundamental, especially
in conversational machine reading comprehension
(CMRC) (Liu et al., 2019a). CMRC tasks not only
require a model to fully understand the given ar-
ticles but also propose to mimic the way humans
seek information in conversations through question-
answering. Most PLM utilize attention mechanism
and achieve positive results on a broad range of
CMRC datasets (Choi et al., 2018; Reddy et al.,

Figure 1: Coreference resolution is required for end-to-
end PLM in CMRC task.

2019). PLMs generally use an end-to-end approach
trained from questions to answers. However, the
explainability of the answers generated through
the intrinsic multi-head self-attention mechanism
remains insufficient. Although these PLMs have
demonstrated great advantages in terms of solv-
ing questions that simply need semantic matching,
limitations in logical comprehension (Ding et al.,
2019) such as in coreference resolution still exist.

Coreference resolution such as for anaphora (von
Heusinger and Egli, 2012) is commonly found in
CMRC tasks. Anaphora can be described as a pro-
noun word (anaphor) contained in a current ques-
tion, in which its referential entity (antecedent) has
already been introduced earlier in the conversa-
tion history or article context. As shown in Figure
1, to answer the current question “Did she have
any visitors?”, the model requires that the pronoun
“she” be resolved as an anaphor referring to the
entity “Jessica” as its antecedent, on the basis of
the given context and conversation history. There-
fore, CMRC models require mechanisms that can
resolve referential dependencies to properly under-
stand the intent of current questions.

Considering the shortcomings of the PLM ap-
proach in logical comprehension such as in coref-
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erence resolution, research on how to better adapt
models to learn reasoning is gradually gaining at-
tention (Yeh and Chen, 2019; Qu et al., 2019; Song
et al., 2018). FlowQA (Huang et al., 2019) was pro-
posed to add a reasoning layer between questions
and answers to incorporate intermediate representa-
tions of a conversation history. The question rewrit-
ing (QR) model (Vakulenko et al., 2021; Lin et al.,
2020) was proposed to rewrite current questions on
the basis of a conversation history. Specifically, the
QR model simplifies complex multi-turn question-
answering (QA) tasks into single-turn QA tasks,
which can solve a current question without a con-
versation history.

However, because these models are built through
the embeddings of a conversation history (Qu et al.,
2019), they generally suffer from two drawbacks in
coreference reasoning for CMRC tasks. (1) Since
the input length of a conversation history is limited
by the PLM’s structure, the current question some-
times contains pronouns whose referential entity
does not appear in the conversation history, so the
model cannot accordingly resolve referential depen-
dencies. (2) To achieve coreference reasoning, a
CMRC model also needs to seek information from
the context of articles. Due to the sequence nature
of the PLM and the multiple referential dependen-
cies in the context of an article, these models can-
not handle each referential dependency precisely,
as shown in Figure 2’s context part in different
colors.

In this paper, we propose solving the corefer-
ence of a target pronoun through additional mined
information to enhance PLMs’ coreference reason-
ing ability for CMRC. A novel graph approach is
proposed that integrates the coreferences of given
text into graph structures, which we call the coref-
erence graph. The coreference graph is constructed
separately by using the conversation history and ar-
ticle context as text information. Each entity in the
graph holds a unique place label in accordance with
the text information, which can be used to pinpoint
every pronoun’s referential dependency precisely.
To better implement the coreference graph as an
enhanced component into PLMs, we propose two
graph-combined methods: the evidence-enhanced
method and the fusion model method. These two
methods integrate graph information from the tex-
tual and structural levels of the PLM architecture,
respectively.

The evidence-enhanced method involves two

textual level methods that enrich the PLM’s input
information for coreference reasoning: an evidence
generator (EG) generates new text to elaborate pro-
nouns, and an enhanced question (EQ) rewrites a
pronoun into a referential entity in a question.

The fusion model is a structural level method
that combines the PLM with a graph neural net-
work. This model treats the PLM as an encoder to
extract sequence features of pronouns and referen-
tial words from input. After that, the graph features
of the corresponding words are computed by graph
neural networks on the basis of the connectivity
of the coreference graph. These two features are
integrated using learnable weights to enhance the
PLM’s coreference reasoning ability.

For the experiments, we used questions from
CoQA (Reddy et al., 2019) that contained pronouns
to compose a new dataset (pronoun-containing
dataset) specialized for the coreference reasoning
ability of the CMRC model. We evaluated various
combinations of our proposed methods on differ-
ent PLMs, and we also compared them with the
existing QR approach. The results showed that
our methods can greatly outperform in terms of F1
score on the CoQA pronoun-containing dataset, 2.6
on BERT (Devlin et al., 2019) and 0.7 on RoBERTa
(Liu et al., 2019b). We also used the whole
CoQA dataset to evaluate the fusion model, which
achieved the best performance in our methods, to
compare its overall performance with RoBERTa.
The contributions of this paper are as follows.

• We propose a novel graph approach for coref-
erence resolution. This approach can establish
referential dependency that appears not only
in a conversation history but also in an article
context.

• We show that both our evidence-enhanced and
fusion model methods boost the performance
of different PLMs in CMRC coreference res-
olution. Therefore, we prove that the intro-
duction of additional information can further
leverage the performance of PLMs in complex
reasoning such as in coreference resolution.

• Our approaches provide a precise reasoning
route for CMRC’s coreference resolution and
overcome the PLM model’s weakness of in-
terpretability.
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Figure 2: Overview of evidence-enhanced and fusion model. To answer current question, model should determine
pronoun’s referential entity through context or conversation history; graph-based coreference resolution can precisely
determine dependency and add additional information to current question. Left part denotes textual level method of
evidence-enhanced method. Right part denotes fusion model and fusion of PLM and graph embedding.

2 Background

2.1 Pre-trained Language Model

In recent years, the emergence of pre-trained lan-
guage models (PLMs), including BERT (Devlin
et al., 2019), GPT-2 (Radford et al., 2019), XL-
NET (Yang et al., 2019), and RoBERTa (Liu et al.,
2019b), has refreshed the performance of various
NLP tasks with advanced comprehension abilities.
BERT is a representative model that is based on a
multi-layer transformer (Vaswani et al., 2017). It
is trained by using a massive amount of text data
through a masked language model and next sen-
tence prediction. There have been several improve-
ments to the BERT model (Qiu et al., 2020), such
as ConvBERT (Jiang et al., 2020), which specif-
ically improves its performance in MRC. These
PLM-based models mostly increase the scale of
model parameters or improve the attention mech-
anism through their structure, but they still lack
reasoning-level analysis and evidence support due
to them using end-to-end learning methods (Chen
and Yih, 2020).

2.2 Coreference Resolution
Coreference resolution is the task of retrieving all
references in text that refer to the same entity. With
the development of deep learning, the neural net-
work has been gradually used to solve coreferenc-
ing, such as CoNLL-2012 (Pradhan et al., 2012),
in recent years (Xu and Choi, 2020; Kirstain et al.,
2021). Lee et al. (Lee et al., 2017) first applied the
LSTM (Sak et al., 2014) network to coreference res-
olution; it can extract referential dependencies di-
rectly from text. Joshi (Joshi et al., 2019) provided
a PLM baseline for coreference resolution through
BERT. Joshi also provided SpanBERT Joshi et al.
(2020), which enhanced the PLM’s performance,
especially in coreference extraction.

In this paper, we use AllenNLP Gardner et al.
(2018)’s framework as an implementation of the
approach by Lee et al.(Lee et al., 2017) with span-
BERT for textual word embedding, and we achieve
high-precision coreference extraction from a con-
versation history and article context.

2.3 Machine Reading Comprehension
Current machine reading comprehension (MRC)
tasks can be classified into single-turn and multi-
turn types, depending on whether the question-
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answering relies on the conversation history. To
tackle single-turn MRC such as SQuAD (Rajpurkar
et al., 2018), many models based on semantic
matching have been proposed, such as BiDAF (Seo
et al., 2017), DrQA (Chen et al., 2017), (Lin et al.,
2018), QANet (Yu et al., 2018), and BERT (Devlin
et al., 2019), for MRC.

However, for multi-turn MRC like CoQA
(Reddy et al., 2019) and QuAC (Choi et al., 2018),
conversation-based questions and answers are intro-
duced to enhance the connection between questions
(known as CMRC (Liu et al., 2019a)). The ambi-
guity of a question increases (Min et al., 2020) due
to the addition of a conversation history. Thus, to
predict the answer Âi for the current question Qi,
the model should not only have to comprehend the
article context C but also the conversation history
Hi from the beginning (Q1, A1) to the previous
turn (Qi−1, Ai−1) for integration.

Hi = {Q1, A1, ..., Qi−1, Ai−1} (1)

Âi = argmax(P (Ai|Qi, C,Hi)) (2)

For multi-turn MRC, several works (Huang et al.,
2019; Yeh and Chen, 2019; Qu et al., 2019; Song
et al., 2018) have incorporated reasoning repre-
sentation to capture a conversation history’s em-
bedding. In comparison, approaches like question
rewriting (QR) (Papakonstantinou and Vassalos,
1999) aim to break down multi-turn MRC into
single-turn subtasks to minimize the complexity
of multi-turn MRC (Vakulenko et al., 2021). CA-
NARD (Elgohary et al., 2019) rewrites QuAC’s
questions and introduces this rewriting to the QR
task. QR models (Vakulenko et al., 2021; Lin et al.,
2020) rewrite current questions to incorporate a
conversation history. However, due to the variable
length of a conversation history, such models still
have limitations in precisely resolving the corefer-
ence in questions.

3 Propsed Methods

In this section, we describe the architecture of our
methods as an enhanced PLM component, as illus-
trated in Figure 2. The model contains two stages.
(1) We construct a coreference graph from textural
information towards solving the pronoun’s refer-
ential entity in a question. (2) We use our two
methods, evidence-enhanced and the fusion model,
to integrate a referential entity’s information into

PLMs using textual and structural levels, respec-
tively.

3.1 Coreference Graph

Inspired by the previous works (Song et al., 2018;
Bastings et al., 2017; Dhingra et al., 2018), we
introduce graph structures for the anaphora in ques-
tions. Specifically, our method uses the approach
by Lee et al. (Lee et al., 2017) with SpanBERT
word embedding to precisely extract all corefer-
ences in text and organize them into graph struc-
tures. Additionally, we propose modeling the con-
versation history and article context separately in
structures to fully use the graph information.

In the article context part, because there may
be multi-identical pronouns referring to different
entities in a context (e.g., “he” could refer to two
males in the same article context), the current sen-
tence number (order number) is kept after entities
to ensure their uniqueness. As shown in Figure 3
with different numbers. To organize the entities
into a graph, all of the anaphors (pronouns) are
connected to the initially-occurring antecedent (ref-
erential entity). In this way, the entire context can
be processed into a graph with multiple clusters,
and each cluster holds a unique referential entity,
as illustrated in Figure 3 in different colors.

In the conversation history part, to avoid multi-
identical pronouns, the Qi label for the i-th ques-
tion and Ai label for the i-th answer are added
behind an entity in a conversation history. In the
construction part, considering the time-sequence
nature of a conversation history, we use a conversa-
tion history’s order sequences (Q1, A1, Q2, A2, ...)
to connect these entities into a queue structure.

3.1.1 Coreference Graph Construction
As illustrated in Figure 3, this procedure can extract
the coreference information from text into a coref-
erence graph. First, we extract reference words
with relevant number labels as referential entities.
In this way, each reference word can be classified
into various clusters (shown in different colors in
the top half of Figure 3). In the graph construction
of the article context part, we use the first referen-
tial entity in one cluster and the initially-occurring
antecedent as the head node. We connect all the
remaining referential entities in the cluster to the
head node. For the conversation history part, we
connect the referential entities in the cluster in a
queue in the order sequence (Q1, A1, Q2, A2, ...).
Accordingly, this step is repeated for every cluster
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until each reference word has been processed into
a graph structure as a unique entity.

3.1.2 Antecedent Retrieval
Antecedent retrieval is a process of querying the ref-
erential entity of a target pronoun through a coref-
erence graph. For retrieval from an article context,
the target pronoun and the sentence’s order index
are considered to form a query entity. When the
node of the query entity is found, it is used as the
starting node for a graph search until a non-pronoun
entity is found as a referential entity for the result.

3.2 Method No.1: Evidence-Enhanced

We learned from previous studies (Zhou et al.,
2019; Ding et al., 2019) that additional evidence
is essential for a PLM’s logical comprehension.
Therefore, we present textual reformulation meth-
ods for resolving the referential dependency of cur-
rent pronouns. As shown in Figure 2, after re-
trieving the referential entity (“she” refers to “Jes-
sica”), the model needs to obtain this information
for the current question Qi. In PLMs like BERT
(Devlin et al., 2019), the CMRC typically defines
the model’s input as the concatenation of three seg-
ments. Specifically, given a context C, the input for
BERT is “[CLS]Hi[SEP]Qi[SEP]C.” To ensure
that new information is introduced with as little
impact as possible for the PLM input, we propose
two textual-level methods:

• Evidence Generator (EG): Generating infer-
ential sentences to solve coreference on the
basis of textual rules (like “She” is “Jessica”)
and then adding the inferential sentence as evi-
dence before the question. The input structure
is “[CLS]Hi[SEP]EGQi[SEP]Qi[SEP]C.”

• Enhanced Question (EQ): Reformulating
a question by replacing the pronouns in
the question with referential entities to
create an enhanced question and replac-
ing the enhanced question with the origi-
nal one as input. The input structure is
“[CLS]Hi[SEP]EQQi[SEP]C.”

3.3 Method No.2: Fusion Model

Inspired by Qiu et al. Qiu et al. (2019), we propose
using the graph neural network to extract a corefer-
ence graph’s features. We fuse these graph features
with sequence features from the PLM to enhance
the PLM’s coreference reasoning ability.

3.3.1 Embeding Fusing
We want the model to learn both the graph and
sequence features of an entity during computa-
tion. Additionally, we hope that the model can
balance the two kinds of features by using learn-
able weights. Therefore, the final embedding
FinalEmbk of all entities k in a coreference graph
is calculated as follows ([A : B] means to concate-
nate the two vectors A and B in a row, and ⊙ means
the Hadamard product).

wk = ReLU(W × [PLMk : GNNk]) (3)

FinalEmbk = wk⊙PLMk+(1−wk)⊙GNNk

(4)
The computed final embedding is passed through

the fully connection layer to compute the answer
prediction for the current question.

4 Experiment Setup

4.1 Datasets Description

CoQA (Reddy et al., 2019) consists of 127K
questions and answers from documents in 5 do-
mains (Children, Literature, Middle& High School
English Exams, CNN News, Wikipedia). The
question-answering can be divided into extractive
and non-extractive types (Niu et al., 2020). Sim-
ilar to SQuAD, the extractive type selects a span
from the context for the final answer to the ques-
tion. The non-extractive type is defined as choices
from Yes/No/Unknown for answering. We used
two datasets to perform this experiment:

• CoQA all: The complete CoQA dataset.

• CoQA pronoun-containing (38% of CoQA
all): Used to evaluate the model’s perfor-
mance in coreference resolution for anaphora.
Samples in which questions contained pro-
nouns from CoQA were extracted to form a
partial dataset.

Compared with the evidence-enhanced method,
the fusion model does not need the input of the
model to be changed for learning. Therefore, we
additionally used the CoQA-all dataset to evaluate
the overall performance of the model.

All evaluations were conducted using the over-
all F1 score by using CoQA’s official evaluation
script1.

1https://stanfordnlp.github.io/coqa/
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Figure 3: An example of converting conversation history and article context into the coreference graph. The same
color represent entities has same referring entity, also in the same cluster as graph.

4.2 SpanBERT-based Coreference Extraction

We applied the coreference resolution model from
AllenNLP2. This model adopts Lee et al. (Lee
et al., 2017)’s approach to extracting the corefer-
ences in clusters. Rather than using GloVe’s word
embedding in the initial model, SpanBERT (Joshi
et al., 2020) for word embedding was used due to
its superiority on the task of extraction.

4.3 Baseline of PLMs

4.3.1 BERT
Due to the multi-turn characteristic that CMRC
retains compared with MRC tasks, the conversation
history before Qi should be considered as input
into the model. In this experiment, a BERT-base-
uncased (Devlin et al., 2019) fine-tuned by using
all CoQA was used as our baseline model. It
takes a concatenation of three segments as input
(length of conversation history is 2). Specifi-
cally, given a context C, the input for BERT is
[CLS](Qi−2, Ai−2), (Qi−1, Ai−1)[SEP]Qi[SEP]C,
in which “[CLS]” is a classifier for
“Yes/No/Unknown/Span” for CoQA’s non-
extractive questions.

4.3.2 RoBERTa
On the basis of BERT model’s architecture,
RoBERTa (Liu et al., 2019b) removes next sen-
tence prediction and possesses better robustness

2https://demo.allennlp.org/coreference-resolution

through modifications and pre-training with larger
data. RoBERTa can exceed almost all perfor-
mances compared with the BERT model. In the
experiment, we adopted a RoBERTa-base-uncased
with the same training configuration as BERT. We
found that RoBERTa achieves remarkable scores
on the CoQA pronoun-containing dataset, which
means that the capability RoBERTa holds towards
coreference resolution is comparably higher than
BERT accordingly.

4.4 GNN Embedding Algorithms

4.4.1 Graph Attention Networks
The graph attention network (GAT) (Velickovic
et al., 2017) learns the structural features of graphs
from the spatial domain through a multi-headed
attention mechanism. In this experiment, we used
PyTorch Geometric3 as the implementation of GAT
graph embedding, and the number of multi-heads
was set to 8.

4.4.2 Graph Convolutional Network
The graph convolutional network (GCN) (Kipf and
Welling, 2017) learns the structural features of
graphs from convolution layers. It can be used to
study the properties of a graph from the eigenvalues
and eigenvectors of a Laplacian matrix. GCN has
been successful in processing graph data by extract-
ing structure-aware features. In this experiment, we

3https://pytorch-geometric.readthedocs.io/en/latest/
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CoQA pronoun-containing dataset
Model Approach Child. Liter. M&H. News Wiki Overall

baseline 76.0 70.0 72.9 73.8 77.7 73.9
+QR 60.7 66.1 69.0 70.2 73.6 69.7
+Hist.+EG 75.2 72.0 75.4 76.2 81.1 75.7
+Hist.+EQ 76.1 74.0 76.2 76.9 80.0 76.5
+Cont.+EG 77.8 72.6 76.2 76.1 80.3 76.4
+Cont.+EQ 75.8 72.7 74.2 75.3 80.7 75.5
+Hist.&Cont.+EG 77.1 74.8 75.0 76.0 81.0 76.5

BERT-base

+Hist.&Cont.+EQ 76.8 72.4 75.2 75.3 79.2 75.6
RoBERTa-base baseline 82.5 80.0 81.6 83.1 84.1 82.1

+Hist.+EQ 80.9 77.9 81.2 80.5 84.7 80.8
+Hist.&Cont.+EG 82.4 80.4 81.1 83.4 84.4 82.2
+Hist.&Cont.+GCN 83.5 80.4 81.5 83.7 85.9 82.8
+Hist.&Cont.+GAT 83.0 79.7 82.6 82.9 85.4 82.6

CoQA all
RoBERTa-base baseline 81.1 79.3 80.4 82.8 83.9 81.5

+Hist.&Cont.+GCN 82.3 80.0 80.4 84.2 84.6 82.3
+Hist.&Cont.+GAT 81.0 79.2 80.7 82.9 84.5 81.7

Table 1: Comparison of baseline method with QR model, evidence-enhanced method and fusion model for CoQA.
“EG” and “EQ” denote evidence generator and enhanced question, respectively. For coreference graph in antecedent
retrieval, “Hist.” denotes using conversation history part, “Cont.” denotes using article content part, “Hist.&Cont.”
denotes using both. “GCN” and “GAT” denote fusion model using graph embedding algorithms of GCN and GAT,
respectively.

used PyTorch Geometric as the implementation of
GCN graph embedding.

4.4.3 Initialization
For all nodes contained in the coreference graph,
we initialize the node features using embeddings at
the token level Ei generated through PLM. Here,
we compute the average value for each node feature
Fi for initialization. e.g.. the node “the girl” is
composed of two tokens, “the” and “girl,” and node
feature Fthe:girl for initialization can be calculated
as follows.

Fthe:girl =
1

2
(Ethe + Egirl) (5)

4.5 Details

All experiments were implemented on PyTorch 4.
BERT and RoBERTa were implemented by using
the Huggingface Transformers library 5. The ap-
proach by Lee et al. (Lee et al., 2017) was im-
plemented through the pre-trained model “coref-
spanbert-large” from AllenNLP. We used three 11-
GB GPUs (GTX 1080Ti), a batch size of 24 for

4https://pytorch.org/
5https://huggingface.co/docs/transformers/index

BERT, and a batch size of 10 for RoBERTa in all
experiments.

BERT and RoBERTa were utilized as our base-
line, represent the basic and advanced PLMs re-
spectively. To compare our approaches with oth-
ers, we applied Question Rewriting (QR) model
(Lin et al., 2020) using T5 (Raffel et al., 2020),
trained on CANARD (Elgohary et al., 2019). To
identify the effectiveness of coreference graph, we
proposed to use information from different parts of
coreference graph as comparisons.

5 Results & Analysis

The results are shown in Table 1, which presents
a performance comparison of the baseline ap-
proaches, end-to-end QR, and our proposed meth-
ods integrated with different parts of the corefer-
ence graph. We can see that compared with the
baselines, both the evidence-enhanced method and
fusion model method improved the model’s perfor-
mance in different categories (Child., Liter., M&H.,
News, Wiki, and Overall).

Specifically, the combination of the EG with the
coreference graph (Hist.& Cont.) improved the
overall F1 score by 2.6 on the BERT baseline and
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BERT-base
Baseline Our EG F1>0 F1 ≥0.5 F1=1

False False 342 503 997
True False 145 175 180
False True 219 263 244
True True 2356 2121 1641

Total: 3062

Table 2: Analysis of results for all answers for CoQA
pronoun-containing test dataset (3062 samples in total).
Comparison of baseline BERT with our best EG method
“BERT+ EG + Hist.&Cont.” “True” and “False” indi-
cate whether each answer produced by QA model was
correct or incorrect, respectively, in accordance with F1
thresholds provided in right-side columns.

by 0.1 on the RoBERTa baseline. Therefore, we
concluded that while dealing with anaphora’s coref-
erence resolution, both the EG and EQ were effec-
tive as enhanced components of the PLM baseline
model with BERT.

Comparing EG and EQ approaches comprehen-
sively for BERT and RoBERTa, the EG one had
generally higher scores. One possible reason is
that generating additional evidence behind a ques-
tion as input maintains the integrity of the original
question. Although the EQ approach also achieved
relevant performance, the textual substitution of
pronouns may alter the intention of the question
and mislead the model to make erroneous answer
predictions.

To measure the effectiveness of the evidence-
enhanced approach for each question, we com-
pared the F1 scores of the answers produced by the
baseline (BERT) and our evidence-enhanced model
with the best performance (“EG+hist.&cont.,” as
shown in Table 2). “True” and “False” indicate
whether the answer predicted by the model was cor-
rect or incorrect, in accordance with the F1 thresh-
olds provided in the right-side columns. As shown
in Table 2, the second row reflects the case where
our model got an erroneous answer when the base-
line’s answer was correct, which can be interpreted
as getting an erroneous referential entity of the
target pronoun, thus leading to an erroneous predic-
tion. The third row indicates that the answer of our
model was correct and that of the baseline’s was
wrong. Compared with the second row, the third
row shows the effectiveness of our model: introduc-
ing the correct referential entity and enhancing the
model to output the correct answer. Additionally,
in the third row, with the rise of the F1 thresh-

old, the number increased from F1 > 0 to F1 ≥
0.5, which means that our model slightly corrected
the baseline’s answer from completely wrong into
closer to correct. However, from the decline from
F1 ≥ 0.5 to F1 = 1, we can infer that our model
still has limitations in making fully correct answer
predictions.

From the results for the fusion model, we found
that the fusion model achieved a further improve-
ment (by up to 0.7 on RoBERTa) compared with
the baseline and evidence-enhanced methods. This
model also showed improvement on the CoQA-all
dataset, which contains samples that are not needed
for coreference resolution (without pronouns in
questions), compared with the baseline. This in-
dicates that the fusion model can effectively use
coreference graph information. It can solve coref-
erence resolution and maintain the ability to solve
no-coreference questions. Therefore, compared
with the evidence-enhanced approach, the fusion
model has higher robustness.

Through comparing the two different graph em-
bedding methods, GAT and GCN, we found that
GCN generally outperformed GAT in terms of
score in each category. We assume one reason is
that the processed graphs always hold the same
structure (a vertex containing multiple one-hop
neighbor nodes), and such a simple structure is
not adequately learned by GAT’s multi-head at-
tention, which is suitable for capturing features
from the spatial domain. In contrast, GCN cap-
tures the graph features of each neighbor by using
convolution layers, so it performed better in this
experiment.

6 Case Study

We investigated how our approaches improve the
coreference reasoning ability of the RoBERTa base-
line approach. To compare the differences in an-
swer prediction, we used RoBERTa-base as the
baseline. RoBERTa-base + Hist.&Cont. + EG
had the best performance in Table 1 as the evi-
dence generator (EG), and RoBERTa-base + Fu-
sionMd.(+GCN) had the best performance as the
fusion model. We selected several specific cases
from CoQA for elaboration.

An example is shown in Figure 4. In this exam-
ple, the coreference graph resolves that “he” refers
to “Joseph Aloisius Ratzinger.” Because of the
absence of coreference resolution, the baseline in-
correctly predicted the answer at the wrong place.
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#Example
Article context C:
...Ratzinger established himself as a
highly regarded university theologian
by the late 1950s and was appointed a
full professor in 1958...
Conversation History Hi:
...
Qi−1: Did he have a lot of experience as
a pastor?
Ai−1: No.
Current Question Qi: What was his
occupation immediately preceding his
papacy?
Resolution in coreference graph:
his = Joseph Aloisius Ratzinger
Answer prediction:
Fusion model: Theologian.
Evidence-Enhanced: Academic and
professor of theology.
Baseline: A major figure on the Vatican
stage.
Gold answer: Theologian.

Figure 4: Answer predictions from different CMRC
models.

EG resolved the referential dependencies, so the
prediction’s meaning was close to the correct an-
swer. However, the fusion model could integrate
the coreference information and predict the answer
span accurately.

7 Conclusion

In this paper, we proposed the coreference graph,
which can integrate coreferences from text into
a graph structure. To use the information re-
trieved from a coreference graph, we introduced
the evidence-enhanced method, which comprises
two textual-level coreference resolution approaches
to leverage BERT’s performance on CMRC. How-
ever, the results showed that the improvement for
RoBERTa is still limited. Therefore, we proposed
the fusion model, using graph neural networks to
incorporate the coreference graph into PLM struc-
ture. In comparison with the baseline and evidence-
enhanced methods, the fusion model showed fur-
ther improvement on RoBERTa, maintaining rela-
tively higher robustness when learning coreference
resolution. We confirmed that in conversational

reading comprehension, a graph-structured repre-
sentation of the article context and conversational
history can both be an information supplement for
answering a current question, especially with dif-
ferent PLMs. Rather than the end-to-end method
in PLMs, our approaches can generate readable
text as evidence when answering a question, which
strengthens the interpretability of PLMs.
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Abstract

We work on a recommendation dialogue sys-
tem to help a user understand the appealing
points of some target (e.g., a movie). In
such dialogues, the recommendation system
needs to utilize structured external knowledge
to make informative and detailed recommen-
dations. However, there is no dialogue dataset
with structured external knowledge designed
to make detailed recommendations for the
target. Therefore, we construct a dialogue
dataset, Japanese Movie Recommendation Di-
alogue (JMRD), in which the recommender
recommends one movie in a long dialogue
(23 turns on average). The external knowl-
edge used in this dataset is hierarchically struc-
tured, including title, casts, reviews, and plots.
Every recommender’s utterance is associated
with the external knowledge related to the ut-
terance. We then create a movie recommenda-
tion dialogue system that considers the struc-
ture of the external knowledge and the history
of the knowledge used. Experimental results
show that the proposed model is superior in
knowledge selection to the baseline models.

1 Introduction

In recent years, research on recommendation dia-
logue systems, which systems recommend some-
thing to users through dialogues, has attracted
much attention. Here, we focus on movie rec-
ommendations. A recommendation dialogue con-
sists of two phases: (1) the user’s preferences are
elicited, and a movie is selected from several candi-
dates, and (2) in-depth information is provided for
the selected movie. We focus on the latter phase in
this study.

To provide in-depth information, the use of ex-
ternal knowledge is crucial. There has been much
research on incorporating external knowledge in

∗∗Currently affiliated with Ochanomizu University, 2-
1-1 Otsuka, Bunkyo-ku, Tokyo, 112-8610, Japan (E-mail:
tanaka.ribeka@is.ocha.ac.jp).

dialogue, and many kinds of knowledge-grounded
dialogue datasets have been proposed (Dinan et al.,
2019; Liu et al., 2020). These datasets often use
plain texts or knowledge graphs as external knowl-
edge. If the hierarchically structured knowledge is
available in recommendation dialogues, it allows
for more appropriate knowledge selection and in-
formative response generation. However, there is
no dialogue dataset with hierarchically structured
knowledge to provide rich information for a single
target (e.g., a movie).

To address the aforementioned problem, we pro-
pose a dialogue dataset, Japanese Movie Recom-
mendation Dialogue (JMRD), in which recommen-
dation dialogues are paired with the corresponding
external knowledge. This dialogue dataset consists
of about 5,200 dialogues between crowd workers.
Each dialogue has 23 turns on average. We can say
that our dataset provides in-depth movie recommen-
dations utilizing various knowledge about a movie,
with relatively a large number of dialogue turns.
Specifically, as shown in Figure 1, one speaker
(recommender) recommends a movie to the other
speaker (seeker). Only the recommenders can have
access to the knowledge about the movie, and they
should use the external knowledge as much as pos-
sible in their utterances. The recommenders are
asked to annotate the knowledge they used when
sending their utterance. This procedure enables
us to associate every recommenders’ utterances
with the corresponding external knowledge. The
external knowledge is hierarchically structured into
knowledge types common to all movies (e.g., “Ti-
tle”, “Released Year”) and giving knowledge con-
tents for each movie (e.g., “Rise of Planet of the
Apes”, “August 5, 2011”).

We also propose a strong baseline model for the
constructed dataset. This model considers the his-
tory of knowledge types/contents, noting that the
order in which each piece of knowledge is used is
essential in recommendation dialogues. The exper-
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imental results show that our proposed model can
select appropriate knowledge with higher accuracy
than the baseline method.

Our contributions are three-fold.

• We construct a movie recommendation dia-
logue dataset associated with hierarchically
structured external knowledge.

• We propose a strong baseline model, which se-
lects knowledge based on hierarchically struc-
tured knowledge, for our dataset.

• To the best of our knowledge, we are the
first to construct a human-to-human dia-
logue dataset based on external knowledge
in Japanese.

2 Related Work

Recommendation dialogue has long attracted atten-
tion. However, most of them are goal-oriented dia-
logues in which the user’s preferences are elicited
from multiple recommendation candidates, and a
recommendation target is decided according to that
preferences (Bordes et al., 2017; Li et al., 2018).
Li et al. (2018) propose REDIAL, a human-to-
human movie recommendation dialogue dataset.
The recommender presents several movies in one
dialogue while inquiring about the seeker’s prefer-
ences. Kang et al. (2019) collect GoRecDial dataset
in a gamified setting where experts decide on a
movie similar to the seekers’ preference among a
small set of movies (= five movies) in a minimal
number of turns. OpenDialKG (Moon et al., 2019)
is a recommendation and chit-chat dataset linking
open-ended dialogues to knowledge graphs. In this
study, we focus on the recommendation dialogue,
which provides in-depth information about a movie
rather than deciding which movie to recommend.

Research on the knowledge-grounded dialogue
has also been growing in the last few years. Zhou
et al. (2018) collect a human-to-human chit-chat
dialogue dataset by utilizing Wikipedia articles of
30 famous movies. This dataset is unique in that
it has two dialogue settings: either only one of
the participants can see the knowledge, or both of
them can see it. Moghe et al. (2018) also collect
chit-chat dialogues about movies based on multi-
ple types of knowledge: plot, review, Reddit com-
ments, and fact table. Wizard of Wikipedia (Dinan
et al., 2019) is an open-domain chit-chat dialogue
dataset based on Wikipedia articles on 1,365 top-
ics. It has become a standard benchmark in this

research field. Su et al. (2020) collect a large
Chinese chit-chat dialogue dataset (246,141 dia-
logues with 3,010,650 turns) about movies. Other
dialogue datasets with external knowledge in Chi-
nese are DuConv (Wu et al., 2019), KdConv (Zhou
et al., 2020), and DuRecDial (Liu et al., 2020).
DuConv (Wu et al., 2019) combines dialogues with
knowledge graphs to track the progress of the di-
alogue topic. KdConv (Zhou et al., 2020) is also
a chit-chat dialogue corpus that consists of rela-
tively long dialogues to allow deep discussions
in multiple domains (movies, music, and travel).
Liu et al. (2020) focus on multiple dialogue types
(e.g., QA, chit-chat, recommendation) and collect
a multi-domain dialogue dataset associated with a
knowledge graph. Compared to these studies, our
work differs in that it uses hierarchically structured
knowledge that contains both factoid (e.g., title)
and non-factoid (e.g., review) information to make
recommendations.

3 Japanese Movie Recommendation
Dialogue

We choose movies as the domain for the recom-
mendation dialogue because movies are interesting
to everyone and facilitate smooth dialogue. In ad-
dition, movie recommendation dialogue is open-
domain in nature according to the variety of movie
topics, and it is a preferable property for NLP re-
search. In this section, we explain the construction
method of the JMRD.

3.1 External Knowledge Collection

The external knowledge is mainly collected from
web texts such as Wikipedia. First, we select 261
movies based on the box-office revenue ranking. 1

For each of these movies, we collect movie infor-
mation as external knowledge.

The external knowledge consists of seven knowl-
edge types: title, released year, director, cast, genre,
review, and plot, as shown in Figure 1. The title,
released year, director, cast, and plot are extracted
from the Wikipedia article of each movie (we allow
at most one director and two casts). For the director
and the casts, a brief description is also extracted
from the first paragraph of each person’s Wikipedia
article. For the genre, we use the genre classifica-
tion of Yahoo! Movies. 2 Reviews are collected

1http://www.eiren.org/toukei/index.
html

2https://movies.yahoo.co.jp/
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Hello.

Hello.

What movie would you recommend?

I introduce Rise of the Planet of the Apes.

That sounds interesting.

It's from 2011.

Ten years ago, huh? That's old.

That's right! It is the first in a series of 
"Planet of the Apes" reboots!

RecommenderSeeker

Recommendation Dialogue External Knowledge
Title Rise of the Planet of the Apes

Released 
Year August 5, 2011

Director Rupert Wyatt British-born film director and screenwriter. He …

Cast
James Franco American actor, writer, and director. …

Andy Serkis Actor, motion actor, and director from London, …

Genre

SF

Action

Suspense

Review
It's the first in a series of reboots of "Planet of the Apes."

This movie may change your perspective. At least …

Plot
Will, a neurologist working for …

The results of Bright Eyes's dramatic improvement …

Figure 1: An example of JMRD dataset. The underlined parts of the external knowledge indicate the knowledge
items used in the dialogue.

by crowdsourcing using Yahoo! Crowdsourcing. 3

Each worker selects a movie that he or she has seen
from a list of 261 movies and writes down three
recommendations for the selected movie. As a re-
sult, we collected an average of 16.5 reviews per
movie.

We split the plot into sentences and present only
the first ten sentences (or all sentences if fewer than
ten) to reduce the burden of the recommender. Be-
sides, we use the reviews written by the workers as
it is, without splitting the sentences. We randomly
selected five reviews between 15 and 80 characters
long for each movie from the collected reviews.
Those five reviews are used as the reviews for that
movie.

3.2 Dialogue Collection
3.2.1 Settings
The two workers engaging in the movie recom-
mendation dialogue have different roles: one is the
recommender, and the other is the seeker. The
flow of the dialogue takes place as follows:

1. Either the recommender or seeker can initial-
ize the conversation.

2. The recommender decides which movie to
recommend from the movie list. The recom-
mender can choose a movie he or she wants
to recommend or a movie that matches the
seeker’s preference obtained from a few mes-
sage exchanges. The recommender can access
the movie knowledge after deciding the movie

3https://crowdsourcing.yahoo.co.jp/

to recommend. On the other hand, the seeker
is only shown the chat screen and cannot ac-
cess knowledge about the movie.

3. The recommender is instructed to use the pre-
sented knowledge as much as possible to rec-
ommend the movie. When the recommender
sends their utterance, they must select the
knowledge referred to by the utterance (multi-
ple selection is allowed). For the utterance
that does not use any knowledge, such as
greetings, the recommender can select the “no
knowledge” option.

4. The seeker is only instructed to enjoy and
learn more about the recommended movie,
and they can talk freely. This instruction refers
to that of Wizard of Wikipedia (Dinan et al.,
2019).

5. The dialogue lasts at least 20 turns after the
movie is selected and can be terminated after
20 turns.

3.2.2 Dialogue Collection System
ParlAI (Miller et al., 2017) is a framework for col-
lecting real-time chats in crowdsourcing. However,
it is not easy to perform Japanese tasks with the
Amazon Mechanical Turk used in ParlAI. There-
fore, we build a new framework for dialogue col-
lection, which incorporates crowdsourcing services
where more native Japanese speakers can be gath-
ered. In our framework, when workers access the
specified URL for dialogue collection, pair match-
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# dialogues 5,166
# utterances (R) 57,714
# utterances (S) 59,160
# movies 261
# workers 322
Avg. # turns per dialogue 22.6
Avg. # words per utterance (R) 23.8
Avg. # words per utterance (S) 6.9
Avg. # knowledge used per utterance 1.3
Avg. # knowledge used per dialogue 10.8

Table 1: Statistics of JMRD. R and S denote recom-
mender and seeker respectively. We use Juman++ (Tol-
machev et al., 2020) for word segmentation.
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Figure 2: Distribution of external knowledge used.
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Figure 3: Distribution of external knowledge used in
each dialogue turn of the recommender. The informa-
tion up to turn 12 is shown here.

ing is performed, and a chat room is created for the
worker to interact in real-time.

3.2.3 Statistics
The statistics are shown in Table 1. Our dataset con-
sists of 5,166 dialogues with 116,874 turns. The
average number of words per utterance of the rec-
ommender is more than three times larger than
that of the seeker. It is probably because the rec-
ommender needs to talk more than the seeker to
provide information to recommend a movie. The
average number of knowledge items per utterance
is 1.3, and the recommender tends to mention each
knowledge item separately. There were on average
10.8 different types of knowledge used per dia-

Q1 Q2 Q3 Q4 Q5
Recommender 4.36 4.00 3.94 4.01 -
Seeker 4.26 3.83 2.72 - 3.82

Table 2: Results of the questionnaire.

logue, indicating that we could collect dialogues
with various types of external knowledge.

Figure 2 shows the distribution of the knowledge
types used. The number of utterances that did not
use any knowledge was only about 20% of the total,
indicating that most utterances use some kind of
external knowledge. In addition, non-factoid texts
such as reviews and plots tend to be used more
frequently.

Furthermore, Figure 3 shows the distribution of
the knowledge used in each dialogue turn of the rec-
ommender. In the early part of the dialogue, there
are many utterances without knowledge, such as
greetings or utterances that mention the title. The
recommenders often use factoid information such
as released year, director, and cast in the middle
of the dialogue. In the later part, non-factoid infor-
mation such as reviews and plots are often used to
convey specific content. In addition, after ten turns,
the percentage of “No knowledge” increased again,
as more generic recommendations such as "please
check it out" are used. As can be seen from this
analysis, our dataset is capable of analyzing human
recommendation strategies.

3.2.4 Post-task Questionnaire
We ask the dialogue participants to answer the fol-
lowing post-task questionnaire in some of the col-
lected dialogues (= 4,410 dialogues).

Q1: Do you like movies?

Q2: Did you enjoy the dialogue?

Q3: Do you know the movie you recommended
(or that was recommended to you)?

Q4: Do you think you have recommended the
movie well?

Q5: Do you want to watch the recommended
movie?

All questions are answered on a 5-point Likert
scale, with five being the best and one being the
worse. The choices for Q1, Q2, Q4, and Q5
are [agree/somewhat agree/neutral/somewhat dis-
agree/disagree]. The choices for Q3 are [have seen
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the movie and remember the contents well/have
seen the movie and remember some the con-
tents/have never seen the movie but know the
plot/have never seen the movie but know only the
title/do not know at all]. Q4 is for recommenders
only, and Q5 is for seekers only.

Table 2 shows the results of the questionnaire.
We found that most of the workers were highly
interested in the topic of movies (Q1), and both
recommenders and seekers enjoyed the dialogue,
although it was relatively long, more than 20 turns
(Q2). In addition, from Q3, we can see that the
recommenders recommended movies they knew,
while the seekers were often recommended movies
they did not know. Finally, from Q4 and Q5, it was
confirmed that the collected dialogues sufficiently
achieved the purpose of movie recommendation.

4 Proposed Model

4.1 Outline

Each dialogue D = {(x l , y l )}Ll=1 in the dataset is
paired with a knowledge pool K = (kt,kc) about
the movie recommended in that dialogue, where x l ,
y l is the utterance of the seeker and recommender at
turn l andL is the number of turns inD. In addition,
kt (= {kt ,1 , . . . , kt ,m , . . . , kt ,M }) are the knowl-
edge types, kc (= {kc,1 , . . . , kc,n , . . . , kc,N }) are
knowledge contents, and M , N are the num-
ber of knowledge types and knowledge contents
contained in K, respectively. At turn l, given
the dialogue context (= the current seeker’s ut-
terance xl and the last recommender’s utterance
yl−1), the previously selected knowledge types
{k̂1t , . . . , k̂ l−1t }, and previously selected knowl-
edge contents {k̂1c , . . . , k̂ l−1c }, our target is to se-
lect a piece of knowledge k̂ lc from kc and generate
response yl utilizing k̂ lc . We call the previously
selected knowledge types the “knowledge type his-
tory” and the previously selected knowledge con-
tents the “knowledge content history” in this paper.

Figure 4 shows the overview of the proposed
model. The proposed model mainly consists of the
Encoding Layer, the Knowledge Selection Layer,
and the Decoding Layer. We describe each of the
components in the following sections.

4.2 Encoding Layer

The encoding layer is used to obtain the follow-
ing representations: dialogue context, knowledge
types, knowledge contents, knowledge type history,
and knowledge content history. We use BERT (De-

vlin et al., 2019) as the encoder. For encoding
the dialogue context, we obtain the hidden state
H x ly l−1

via BERT, and then perform average pool-
ing to obtain hx ly l−1

(Cer et al., 2018):

Hxlyl−1
= BERT (xl, yl−1) (1)

hx
lyl−1

= avgpool(Hxlyl−1
) ∈ Rd (2)

where d is the hidden size. We insert [SEP] be-
tween x l and y l−1 , and insert [CLS] and [SEP] at
the beginning and the end of the entire input string,
respectively.

In the case of knowledge types, we insert [CLS]
and [SEP] at the beginning and the end of the input
string, respectively. After that, we get {hkt,m}Mm=1

by feeding it to BERT in the same way. For the
knowledge contents, we input the knowledge type
in addition to the knowledge contents, following
the method of Dinan et al. (2019). We insert a new
special token [KNOW SEP] between the knowl-
edge type and the knowledge content and further
insert [CLS] and [SEP] at the beginning and the
end of the input string, respectively. The result-
ing string is input to BERT to obtain {hkc,n}Nn=1

likewise. We also compute the representations
of knowledge type history {h k̂ i

t }l−1i=1 and that of
knowledge content history {h k̂ i

c}l−1i=1 .

4.3 Knowledge Selection Layer

We encode the knowledge type history via the trans-
former encoder (Vaswani et al., 2017). This trans-
former encoder (we call this “knowledge type en-
coder”) adds a positional embedding for each turn
(= turn embedding) to the input so that the model
reflects in which turn each knowledge type was
used (Meng et al., 2021). We concatenate the last

output of this encoder h k̂ l−1
t

trans with the hidden state
of the dialogue context hx ly l−1

as the query, and
regard {hkt,m}Mm=1 as the key. The attention over
knowledge types at ∈ RM is calculated as follows:

at = [at ,1 , . . . , at ,m , . . . , at ,M ]

= softmax (QtKt
>)

Qt = MLP([h
k̂l−1
t

trans;h
xlyl−1

])

Kt = MLP([hkt,1 , . . . , hkt,M ])

[h
k̂1t
trans, . . . , h

k̂l−1
t

trans] = KTE ([hk̂
1
t , . . . , hk̂

l−1
t ])

(3)
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Figure 4: Overview of the proposed model. In this figure, the model generates the response y4 at time l = 4.
Knowledge Cont Enc, Knowledge Type Enc, and Transformer Dec denote the knowledge content encoder, the
knowledge type encoder, and the transformer decoder, respectively.

where MLP(·) is a multilayer perceptron, KTE is
the knowledge type encoder, and [·; ·] is the vector
concatenation operation.

We compute the weighted hidden state of the
knowledge contents {hkc,n

w }Nn=1 based on the cal-
culated attention at . This weighted hidden state
is used to calculate the attention over the knowl-
edge contents. Suppose the number of knowledge
contents belonging to the m-th knowledge type is
Nm , and the same weight at ,m ∈ at is given to
all of them. In that case, the M -dimensional at
can be extended to the N -dimensional a ′t ∈ RN as
follows, because Nm satisfies

∑M
m=1Nm = N :

a ′t = [at ,1 , . . . , at,m, . . . , at,m︸ ︷︷ ︸
Nm

, . . . , at ,M ] (4)

Using a ′t , the weighted hidden states of the knowl-
edge contents {hkc,n

w }Nn=1 can be obtained as fol-
lows:

[h
kc,1
w , . . . , h

kc,N
w ] = a′t[h

kc,1 , . . . , hkc,N ] (5)

The knowledge content history is encoded by
the transformer encoder as well. This transformer
encoder, which we call “knowledge content en-
coder”, has the same setting as the knowledge type
encoder, but they do not share any parameters. We
concatenate the last output of the encoder h k̂ l−1

c
trans

with hx ly l−1
as the query, and regard the weighted

hidden states of knowledge contents {hkc,n
w }Nn=1

as the key. We can calculate the attention over the

knowledge contents ac ∈ RN as follows:

ac = softmax (QcKc
>)

Qc = MLP([hk̂
l−1
c

trans;h
xlyl−1

])

Kc = MLP([h
kc,1
w , . . . , h

kc,N
w ])

[h
k̂1c
trans, . . . , h

k̂l−1
c

trans] = KCE ([hk̂
1
c , . . . , hk̂

l−1
c ])

(6)

where KCE is the knowledge content encoder. Fi-
nally, we select a knowledge content k̂ lc at time l
from the probability distribution of ac .

4.4 Decoding Layer
At time l , the dialogue context x l , y l−1 and
the knowledge content k̂ lc selected by the knowl-
edge selection layer, are input to the transformer
decoder to generate the response y l . Specif-
ically, we feed the concatenated embedding
H x ly l−1 k̂ l

c = [H x ly l−1
;H k̂ l

c ] to the decoder. The
word generation probability p(y lj ) over the vocabu-
lary V when the decoder generates the j -th word
can be written as follows:

p(ylj) = softmax (MLP(hl,jdec)) ∈ R1×|V |

hl,jdec = TD(Hxlyl−1k̂lc , emb(yl<j))) ∈ R1×d

(7)

where TD is the transformer decoder, y l<j are the
words generated up to the j -th word, emb(y l<j ) are
the word embeddings of y l<j , which is initialized
with the word embedding of BERT.

We use copy mechanism (Gu et al., 2016; See
et al., 2017) to make it easier to generate knowledge
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words and follow the method used in Meng et al.
(2021).

4.5 Learning Objective

Similar to Dinan et al. (2019), we combine the neg-
ative log-likelihood loss for the generated response
Lnll with the cross-entropy loss for knowledge se-
lection Lknowledge modulated by a weight λ, which
is the hyperparameter. The final loss function L is
as:

L = (1− λ)Lnll + λLknowledge (8)

5 Experiments

5.1 Settings

We randomly split the dialogues into the train
(90%), validation (5%), and test sets (5%). Input
texts are truncated to the maximum input length
of 64 tokens for dialogue contexts and knowledge
contents and 5 tokens for knowledge types. In
addition, a maximum of 20 turns of knowledge his-
tory can be entered for both knowledge types and
knowledge contents. Our proposed dataset may
have multiple pieces of knowledge associated with
a recommender’s utterance, but we use only one of
them in this study for simplicity. In the case of an
utterance with multiple knowledge items, we select
the one with the highest Jaccard coefficient in the
word set of the recommender’s utterance and each
knowledge as the correct knowledge. To input “No
knowledge,” we use the special token [NO KNOW]
in place of knowledge type and content.

5.2 Baseline

We use an end-to-end Transformer Memory Net-
work (TMN) (Dinan et al., 2019) as baseline.
This model encodes the dialogue context and each
knowledge respectively and selects knowledge by
calculating the dot-product attention between them.
It also performs end-to-end response generation
using the selected knowledge. To make a fair com-
parison with our proposed model, we have replaced
the original transformer encoder with a BERT en-
coder. We call this model TMN BERT.

As a baseline to consider knowledge history, we
add the knowledge content encoder to TMN BERT
and concatenate its output with the hidden states
of the dialogue context. We call this model TMN
BERT+KH. Knowledge selection is made by cal-
culating the attention between the knowledge can-
didates and the concatenated hidden states. Other
conditions are the same as in TMN BERT.

In addition, we use Random baseline that selects
knowledge randomly.

5.3 Implementation Details
We use the NICT BERT Japanese pre-trained
model (with BPE) 4 as the encoder. This BERT
is also used to initialize the word embedding in
the transformer decoder. The transformer encoders
for knowledge type and knowledge content, and
the transformer decoder have the same architecture,
consisting of 2 attention heads, 5 layers, and the
size of the hidden layer is 768 and the filter size is
3072. We train the models for 100 epochs with a
batch size of 512 and 0.1 gradient clipping. We do
early stopping if no improvement of the validation
loss is observed for five consecutive epochs. All
models are learned with Adam optimizer (Kingma
and Ba, 2015) with β1 = 0.9, β2 = 0.999 and an
initial learning rate = 0.00005. We use an inverse
square root learning rate scheduler with the first
1,000 steps allocated for warmup. In addition, we
set the hyperparameter λ to 0.95. At decoding, we
use beam search with a beam of size 3. We add a
restriction to prevent the same bigram from being
generated multiple times.

5.4 Evaluation Metrics
We evaluate the models with automatic evaluation
metrics. For knowledge selection, we use accuracy
(Acc). For response reproducibility, we measure
BLEUtgt-4 (Papineni et al., 2002), which is the
4-gram overlap between a generated response and
a target response. We also use unigram F1 (F1) fol-
lowing the evaluation setting in Dinan et al. (2019).
Additionally, we use Jaccard and BLEUknow-4 to
evaluate whether the knowledge is reflected in the
generated response. Jaccard is the Jaccard coeffi-
cient of the set of words in the generated response
and the set of words in the selected knowledge
content. BLEUknow-4 is the BLEU-4 computed
between the generated response and the selected
knowledge content.

5.5 Results and Analysis
The results of knowledge selection are shown in Ta-
ble 3. The results show that our proposed method
outperformed the baselines. TMN BERT+KH,
which adds a mechanism to consider knowledge
history to the baseline TMN BERT, is almost the
same as TMN BERT in Acc. On the other hand,

4https://alaginrc.nict.go.jp/
nict-bert/index.html
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knowledge selection response reproducibility knowledge reflection
Acc F1 BLEUtgt-4 Jaccard BLEUknow-4

Random 4.18 (0.15) 24.05 (0.26) 4.63 (0.16) 5.87 (0.18) 0.47 (0.07)
TMN BERT 48.81 (0.25) 42.97 (0.16) 21.03 (0.70) 38.36 (0.81) 24.94 (1.36)
TMN BERT+KH 48.66 (0.06) 42.74 (0.46) 20.68 (0.56) 38.23 (0.94) 25.08 (1.29)
Ours 49.72 (0.44) 42.92 (0.71) 20.78 (0.69) 39.35 (1.41) 25.88 (1.35)

Table 3: The evaluation results. Scores are the mean of three runs of the experiment with different random seeds,
and standard deviations are shown in parentheses. The bold scores indicate the best ones over models.

Dialogue Knowledge
Recommender1: Nice to meet you. No knowledge

Seeker1: Hello. -
Recommender2: I am pleased to meet you. No knowledge

Seeker2: What movies do you recommend? -

TMN BERT I will introduce a movie called
Do You Like Disney Movies?

Danny Ocean immediately breaks his parole
rules (no interstate movement) and reunites
with his partner Rusty Ryan in Los Ange-
les. He confides in Ryan about a new theft
scheme he had hatched while in prison. (Plot)

Ours: Today I will introduce Ocean’s Eleven. Ocean’s Eleven (Title)
Gold: How about Ocean’s Eleven? Ocean’s Eleven (Title)

Table 4: Examples of generated responses by our model and the baseline model. Subscript numbers indicate the
number of turns in the dialogue. The knowledge type is indicated in parentheses in the knowledge column.

our proposed method improves Acc, suggesting the
importance of considering knowledge structurally.

The results of response generation are also
shown in Table 3. The proposed method did not
perform well in terms of reproducibility for target
responses. However, this should not be a major
problem because it is known that it is inappropri-
ate to measure reproducibility in dialogue evalu-
ation (Liu et al., 2016). On the other hand, the
proposed model performed the best for knowledge
reflection. We believe this improvement is due to
selecting knowledge more correctly according to
the dialogue context and knowledge history.

5.6 Case Study

Table 4 shows an example of knowledge selection
and response generation. TMN BERT, which does
not consider knowledge history, selects the plot
even though it is at the beginning of the dialogue.
Moreover, the generated utterance does not reflect
the selected knowledge. On the other hand, our pro-
posed model introduces the movie title that has not
yet been mentioned in this dialogue by considering
the knowledge history.

As illustrated by the generated response of TMN
BERT, the generated utterances may not reflect the
selected knowledge or may contain words inconsis-

tent with the selected knowledge. This problem is
known as the hallucination problem (Roller et al.,
2020; Shuster et al., 2021), and we leave the solu-
tion to this problem as future work.

6 Conclusion

We proposed JMRD, a hierarchically structured
knowledge-based movie recommendation dialogue
dataset. We also proposed an end-to-end dialogue
system that utilizes the hierarchically structured
knowledge of knowledge types and contents to per-
form knowledge selection and generate responses
as a strong baseline for our dataset. The experi-
mental results show that our model can select more
appropriate knowledge than baselines.

As far as we know, this is the first Japanese dia-
logue dataset associated with external knowledge.
We hope our dataset facilitates further research on
movie recommendation dialogue based on struc-
tured external knowledge (especially in Japanese
dialogue research).

In response generation, we can observe that the
utterances do not reflect the knowledge in some
cases, even when the knowledge is selected cor-
rectly. There is still much room for improvement
in knowledge reflection, and we leave this as future
work.
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Abstract

To diversify and enrich generated dialogue
responses, knowledge-grounded dialogue has
been investigated in recent years. The exist-
ing methods tackle the knowledge grounding
challenge by retrieving the relevant sentences
over a large corpus and augmenting the dia-
logues with explicit extra information. Despite
their success, however, the existing works have
drawbacks on the inference efficiency. This
paper proposes KnowExpert, an end-to-end
framework to bypass the explicit retrieval pro-
cess and inject knowledge into the pre-trained
language models with lightweight adapters
and adapt to the knowledge-grounded dialogue
task. To the best of our knowledge, this is
the first attempt to tackle this challenge with-
out retrieval in this task under an open-domain
chit-chat scenario. The experimental results
show that KnowExpert performs compara-
bly with some retrieval-based baselines while
being time-efficient in inference, demonstrating
the effectiveness of our proposed method.1

1 Introduction

Numerous studies in recent years have established
sophisticated techniques to build open-domain di-
alogue systems. Although such systems can gen-
erate fluent and grammatically correct responses
based on the dialogue history, they are unsatisfac-
tory compared to human-to-human conversations.
One primary reason is that existing dialogue sys-
tems are incapable of understanding and leveraging
relevant knowledge, resulting in superficial and un-
intelligent responses when they dive into a specific
topic (Li et al., 2020). To overcome this limitation,
many research works have focused on developing
knowledge-grounded dialogue (KGD) systems (Di-
nan et al., 2019; Chen et al., 2020; Zhao et al.,
2020).

∗∗ These two authors contributed equally.
1Our code and models are available at https://

github.com/HLTCHKUST/KnowExpert.

To equip the ability to incorporate knowledge,
many recently proposed KGD systems (Lian et al.,
2019; Kim et al., 2019; Roller et al., 2020; Chen
et al., 2020; Zhao et al., 2020) comprise the fol-
lowing modules: (1) Knowledge Retrieval, for
retrieving the related knowledge sentences from
a large corpus (e.g., Wikipedia); (2) Knowledge
Selection, for selecting the most relevant knowl-
edge sentences for generation; and (3) Knowledge-
augmented Generation, for augmenting the re-
trieved knowledge and conversation history to gen-
erate more knowledgeable responses. The key to
this approach is the explicit retrieval phase to en-
hance the quality of generated responses.

Despite demonstrating remarkable progress and
promising performance on the KGD task, the
retrieval-based approaches have drawbacks in their
efficiency. First, knowledge retrieval in corpora
requires a model to search over a large amount of
data, consuming considerable memory resources
to store the whole knowledge corpus. It also takes
additional processing time to retrieve knowledge
and conduct further knowledge selection. Sec-
ond, adding knowledge as additional context to the
language generation model also causes significant
computation overhead, which slows the language
generation process. Efficiency plays an essential
role in the practical use of dialogue systems, and it
is necessary to limit resource requirements so as to
generate responses faster and support more active
users.

Recently, large pre-trained language models
(LMs) have been shown to have the capability
to carry implicit knowledge (Wang et al., 2020;
Lauscher et al., 2020), which can be further ap-
plied to downstream classification tasks (Shwartz
et al., 2020). Many existing works have proved
that the “knowledge” can be embedded in the pre-
training process (Brown et al., 2020). The ex-
plorations on the closed-book question answering
(QA) task (Petroni et al., 2019; Roberts et al., 2020;
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Figure 1: High-level architecture of the model. Taking a dialogue history
as an input, the adapters are inserted upon the GPT-2 layers, acting as the
knowledge experts, to enhance the response generation with the help from
a topic model which assigns weights over the knowledge experts.
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Figure 2: Illustration of the training pro-
cedure, where the thick lined modules
are trained while the rest (dash lined)
kept frozen in each training step.

Wang et al., 2021) with large pre-trained LMs also
indicates the potential of leveraging the knowledge
embedded inside LMs. For task-oriented dialogue
systems, Madotto et al. (2020) store knowledge
bases (KBs) of different sizes directly into the
model parameters by aligning auto-extracted di-
alogue templates with the corresponding KBs for
each data sample. Based on their success in other
tasks, LMs have potential to apply their implicit
knowledge for open-domain KGD tasks. However,
our scenario is different from both the closed-book
QA and task-oriented dialogue tasks, where given a
question or user query, relevant knowledge choices
are highly constrained by the inputs. In contrast,
open-domain chit-chat suffers much from the one-
to-many issue between the inputs and possible out-
puts. In other words, given the inputs on a specific
topic, the choice of knowledge candidates is vary-
ing, which brings new challenges to embedding
knowledge in this task.

Inspired by the previous explorations on other
tasks, we propose to tackle the KGD challenge
by using the implicit knowledge in LMs un-
der the open-domain chit-chat scenario. In con-
trast to existing KGD systems, we bypass the re-
trieval step and propose an end-to-end framework,
KnowExpert, to learn the knowledge corpus with
the parameters of pre-trained LMs and incorpo-
rate the acquired knowledge for KGD generation.
In the model, lightweight adapters (Bapna and Fi-
rat, 2019) are inserted into the pre-trained GPT-
2 (Radford et al., 2019), acting as knowledge ex-
perts. Taking advantage of latent topics, the knowl-
edge sentences are embedded into different knowl-
edge experts by pseudo-conversation style training,

while the latent topics measure the relevance be-
tween the dialogue samples and the clusters. We
thus fine-tune LM layers where frozen pre-trained
adapters are inserted for task adaptation. Experi-
mental results show that KnowExpertperforms
comparably with some strong retrieval-based base-
lines, while its inference process is much more
efficient since extra knowledge sentences are not
required as a component of the inputs.

Our contributions are three-fold: (1) to the best
of our knowledge, we are the first to explore learn-
ing prior knowledge with generative models for
KGD tasks under open-domain chit-chat scenario;
(2) our model bypass an explicit knowledge re-
trieval process, and has constant inference time
regardless of the size of the knowledge corpus;
and (3) our model performs comparably with some
strong baselines and shows that a purely generation-
based method for the KGD task is promising.

2 Related Work

2.1 Knowledge-Grounded Dialogue
The KGD task requires models to identify rele-
vant knowledge sentences from a large corpus for
grounding the response generation. Information
retrieval (IR) systems, such as TF-IDF, can quickly
retrieve related knowledge over a large corpus.
However, the effectiveness is limited as they can
only be leveraged to coarsely retrieve several rel-
evant documents. However, providing the models
with more documents may not improve the system
since it will bring more noise into the inputs. What
is more, the length of the packed inputs could ex-
ceed the length limitation of the LMs. Thus, the
existing works still conduct further fine-grained

94



Usr Sys Usr

Wikipedia

[1] Wikipedia is a free, multilingual
online encyclopedia. [2] It is written
and maintained by a community of
volunteer contributors. [3] Wikipedia
is the largest and most-read reference
work in history. [4] It is consistently
one of the 15 most popular web-
sites as ranked by Alexa. [5] As of
2021, it was ranked as the 13th most
popular site. ...

Wikipedia is a free, multilingual

online encyclopedia.

It is written and maintained by

a community of volunteer

contributions.

Wikipedia is the largest and most-

read reference work in history.

It is consistently one of the most

popular websites as ranked by Alexa.

As of 2021, it was ranked as the

13th most popular site.

Wikipedia is a free, multilingual

online encyclopedia.

It is written and maintained by

a community of volunteer

contributions.

Wikipedia is the largest and most-

read reference work in history.

It is consistently one of the most

popular websites as ranked by Alexa.

As of 2021, it was ranked as the

13th most popular site.

Wikipedia Article1 Split into sentences to convert
into utterances

2
Random replacement of two
utterances

3

Sys

Figure 3: The demonstration of the procedure of converting a document in the knowledge corpus (e.g., a Wikipedia
article) into the pseudo-conversation style. First, the article is split into sentences so that each to represent one
utterance. Then, random two utterances are permuted to avoid over-fitting (presented with dashed lines).

knowledge selection to improve the accuracy of
the knowledge retrieval process, which is one of
the critical problems in the KGD task. Motivated
by this, latent variables have been introduced to
minimize the gap between prior and the posterior
knowledge selection (Zhao et al., 2019; Kim et al.,
2019; Lian et al., 2019; Chen et al., 2020). Zhao
et al. (2020) explores the strategy to better rank
the knowledge sentences, avoiding the most rele-
vant candidates becoming truncated in the input
sequences. Some existing KGD systems generate
the knowledge first for further response genera-
tion. (Zhou et al., 2021) train the model to generate
implicit knowledge sentences for open-domain dia-
logue response generation. Instead of training the
large pre-trained LMs, (Liu et al., 2022) leverage
prompts for knowledge and response generation.
Cui et al. (2021) proposes the knowledge-enhanced
fine-tuning for better handling the unseen entities
in the conversation history. They also evaluate the
model when there is no knowledge sentence as
inputs during inference. However their proposed
method only focus on the problem of unseen enti-
ties, whereas it is less helpful on the seen domain.
In this paper, we propose a new promising direc-
tion to bypass the retrieval step and better lever-
age power of the pretrained LMs for knowledge-
grounded diaogue generation.

2.2 Knowledge Retrieval in LMs

The concept of knowledge retrieval in LMs
started with the proposal of the LAMA bench-
mark (Petroni et al., 2019), which heavily relies
on prompts. By constructing the prompts as “fill-
in-the-blank” cloze statements, pre-trained LMs
can predict the factual knowledge (Petroni et al.,
2019; Shin et al., 2020). The application of the

idea of knowledge retrieval in LMs also appears in
closed-book QA tasks. Roberts et al. (2020) inves-
tigates a simple fine-tuning technique on multiple
QA datasets and proves that T5 (Raffel et al., 2019)
can pack Wikipedia knowledge into its parameters.

2.3 Inference Efficiency in Language Model
Recent progress in natural language processing, in-
cluding dialogue systems, has been benefited by
Transformer-based large pre-trained LMs, yet cur-
rent “best performing" models tend to have a more
complex architecture with more parameters, which
is not ideal considering inference in practical ap-
plication. Many modified Transformer architec-
tures have been explored to speed up inference la-
tency while maintaining performance, for example,
by leveraging knowledge distillation to compress
or reduce the number of parameters (Tang et al.,
2019; Sanh et al., 2019; Jiao et al., 2020; Sun et al.,
2020), by performing a simple decomposition in
lower layers (Cao et al., 2020), or by converting a
structured decoder into a non-autoregressive mod-
ule (Sun et al., 2019). Contrasting previous works,
we emphasize the inference efficiency of our pro-
posed framework in shortening the input sequences
by removing the external knowledge components
and reducing the storage resources needed, and we
provide a faster inference process when scaling up
the knowledge corpus.

3 Methodology

In this section, we present the framework and learn-
ing algorithm of KnowExpert. First, we offer
several preliminary definitions used throughout
the paper. Second, we explain the architecture of
KnowExpert. Finally, we describe the strategy
to train the framework.
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3.1 Preliminary Definition
We denote a dialogue dataset as {Dn}Nn=1, and the
dialogue history at turn t as Dt = {(Ui, Si)}ti=1,
where Ut is the user utterance and St the system
response. Along with the dialogue dataset, suppose
we have a knowledge corpus {Km}Mm=1, where
Km refers to a piece of knowledge (e.g., a sentence
from Wikipedia).

Given an input Xt = (Dt−1, Ut), we aim to
learn a model fΘ to generate a knowledgeable re-
sponse S̃t. Existing works frame this task as re-
trieving related knowledge Kt for augmented in-
put: S̃t = fΘ(Xt,Kt). Here, we propose to bypass
the retrieval process by adding knowledge into the
model parameters Θ to generate a response solely
based on dialogue history: S̃t = fΘ(Xt).

3.2 KnowExpert Architecture
KnowExpert is composed of two components:
a GPT-2 with lightweight adapters and a contex-
tual topic model, as depicted in Figure 1. Inspired
by Peinelt et al. (2020), the topic model is intro-
duced to evoke knowledge stored in the GPT-2
guided by the topic information during response
generation.

GPT-2 with Adapters To incorporate knowl-
edge, we insert lightweight adapters (Bapna and
Firat, 2019) into each GPT-2 layer. The adapter
has a two-linear-layer structure, which enables fast
adaptation to targets. Given the hidden representa-
tion of the GPT-2 layer i, denoted as Hi ∈ Rj×h,
where h and j are the hidden dimension and the
current generation step, respectively, the adapter
can be formulated as

Aθ(Hi) = ReLU(LN(Hi)Wi
hd)Wi

dh +Hi,

where Wi
hd ∈ Rh×d and Wi

dh ∈ Rd×h stand for
the trainable parameters in θ, LN(·) is layer normal-
ization (Ba et al., 2016), and d is the bottleneck
dimension. Here, we insert L knowledge adapters
parameterized as {θEl

}Ll=1 where each serves as a
knowledge expert in a certain topic domain.

Topic Modeling In KnowExpert, a topic
model is used to inform GPT-2 with more rele-
vant “topics” during response generation so as to
induce more context-appropriate knowledge. The
topic model is trained to cluster the training knowl-
edge corpus into a pre-defined number (L) of topic
clusters. While any sort of topic model can be used,
we adopt a contextual topic model (CTM) which

outperforms traditional topic models (Bianchi et al.,
2021). The CTM combines pre-trained Sentence-
Transformers embedding representations (Reimers
and Gurevych, 2019) with a neural topic model,
Neural-ProdLDA (Srivastava and Sutton, 2017),
which takes advantage of Bag of Words (BoW) for
more coherent representation.

Once trained, given an input sequence, the topic
model outputs a L-dimension vector, which is its
probability distribution of the pre-clustered top-
ics. By taking the dialogue history as inputs, these
probabilities are utilized as the similarity weights
w = (w1, w2, ..., wL) over the knowledge experts
to compute the weighted sum of their hidden states,
as shown in Figure 1. We utilize w under two dif-
ferent settings: (i) the Weighted-sum setting where
we weighted-sum the outputs from each knowledge
expert when passing the hidden state to the next
GPT-2 layer, and (ii) the One-hot setting where we
only consider the output of the knowledge expert
with the largest weight. The models trained under
these two settings are denoted as KnowExpertw
and KnowExperto, respectively.

3.3 Learning Procedure

Our training follows a three-step paradigm (Fig-
ure 2). In each step, each component of
KnowExpert is trained separately, which mim-
ics human behavior during conversations referring
to knowledge learned previously(Tuckute et al.,
2021).

(i) Topic Modeling Training. We use knowl-
edge sentences of the knowledge corpus in plain
text format to train the CTM, with the pre-trained
Sentence-Transformers frozen. For better guidance
during training, we predict the topic distribution w
using a concatenation of the dialogue history and
the response. (We also tried other input combina-
tions, but we achieve the best performance with
the current one.) During inference, however, this
scheme cannot be applied due to the absence of
responses. Thus, we further fine-tune the Sentence-
Transformer inside the CTM to deal with the ab-
sence of responses. In other words, we fine-tune
the Sentence-Transformer model to produce the
sentence embedding of the given dialogue history
as similar to the sentence embedding of the con-
catenation mentioned above. We leverage the mean
squared error (MSE) loss to evaluate the difference
between two sentence embeddings and provide the
model with supervison signals.
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(ii) Knowledge Expert Training. We train a
set of L topic-specific knowledge adapters inserted
into the frozen backbone GPT-2 with the knowl-
edge corpus to generate a knowledge sentence. The
adapters are independently trained to minimize the
negative log-likelihood over the knowledge corpus
of the corresponding topic:

LKl = −
∑

k∈Kl

∑

1≤i≤|k|
log p(ki|k<i),

where ki is the ith token of a knowledge sentence
in topic Kl.

Differently to general pre-training, we expect
to leverage the pretraining process on the knowl-
edge experts to benefit the KGD task. Under this
case, dialogue-oriented training is required (Xu
and Zhao, 2021). Motivated by this, we convert
the format of knowledge sentences from plain text
to a pseudo-conversational style to reduce the gap
between knowledge expert training and task adap-
tation. The procedure of conversion is depicted in
Figure 3.

First, we split a document of the knowledge
corpus (e.g., a Wikipedia article) into sentences,
and make each sentence a single utterance. Then,
we randomly select 20% of utterances and replace
them with the nearest selected utterance in each dia-
logue to avoid the adapters over-fitting to a specific
order of the knowledge sentences. The replacement
is done dynamically for every epochs. Adding the
token type embeddings and special tokens between
knowledge sentences, we treat the knowledge sen-
tences for knowledge expert training in the same
way as the dialogues for task adaptation. Note that
we make each knowledge sentence act as a system
utterance and a user utterance respectively so as to
ensure that each is trained as a system utterance.

(iii) Task Adaptation. In the task adaptation
step using the dialogue dataset, the whole GPT-2
model, except the inserted knowledge experts, is
fine-tuned to generate a knowledgeable response:

LTask = −
∑

1≤n≤N

∑

1≤i≤j

log p(sni |sn<i, X
n
t ),

where each response is denoted as S̃n
t = {sni }ji=0.

In this process, the number of trainable parameters
is the same as that of the original GPT-2 model.

4 Experiments

4.1 Datasets
We conduct experiments on two datasets: Wiz-
ard of Wikipedia (WoW) (Dinan et al., 2019)
and CMU Document Grounded Conversations
(CMU_DoG) (Zhou et al., 2018). In the training
process, we collect all the knowledge sentences
provided by the WoW and CMU_DoG datasets to
build a knowledge corpus with 117,495 articles.

4.2 Training Details
Topic Modeling. For preprocessing, we limit the
vocaburary size for BoW to 20000. The num-
ber of topic clusters L is set as 4. We use the
frozen RoBERTa (125M) model pre-trained with
the NLI datasets (Conneau et al., 2017) and STS
Benchmark (Cer et al., 2017) provided by Wolf
et al. (2020) as the Sentence-Transformer inside
the CTM. The CTM is trained with the Adam opti-
mizer (Kingma and Ba, 2015) with β1 = 0.9, β2 =
0.999, and a learning rate of 2e−3. For further fine-
tuning of RoBERTA, we apply the Adam optimizer
with the same β1, β2 and a learning rate of 1e−6
with a linear scheduler.

Knowledge Expert Training. We utilize the
CTM model to split the knowledge corpus men-
tioned above into L clusters for training the corre-
sponding L knowledge experts. In the experiments,
we utilize the pre-trained GPT-2 (117M) model pro-
vided by Wolf et al. (2020). The adapter bottleneck
dimension d is set to be 768 for the knowledge
adapters. All the adapters are learned with the
Adam optimizer with β1 = 0.9, β2 = 0.999. The
learning rate is set to be 1e−4 for knowledge expert
training with a linear scheduler, and the knowledge
experts are trained with 50 epochs.

Task Adaptation. For task adaptation, we keep
the same hyper-parameter setting as in knowledge
expert training, while the learning rate is set as
1e−5. The maximum number of training epochs
is set as 50 with a linear learning rate scheduler
and the patience for early stopping as 5. We em-
ploy a greedy search in decoding responses. Also
noted that, each experiment mentioned above is
conducted on a single RTX 2080 Ti GPU.

4.3 Baselines
We selected baseline models which follow the
retrieval-encode schema, based on the relevance
to our experimental settings: (i) DRD (Zhao et al.,
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Model WoW Seen WoW Unseen CMU_DoG

PPL↓ F1↑ Dist-1↑ Dist-2↑ PPL↓ F1↑ Dist-1↑ Dist-2↑ PPL↓ F1↑

Retrieval-based
Approach

DRD 23.0 18.0 - - 25.6 16.5 - - 54.4 10.7
ZRGKG 40.4 18.7 5.4 22.5 41.5 18.6 3.4 15.6 53.5 12.5
GPT-2trunc 14.6 18.7 - - 16.9 18.3 - - 18.6 10.8
KnowledGPT 19.2 22.0 8.9 36.2 22.3 20.5 6.0 23.8 20.6 13.5

Retrieval-free
Approach

GPT-2f 18.8 17.0 4.9 21.1 21.0 16.3 3.9 16.8 17.8 11.8
KE-Blender† 15.5 17.0 - - 18.4 16.7 - - - -
KnowExpertw+causal 15.2 18.4 6.4 26.4 20.0 16.6 4.9 20.4 16.8 12.1
KnowExperto (ours) 16.0 18.4 6.6 27.2 21.2 16.6 5.2 21.6 17.8 12.1
KnowExpertw (ours) 15.3 18.7 6.8 27.9 20.1 16.7 5.2 21.2 17.2 12.5

Table 1: Automatic evaluation results (L = 4). PPL is short for Perplexity; F1 refers to the unigram-F1 score
between the generated and gold responses; Dist-1/2 denotes uni-gram and bi-gram distinct metrics. We highlight
the best results for each group in bold. We also underline the cases when our proposed KnowExpert outperforms
the retrieval-based models. †Although KE-Blender is not a retrieval-free model, we present its reported inference
performance without the knowledge inputs.

Winning Rate (%) WoW Seen WoW Unseen

Models Info. Human. Info. Human.

KnowExpertw vs. GPT-2f 57.68 48.69 59.26 56.13
KnowExperto vs. GPT-2f 64.46 54.42 55.88 53.67

Table 2: Human evaluation results in terms of the win-
ning rate of our model over the GPT-2f baseline for
Informativeness and Humanness. A significance pair-
wise t-test is conducted and the results in bold are sig-
nificantly better than those from the baseline model
(p < 0.05).

# of
Clus.

WoW Seen WoW Unseen Average

PPL↓ F1↑ PPL↓ F1↑ F1↑
4 15.95 18.41 21.18 16.61 17.51
8 16.22 18.14 21.21 16.58 17.36
16 16.43 18.05 21.12 16.76 17.41

Table 3: Effects of the number of topic clusters. We
present the results when setting the number of pre-
defined topic clusters as 4, 8 and 16 while utilizing
one-hot knowledge adapters (KEo) to keep the same
number of parameters in the models.

2019) intends to combat low-resource settings with
pre-training techniques; (ii) ZRGKG (Li et al.,
2020) explores the response generation problem
without leveraging the matching annotations be-
tween the context-response and the knowledge sen-
tences during training; (iii) GPT-2trunc (Zhao et al.,
2020) randomly ranks the provided knowledge sen-
tences and directly concatenates them with the dia-
logue context as inputs, while truncating the part
exceeding the maximum input length; (iv) Knowl-
edGPT (Zhao et al., 2020) exploits pre-trained
LMs as both a knowledge selection module and

a response generation module which are optimized
jointly; (v) KE-Blender (Cui et al., 2021) proposes
knowledge-enhanced finetuning during training to
better handle the unseen entities in the dialogue
history. KE-Blender is not a retrieval-free model,
but we focus on the case of no knowledge inputs
during inference for KE-Blender, which is similar
to our settings.

As an additional baseline for comparison among
the solely generation-based approaches, we fine-
tune the whole GPT-2 model to generate responses
given dialogue contexts, without accessing an ex-
plicit knowledge corpus (GPT-2f ). To evaluate
the effect of dialogue-oriented training for knowl-
edge experts, we train the knowledge adapters with
GPT-2-style causal pre-training and keep the other
settings unchanged. The corresponding model is
denoted as KnowExpertw+causal.

4.4 Evaluation and Model Selection

Automatic Metrics Following Dinan et al.
(2019), we present the perplexity (PPL) of gen-
erating the gold responses and uni-gram F1 as auto-
matic evaluation metrics. The uni-gram F1 metric
is implemented with the ParlAI 2 package. In ad-
dition, we also evaluate the uni-gram and bi-gram
diversity of the generated response with the corpus-
level DISTINCT (Li et al., 2016) metric.

Human Evaluation In addition to the automatic
evaluation, we conduct human evaluation over the
generated responses from two aspects: Informa-
tiveness (Info.) and Humanness (Human.). “Info.”

2https://github.com/facebookresearch/
ParlAI
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Context
User: Orc.
System: Orcs are cool fictional humanoid beings.
User: Yeah, I’ve seen them in a lot of things like magic and dnd.

Generated
responses
with single
knowledge
expert in
KnowExpertw
(L = 4)

Expert 1
Do you know about the orcs? They are native to the Italian peninsula.

✗
Topics of Cluster 1: east, river, south, state, city, area, island, ...

Expert 2
They are a subgenre of “art games” that are a subgenre of video games.

✗Topics of Cluster 2: rock, band, music, album, football, single, ...

Expert 3
Orcs are cool, they are a subspecies of elves in the warcraft universe.

✓Topics of Cluster 3: fiction, story, characters, novel, film, stars, ...

Expert 4
They are a legendary race that are native to the americas.

✗Topics of Cluster 4: bon, bucks, rutgers, canberra, ivy, nets, ...

KnowExpertw
They are a fictional humanoid creature from the "dungeons & dragons" fantasy
roleplaying game.

Table 4: Case study on the effect of different knowledge experts in KnowExpertw (L = 4). Expert 1/2/3/4 denotes
the generated responses with the same context with KnowExpertw using different knowledge experts separately
on the WoW test seen set. Along with the generated responses, we also show the topic keywords of each cluster
extracted with the topic model in § 3.2. In this example, Expert 3 is more related to the topic of the dialogue context.

evaluates how knowledgeable the generated re-
sponses are, based on the amount of new infor-
mation introduced into the conversations and the
factuality of the responses, while “Human.” is used
for evaluating the fluency and the coherence of the
generated responses.

A/B testing is utilized to compare our proposed
framework, KnowExpertw and KnowExperto, with
the GPT-2f baseline on the WoW dataset. For each
comparison, the same context and two options gen-
erated by the models in comparison are shown to
the annotators. Each comparison requires three
judgments, and 100 data samples are randomly se-
lected from each domain. We conduct a human
evaluation using a crowd-sourcing platform offered
by Amazon Mechanical Turk.3 We ensure that each
sample is evaluated by three annotators. Further
details and annotator instructions are included in
Appendix B.

Model Selection In the training procedure, we
have different criteria for selecting models for the
three training steps: In (i) and (ii), we train the cor-
responding model for a specific number of epochs;
in (iii), the model is selected according to the sum
of the PPLs on the seen and unseen validation sets.

4.5 Results

Table 1 reports the automatic evaluation results.
The improvements over the baseline model GPT-

3https://www.mturk.com

2f demonstrate the effectiveness of our proposed
framework. In this task, KnowExpertw performs
comparably with the retrieval-based baselines, es-
pecially on the seen domain, without using ei-
ther retrieval or any explicit extra knowledge in-
put in the inference process. Compared with the
KE-Blender model under the retrieval-free setting,
KnowExpertshows a significant advantage on
the WoW seen and CMU_DoG datasets. In addi-
tion, KnowExpertw also shows consistently better
performance over KnowExperto. Without dialogue-
oriented training, the performance of the proposed
model (KnowExpertw+causal) drops even below
tha of the model with the one-hot setting, which
shows the importance of dialogue-oriented training.
Despite the improvements over the baseline model,
we also observe a performance gap between the
seen and unseen domains, which requires future
work.

Table 2 shows the human evaluation results in
terms of the winning rate for Info. and Human. The
results indicate that the introduction of the knowl-
edge experts brings the GPT-2 model a significant
improvement in generating a more informative re-
sponse, without hurting the fluency and coherence
of the generation under the weighted-sum setting.
However, when using the knowledge experts under
a one-hot setting, the improvement is not as large
as that of the weighted-sum one on the unseen do-
main, which follows the results of the automatic
metrics.
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Figure 4: Inference efficiency of our approach generating 100 samples. We show the time on a logarithmic scale and
the knowledge corpus sizes in ascending order. In the figure above, we demonstrate the overall end-to-end inference
time of our method with the generation length of 23 (average response length in WoW dataset).

4.6 Effects of Number of Topic Clusters

The number of topic clusters is an important hy-
perparameter since it crucially impacts the qual-
ity of topic modeling and knowledge expert train-
ing. Because of the nature of the WoW and
CMU_DoG datasets, we conduct experiments with
L = 4, 8, 16. In Table A1 in the Appendix, we
show in detail the most frequent words for each
topic cluster with different numbers of topic clus-
ters. For example, Cluster 2 when L = 8 is strongly
related to the movie domain. As shown in Table 3,
we select L = 4 since it achieves the best average
F1 on two WoW test sets.

4.7 Case Study

We leverage different knowledge experts in a one-
hot manner, generating responses with only one
knowledge expert and the same dialogue history
to study what each knowledge expert captures. As
shown in Table 4, the responses generated with
different knowledge experts tend to lean into differ-
ent cluster topics with the same context. We also
provide another example in Table A2. Some se-
lected keywords are shown below, and more topic
keywords are listed in Table A1 in the Appendix.
Comparing the responses with the listed topic key-
words, our knowledge experts tend to focus on the
topics to which the knowledge documents they are
trained on belong. For example, with the same con-
text, Expert 2 is leaning into the music domain as
Cluster 2 is strongly related to music, while Expert
3 relates more to the fiction topics, which align

with the topic in Cluster 3. In addition, the shown
cases also support the observation from Table 1
that the mixture-of-experts approach ensures a bet-
ter model performance. The generated response of
KnowExpertw is more on-topic and accurate thanks
to leveraging the weighted sum of the experts. The
above findings indicate that the proper ensemble of
experts also helps the response generation.

Although the generated responses appear to be
knowledgeable and fluent, they frequently raise an
issue of factual correctness; for example, “Orcs”
are not directly related to the “Italian peninsula”.
We also observe that a knowledge expert whose
topics are more similar to the topic of the dialogue
tends to generate more factual responses.

4.8 Inference Efficiency
We evaluate the response generation inference time
of KnowExpert and two other retrieval-based
baselines: ZRGKG and KnowledGPT. In addition
to the time to generate responses, we also con-
sider the time required for retrieving knowledge
candidates from knowledge corpora of different
sizes against the time required for topic model-
ing in KnowExpert. We take the retrieval meth-
ods TF-IDF, DPR (Karpukhin et al., 2020), and
GENRE (Cao et al., 2021) for comparison. To have
a fair comparison with our approach, we measure
the end-to-end inference time by summing the time
for retrieval and response generation. The genera-
tion length is pre-defined as the average response
length in the WoW dataset. We randomly sample
100 instances from WoW seen and unseen test set
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and average the inference time of 10 trials. The
detailed configuration is listed in Table C1 in the
Appendix.

As shown in Figure 4, KnowExpert requires
the least computing time and keeps a constant com-
putational cost, regardless of the size of the knowl-
edge corpus. This is because our topic modeling
requires a constant computational cost, while that
of TF-IDF or DPR incurs an increasing cost as the
size of the knowledge corpus increases. Addition-
ally, our model does not require a large external
corpus during the inference time. These results
suggest that our model is suitable for deployment
in resource-limited platforms, such as in the on-
device setting.

5 Conclusion

We propose KnowExpert, a retrieval-free frame-
work for the KGD task. KnowExpertis the first
attempt to tackle the challenge of injecting knowl-
edge into the model parameters and leveraging
it for the KGD task. We leverage light-weight
adapters as knowledge experts, then train the back-
bone model to take advantage of them for response
generation. By these means, our method can gen-
erate more knowledgeable responses without an
explicit retrieval step compared to our baseline
model. By bypassing the retrieval step over the
knowledge corpus, the inference efficiency of the
model is improved. Experimental results show that
KnowExpert performs comparably with some
retrieval-based models, demonstrating the promise
of our proposed research direction.
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A Additional Cluster Analysis

We show in Table A1 the topic keywords list of
each cluster when the pre-defined number of clus-
ters L = 4, 8, 16 in our Contextualized Topic
Model. An additional example for case study is pre-
sented in Table A2. Similar to the analysis in Sec-
tion 4.7, the provided dialogue history is aligned
with the topics of Cluster 3, so the model is able to
generate factual correct informative response with
solely Expert 3, whereas the other experts are not
helpful for the given data sample.

In Figure A1, we present the ratio of each cluster
when L = 4, 8, 16. From the cluster distribution,
we can observe that there is a dominant cluster in
the WoW training data across different numbers of
clusters. This is because of the nature of the WoW
dataset. While setting a larger number of clusters
will help the cluster ratio over the training and test
sets to be more equal distributed, it will also lead to
the problem that there is insufficient training data
for each cluster during task adaptation.

B Additional Details on Human
Evaluation

We collect human annotations for both humanness
and informativeness via crowd-sourcing platform
provided by Amazon Mechanical Turk.4 For qual-
ity control, we limit the annotators’ locations to
be the United States, United Kingdom, Canada, or
Australia to ensure English proficiency. Moreover,
we qualify annotators with a HIT Approval rate
larger than 95% and HIT Approved number greater
than 5000. As the average time that annotators will
spend per response comparison for informativeness
is 168 seconds, we reject annotators who spend
less than 10 seconds so as to maintain the quality.
The annotator instructions for human evaluation
are shown in Figure B2 and Figure B2. Each an-
notator is asked to judge either the humanness or
informativeness of one dialogue. To get a consis-
tent observation, we use the same 100 randomly
selected prefixes of the dialogues across the com-
parisons.

C Configuration for Inference Efficiency

We randomly sample 100 data samples from the
seen and unseen test set of WoW, respectively. The
sampled data are leveraged for all the inference
efficiency evaluation experiments. We set the batch

4https://www.mturk.com

Figure A1: Ratio of the dialogue samples in WoW train-
ing set when L = 4, 8, 16. From the cluster distribution,
we can observe a dominant cluster in the WoW training
data.

size as 1, and repeat each evaluation five times
respectively on samples from seen and unseen test
set. The final value is the average of ten trials.
The device configuration for inference efficiency
evaluation is shown in Table C1 and Table C2. For
the generation inference time evaluation, to have a
fair comparison, the generation length is set as 23
for all the models, where 23 is the average response
length in the WoW dataset.

Model Device (CPU / GPU) # of Device

TF-IDF Intel Xeon E5-2620 V4 CPU 1
DPR GeForce GTX 1080Ti 1
GENRE GeForce GTX 1080Ti 1
CTM Intel Xeon E5-2620 V4 CPU 1

Table C1: Device configuration for knowledge retrieval
methods and CTM topic modeling.

Model Device (CPU / GPU) # of Device

ZRKGC GeForce GTX 1080Ti 2
KnowledGPT GeForce GTX 1080Ti 1
Ours GeForce GTX 1080Ti 1

Table C2: Device configuration for response generation
(with knowledge selection if applicable).
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L = 4

cluster 1 east, west, river, south, state, city, area, district, north, center, largest, island, park, states, county
cluster 2 rock, band, records, music, team, song, album, club, football, record, league, studio, single, released, professional
cluster 3 fiction, story, characters, book, disney, novel, episode, film, films, comic, stars, comics, opera, comedy, character
cluster 4 pain, bon, canberra, blocked, rutgers, khalil, edmonton, auckland, auburn, capitals, akron, karim, woodstock, cougars, euro

L = 8

cluster 1 systems, theory, data, software, computer, information, person, system, value, mobile, use, users, user, physical, devices
cluster 2 film, character, characters, episode, comic, television, comedy, fiction, story, comics, directed, novel, films, fictional, fantasy
cluster 3 company, school, university, students, education, founded, schools, institute, president, department, business, public, united, states, private
cluster 4 empire, roman, german, period, chinese, century, russian, soviet, religious, french, bc, king, war, battle, dynasty
cluster 5 area, south, city, north, west, ye, located, river, population, east, park, part, county, region, island
cluster 6 sugar, yellow, rice, tree, meat, cats, neck, pain, egg, sauce, corn, chicken, breed, hair, cheese
cluster 7 music, band, rock, song, album, records, studio, singer, pop, single, guitar, group, songs, recorded, released
cluster 8 league, team, football, club, sports, professional, championship, hockey, baseball, teams, cup, basketball, division, played, racing

L = 16

cluster 1 team, football, league, club, championship, cup, basketball, hockey, wrestling, professional, baseball, olympic, teams, race, rugby
cluster 2 company, brand, car, chain, ford, owned, cars, corporation, stores, inc, brands, sold, manufacturer, headquartered, restaurant
cluster 3 film, episode, directed, stars, fox, drama, comedy, cast, aired, episodes, soap, abc, show, opera, movie
cluster 4 light, used, water, surface, temperature, earth, power, energy, materials, chemical, space, speed, material, carbon, electric
cluster 5 album, records, song, studio, single, release, track, recorded, lead, songs, chart, recording, label, hot, hit
cluster 6 war, army, military, party, navy, ii, forces, election, force, battle, soviet, royal, corps, armed, campaign
cluster 7 care, organization, laws, act, tax, organizations, education, non, profit, policy, legal, law, health, rights, agency
cluster 8 brain, blood, normal, condition, cause, sleep, eye, causes, fever, heart, psychological, surgery, emotional, loss, drugs
cluster 9 ocean, mountain, region, land, coast, pacific, islands, sea, gulf, island, mountains, capital, rivers, km, river
cluster 10 computer, digital, data, software, internet, web, code, users, devices, value, mobile, application, device, systems, user
cluster 11 street, park, center, road, railway, station, historic, built, building, route, located, highway, opened, city, line
cluster 12 century, chinese, greek, christian, modern, medieval, ancient, period, middle, ad, roman, traditions, culture, bc, tradition
cluster 13 yellow, bird, tree, flowers, breed, meat, rice, dog, wild, white, sugar, leaf, colour, pepper, flower
cluster 14 professor, father, mother, worked, born, graduated, institute, degree, married, studied, bachelor, moved, mary, graduate, attended
cluster 15 bass, jazz, guitar, music, festival, stage, dance, theatre, artists, musical, bands, piano, hip, musician, blues
cluster 16 fantasy, comics, published, comic, game, fiction, book, universe, books, marvel, created, video, playstation, developed, dc

Table A1: Top 15 frequent words for each topic cluster of CTM with L = 4, 8, 16.

Context User: Harry Potter.

Case study
with single
knowledge
expert in
KnowExpertw (L = 4)

Expert 1
Harry Potter is an American author, investor, philanthropist, and philanthropist.

✗Topics of Cluster 1: east, river, south, state, city, area, island, ...

Expert 2
Harry Potter is an American musician, songwriter, record producer, and actor.

✗
Topics of Cluster 2: rock, band, music, album, football, single, ...

Expert 3
Harry Potter is a fantasy novel, written by J. K. Rowling.

✓Topics of Cluster 3: fiction, story, characters, novel, film, stars, ...

Expert 4
I love Harry Potter, its a great American toy company

✗Topics of Cluster 4: bon, bucks, rutgers, canberra, ivy, nets, ...

KnowExpertw I love Harry Potter. It’s a great American children’s book series.

Table A2: Case study on generated responses using the KnowExpertw model (L = 4) with the same context on
the WoW test unseen set.
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Figure B2: Human evaluation template for judging Humanness.
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Figure B2: Human evaluation template for judging Informativeness.
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Abstract
Goal-oriented dialogues generation grounded
in multiple documents(MultiDoc2Dial) is a
challenging and realistic task. Unlike previ-
ous works which treat document-grounded di-
alogue modeling as a machine reading com-
prehension task from single document, Multi-
Doc2Dial task faces challenges of both seek-
ing information from multiple documents and
generating conversation response simultane-
ously. This paper summarizes our entries to
agent response generation subtask in Multi-
Doc2Dial dataset. We propose a three-stage
solution, Grounding-guided goal-oriented dia-
logues generation(G4), which predicts ground-
ings from retrieved passages to guide the gen-
eration of the final response. Our experiments
show that G4 achieves SacreBLEU score of
31.24 and F1 score of 44.6 which is 60.7%
higher than the baseline model.

1 Introduction

Conversational question answering techniques have
attracted widespread attention as a fusion of
document-based question answering and dialogue
generation techniques. Most previous works have
focused on single-document conversational ques-
tion answering tasks, such as QuAC(Choi et al.,
2018), CoQA(Reddy et al., 2019), Doc2Dial(Feng
et al., 2020). As a more realistic task, goal-oriented
dialogues generation is based on multiple docu-
ments as MultiDoc2Dial(Feng et al., 2021) faces
challenges of identifying useful pieces of text
from documents and generating response simul-
taneously.

Inspired by the method of Open-domain ques-
tion answering (OpenQA), the MultiDoc2Dial task
can be solved in a two-stage framework(Robertson
et al., 1995; Lewis et al., 2020; Izacard and Grave,
2020a,b): (i) first to retrieve relevant passages from
the knowledge source (the retriever)(Jones, 1972;
Robertson et al., 1995; Karpukhin et al., 2020;
Xiong et al., 2020; Brown et al., 2020); and (ii)

second to produce an answer based on retrieved
passages and the question (the generator)(Raffel
et al., 2019; Lewis et al., 2019). what’s more, the
end-to-end methods which learn to retrieve and
generate simultaneously(Lee et al., 2021; Singh
et al., 2021) also achieves good results.

In MultiDoc2Dial task, as the dialogue flow
shifts among the grounding documents through the
conversation which makes the current session rele-
vant to multiple documents, identifying the content
that best matches the question from the relevant
documents becomes the biggest challenge. After
analysis, it is found that two-stage methods fail to
locate the answer span position from multiple rele-
vant documents and generate irrelevant responses
to the query.

In this paper, we propose a grounding-
guided three-stage framework(Retriever-Reader-
Generator). The framework imitates the process
of humans looking for answers from a browser:
first read each relevant retrieved documents with
question, and then combine the understanding of
each document to generate a final answer. The gen-
erator of third stage can be guided by grounding
spans, phrases in the retrieved document predicted
by reader, mitigating the excessive deviation of the
generated result from the correct response. Since
the same corpus data is shared among reader and
generator, data distribution of the input for genera-
tor are different in training and inference. We also
propose a data augmentation approach to alleviate
the discrepancy between training and inference. To
conclude, our contributions are as follows:

• we propose a grounding-guided three-stage
framework that mitigates the deviation of re-
sponse from the question.

• we present a data augmentation approach
which improves the diversity of groundings
for generation thus further improving the ro-
bustness of the multi-stage framework.
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2 Method

Our proposed model G4 is a three-stage frame-
work: (i) retrieve relevant passages from the knowl-
edge(retriever). (ii) predict groundings based on
retrieved passages(reader). (iii)generate a response
based on the groundings predicted by reader and
relevant passages from retriever(generator).

2.1 Problem Definition

Given dialogue history {u1, . . . , uT−1} and cur-
rent user’s utterance uT , MultiDoc2Dial task pro-
duces the response uT+1 based on knowledge from
a set of relevant documents D0 ⊆ D, where D
denotes all knowledge documents. In particular,
in the same dialogue session, different utterances
might have different related documents. Depending
on the form of the answer, two tasks are proposed
in MultiDoc2Dial where the first is to identify the
grounding document span and the second is to gen-
erate agent response. We focus on the second task
in this paper.

2.2 Retriever

Given dialogue history {u1, . . . , uT−1}, cur-
rent user’s utterance uT and passages P =
{p0, p1, . . . , pM} which are splited from all knowl-
edge documents. The retriever identify the top-
k relevant passages R = {r1, r2, . . . , rk} ⊆ P ,
where P is the splited results of documents D. In
order to distinguish the above D and P , we use
"document" and "passage" respectively to denote
the text of before and after segmentation. In the
retrieval stage, we first split the documents into pas-
sages and then use dense-based retriever to identify
relevant passages.
Retriever. We use the ANCE model (Xiong et al.,
2020) to retrieve relevant passages from multi-
documents. We finetune ANCE model with posi-
tive and negtive examples. We choose the golden
passage which include the annotated grounding as
positive examples. For initial negative examples,
we use grounding and last utterance as query re-
spectively to select top 2 retrieval passages except
golden passage as hard negative examples, and use
current response utterance with dialogue history as
query to choose top 5 to 15 from retrieved results
as negative examples based on BM25.

2.3 Reader

Taking current utterance uT with dialogue history
{u1, . . . , uT−1} and a retrieved passage pi as in-

put, the reader predicts grounding span in passage
or reject to answer. Sliding window is applied to
process long passage.
Span restrict. Unlike standard span-based ques-
tion answering, possible start and end positions
of grounding spans are restricted to phrases in the
document. The phrase is consecutive sentences
labeled in the original document with HTML tag,
and the grounding span is one of the phrases in a
document.For datasets without grounding labels,
grounding span can be constructed according to
final response with simple similarity algorithm. To
reduce the difficulty of training, we only consider
the start and end position of phrase for predict
and apply softmax over tokens corresponding these
position like previous work(Daheim et al., 2021).
Start and end probability are calculated by a linear
projection from the last hidden states of encoder:

p̂ start = σ(φ(H)ms) p̂ end = σ(φ(H)ms)

where p̂ start and p̂ end is start and end probability
distribution, H is the represation of encoder, ms

denote the mask vector that set to 1 if the start and
end position of phrase else 0, σ is softmax function
and φ(◦) is MLP. The cost function is defined as :

J(θ) = − 1

T

T∑

t=1

log
(
p̂ start
yst

)
+ log

(
p̂ end
yet

)

where T is the number of training samples, yst and
yet are the true start and end position of the t-th
sample.

2.4 Grounding-guided generator

To fully leverage the multiple passages identified
by the retriever, we adopt Fusion-in-Decoder(FiD)
(Izacard and Grave, 2020b) as our response genera-
tion model. Based on seq2seq framework, FiD en-
codes every passage with query independently and
decodes all encoded features jointly to generate re-
sponse. As summed up in FiD, increasing the num-
ber of passages from 10 to 100 leads to significantly
improvement on different OpenQA datasets. How-
ever, in the MultiDoc2Dial dataset, the current ses-
sion is related to multiple documents, which makes
it difficult for generator to identify grounding span
for the current utterance. The above problem is
exacerbated when the document is split into multi-
passages so that the generated response might be
irrelevant to grounding and simply increasing the
number of passages yields only insignificant im-
provement.
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Model F1 SacreBLEU METEOR RougeL total

DPR+RAG (Lewis et al., 2020) 34.25 19.44 33.30 31.85 118.84
EMDR (Singh et al., 2021) 43.33 24.82 41.81 41.83 151.79
DPR+FiD(Izacard and Grave, 2020b) 42.14 28.58 39.78 40.67 151.17

G4-base (DPR+Gorg) 43.65 30.33 41.38 41.64 157.00
G4-fin (ANCE+Gorg) 44.11 30.91 41.85 42.11 159.39
G4-aug (DPR+Gaugment) 44.22 30.73 41.96 42.28 159.19
G4 (ANCE+Gaugment) 44.60 31.24 42.41 42.68 160.93

Table 1: The results of Different models in MultiDoc2Dial dataset. DPR: DPR model officially released by
MultiDoc2Dial. DPRoptimized: our fine-tuned ANCE model described in 2.2. Gorg/Gaug: grounding-guided generator
described in 2.4. Gaug: grounding-guided generation with data augmentation while Gorg without augmentation.

Encode with grounding span and fusionly de-
code. Grounding-guided generator use the ground-
ing span predicted by reader of second stage to
guide the generator to produce agent response.
Based on Fusion-in-Decoder model, we proposed
two approach to introduce grounding span to guide
generator:(i)The first way is to directly concate-
nate the grounding span to the front of the original
passage. The input form of FiD encoder can be
described as follows:

[S̄u, uT , uT−1...u1; S̄g, g; S̄p, p]

where ut, g, p is utterance of turn t, grounding
span, original passage respectively and all parts
start with special token: S̄u, S̄g,S̄p. In particular, g
will be set to the empty string while reader reject
to answer for current passage. (ii)The second way
is to tag start and end position of grounding span
in the passage. The input form listed as follows:

[S̄u, uT , uT−1...u1; S̄p, p
0
i , p

1
i ...S̄g, p

s
i , ...p

e
i , Ēg, p

n
i ]

where pi = {p0i , . . . , pni } is the original retrieved
passages, {psi , . . . , pei} is grounding span predicted
by reader in the passage with the start and end po-
sition S̄g Ēg and S̄g Ēg will be deleted if reader re-
ject to answer. In particular, when the length of the
passage exceeds the maximum limit of the encoder,
we also use dynamic truncate to ensure that the
grounding spans are within the encoding window
and are not truncated. If the length is greater than
the maximum encoding window length, above (i)
truncate from the tail, while (ii) truncate from head
and tail to ensure that the grounding span is located
in the middle of the window as much as possible.
In the first method, if the length is greater than the
maximum encoding window length in a conven-
tional way, in the second method, the grounding
span is truncated to ensure that the grounding span

is located in the center of the window as much as
possible.
Data augmentation. Since the generator and
reader share the same corpus, the reader needs to
predict on its training set. The F1 score of ground-
ing prediction is 0.98 on the training set and 0.79
on the evaluation set, which would cause the gener-
ator to be overconfident in the given grounding and
underperform on the evaluation set. To alleviate the
above problem and enhance the robustness of the
model, the reader accepts the top-k passages from
retriever and finds evidence as "grounding span"
for every passage include negative retrieved pas-
sage, then the generator produce the final response
with evidence from reader. What’s more, we adopt
two methods of data augmentation for generator
in training phase: (i) The first method replaces the
groundings spans predicted randomly by the reader
with another span of the same length with probabil-
ity p. (ii) The second way replace the groundings
spans predicted with one of the n best predicted
spans predicted by reader with a probability p.

3 Experiments

Data We use the MultiDoc2Dial dataset(Feng
et al., 2021) , a new task and dataset on model-
ing goal-oriented dialogues grounded in multiple
documents, which contains 29748 queries in 4796
dialogues grounded in 488 documents.

Baseline Considering that MultiDoc2Dial is a rel-
atively new benchmark, we tried several retriever-
reader architecture models. We compare our model
with the baseline model RAG(Lewis et al., 2020)
in the MultiDoc2Dial paper. FiD(Izacard and
Grave, 2020b) is a two-stage pipeline method
which first retrieves passages and performs evi-
dence fusion in the decoder based on multiple pas-
sage. EMDR(Singh et al., 2021) is the state-of-the-
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Model Variant F1 SacreBLEU METEOR RougeL total

G4-base (DPR+Gorg) 43.65 30.33 41.38 41.64 157.00

w/o grounding 42.14 28.58 39.78 40.67 151.17
w groundingconcat 43.13 29.48 40.79 41.23 154.63
w groundingtag 43.65 30.33 41.38 41.64 157.00

w augmentnbest 44.09 30.63 41.44 42.09 158.25
w augmentrandom 44.22 30.73 41.96 42.28 159.19

Table 2: The ablation results of G4 on MultiDoc2Dial validation dataset. w/o grounding: don’t use the reader
module, the generator directly accept the concatenation of the retrieved passages. groundingconcat: add grounding
span with concatenate method. groundingtag: add grounding span with tag method. augmentnbest: noise data with
n-best predicted spans(n = 20). augmentrandom: random noise data.

Model R@1 R@5 R@10

BM25 17.26 37.80 46.49
DPRofficial 38.40 65.90 75.20
DPRaug 42.78 67.98 77.05
ANCE 39.54 68.46 77.27

Table 3: Performance of different retrieve methods on
MultiDoc2Dial validation dataset. DPRofficial: official
DPR finetuned by (Feng et al., 2021). ANCE: ANCE
model described in 2.4. DPRaug: our DPR trained with
better negative examples as ANCE.

art model for OpenQA task on the Natural Question
dataset(Kwiatkowski et al., 2019) which apply an
end-to-end training method for documents retrieval
and answer generation.

Implementation In retriever, we choose the pos-
itive passage with 2 negative and 2 hard-negative
examples to train ANCE model. We retrieve 50 pas-
sages for reader and generator and set batch size
to 128. In reader, we initialize our span-based ma-
chine reading comprehension with RoBERT-based
model and batch size is 32. In generator stage, we
adopt the Fusion-in-Decoder model and follow it’s
architectural and basic experimental settings. We
choose the T5-base as the initial weights and set the
max source(dialogue+passage) length to 512 while
max answer(response) length to 50. We use the
probability of p = 0.3 to add noisy data mentioned
in 2.4. Other experiment hyper-parameters can be
seen in Appendix A.
Results. Table 1 reports the evaluation results on
MultiDoc2Dial validation. We observe that our
grounding-guided method (G4-base) clearly outper-
forms the MultiDoc2Dial baseline. Compared with
the two-stage model FiD, the SacreBLEU score

is significantly improved by 1.75 points, which
fully proves that the grounding span predicted by
the reader from second stage can effectively im-
prove the generator’s performance. Our grounding-
guided generator with data augmentation and better
retriever can even further improve by 2.66 Sacre-
BLEU score than baseline. Combining Table 1
and Table 3, it can be concluded that improving
the recall of retriever in the first stage can effec-
tively improve the final generation. By choosing
better negative examples, both our trained DPR and
ANCE models achieve better results. At the same
time, we also noticed that the end-to-end training
method EMDR performs not very well on Multi-
Doc2Dial task.

Table 2 shows the effect of different methods of
grounding-guided generation and data augmenta-
tion. Our two methods of introducing grounding
span have significantly improved generation result,
the first concatenation-based method by 0.99 points
SacreBLEU and second tag-based by 1.51 points
SacreBLEU. The tag-based method not only tells
encoder the position of grounding span, but also
dynamically adjusts the window according to the
position of the grounding span to ensure that im-
portant part of passage wouldn’t be truncated when
the passage exceeds the maximum length of the en-
coder. Therefore, the tag-based method can achieve
better results than concatenation-based method. In
the training phase, adding noise data to grounding
predicted by reader can improve the robustness of
generator and avoid the generator over-reliance on
the prediction results of the reader. Using the ran-
dom selection for noise outperforms n-best data
predicted by the model, probably because n-best
answers are very similar to grounding spans.

What’s more, since the retrieval stage may mis-
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takenly recall irrelevant documents to the query,
we also experimented with making the reader to
identify negative retrieved passages. By randomly
selecting retrieved passages that do not contain
grounding span as negative samples, we train a
binary classifier to enables the reader to identify
irrelevant passages. In the inference phase, model
will reject to predict grounding span when the bi-
nary classifier identifies a retrieved passage as neg-
ative, otherwise adopt the grounding span as final
answer. The negative passages predicted by reader
are also used as the input of generator, but without
grounding span. The result shows that the reader
model with the ability to identify negative passages
has no gain or even worse for the final response
generation. We believe that the reason may be that
the reader and generator share the same training
corpus, and training data with results predicted by
reader makes the generator prone to overfitting.

4 Conclusion

In this paper, we propose a three-stage approach
to the MultiDoc2Dial task, which adds readers to
a two-stage framework based on retriever and gen-
erator. We show that the grounding predicted by
the reader can effectively mitigate the deviation
of the generated result from the grounding and
correct response. In future work, we plan to intro-
duce grounding information in a more efficient way
based on end-to-end models.
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A Experiment Hyper-parameters

A.1 Hyper-parameters for retriever

train_batch_size=128
num_negtive_examples=2
num_hard_negtive_examples=2
top_k=50
max_query_length=512
max_passage_length=512
dropout=0.1
attention_dropout=0.1
optim=adam
learning_rate=2e-05

A.2 Hyper-parameters for reader

train_batch_size=32
eval_batch_size=4
doc_stride=128
max_seq_length=512
max_ans_length=128
initial_weight=roberta-base
optim=adam
warmup_steps=1000
learning_rate=3e-5

A.3 Hyper-parameters for generator

train_batch_size=4
n_passages=50
max_source_length=512
max_target_length=50
dropout=0.1
attention_dropout=0.1
initial_weight=T5-base
learn_rate=1e-04
gradient_accumulation_steps=2
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Abstract

This work presents the contribution from the
Text-to-Knowledge team of Ghent University
(UGent-T2K)1 to the MultiDoc2Dial shared
task on modeling dialogs grounded in multi-
ple documents. We propose a pipeline system,
comprising (1) document retrieval, (2) passage
retrieval, and (3) response generation. We engi-
neered these individual components mainly by,
for (1)-(2), combining multiple ranking models
and adding a final LambdaMART reranker, and,
for (3), by adopting a Fusion-in-Decoder (FiD)
model. We thus significantly boost the baseline
system’s performance (over +10 points for both
F1 and SacreBLEU). Further, error analysis re-
veals two major failure cases, to be addressed
in future work: (i) in case of topic shift within
the dialog, retrieval often fails to select the cor-
rect grounding document(s), and (ii) generation
sometimes fails to use the correctly retrieved
grounding passage. Our code is released at this
link.

1 Introduction

Most prior research on document-grounded dialog
systems assumes a single document for each dia-
log (Choi et al., 2018; Reddy et al., 2019; Feng
et al., 2020). There are relatively few works on
Multi-Document Grounded (MDG) dialog mod-
eling, which requires a dialog system to (i) re-
trieve grounded passages (or documents) given the
user question, and then (ii) generate responses
based on the retrieval results and dialog context.
Real-world applications (e.g., administration ques-
tion answering, travel booking assistance and pro-
cedural task guidance) for MDG are challenging
because of more complex user behavior in such
dialogs on diverse information sources. In partic-
ular, for (i) retrieval of grounding text passage(s)
the challenges pertain to keeping track of dialog

* These authors contributed equally to this work.
1https://ugentt2k.gitlab.io

Dialog Document Retreiver1

Passage Retreiver2

Generator3
user question

agent response

m documents

k passages

Figure 1: Our proposed pipeline dialog system.

state, topic shift (e.g., switching from driving li-
cense requirements to car insurance), vocabulary
mismatch, vague question formulation, etc. Fur-
thermore, (ii) response generation needs to appro-
priately phrase the answer to fit in a human(-like)
dialog rather than simply copying a source docu-
ment snippet.

We leverage the recently released dialog dataset,
MultiDoc2Dial (Feng et al., 2021), to tackle afore-
mentioned challenges. We build a pipeline sys-
tem (Fig. 1) comprising (1) a document retriever,
(2) a passage retriever, and (3) an answer generator
fusing multiple grounding input passages. Given
the dialog context (i.e., the dialog history and user
question), a document retriever searches given sup-
porting documents to select the top-m related ones.
Subsequently, these full documents are segmented
into shorter passages ranked by a passage retriever.
For these retrieval components (1)-(2), we use an
ensemble approach — combining BM25, cosine
similarity, etc.; for passage retrieval, we included
Dense Passage Retrieval (DPR; Karpukhin et al.,
2020) — followed by a reranking step using Lam-
baMART (Burges, 2010). The top-k passages are
fused with the dialog context by a response gen-
erator to produce knowledge-grounded responses,
based on Fusion in Decoder (FiD; Izacard and
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Grave, 2021).
We contribute with: (i) a multi-stage pipeline

system comprising first the grounding text retrieval
stages, split further into document and subsequent
passage retrieval components (both using a mul-
ti- feature ensemble system), and second an an-
swer generation model fusing information from
multiple passages; (ii) experiments demonstrat-
ing that our pipeline system outperforms the base-
line method by a large margin (over +10 points
for both F1 and SacreBLEU); (iii) insightful er-
ror analysis, suggesting that the main shortcom-
ings of the current system include failures of
(a) the retrieval stages in case of topic shifts by
the user, and (b) the answer generation stage to
identify the correct grounding passage among its
inputs. Our codes are released at https://github.
com/YiweiJiang2015/ugent-t2k-dialdoc

2 Task Definition

The MultiDoc2Dial shared task comprises two sub-
tasks: in the seen-domain (referenced by subscript
S), the system can rely on training data comprising
both exemplary dialogs as well as the correspond-
ing document set from the domains it will be tested
on, whereas in the unseen-domain (referenced by
U ) no related dialogs nor documents have been
seen by the system before.

In general, for both subtasks, a system first re-
trieves relevant documents from a document pool
(DS or DU ) given the dialog context, i.e., a user’s
question Qi (i is the turn number) and the full con-
versation history Q<i. Current state-of-the-art so-
lutions split long documents into passages (PS or
PU ) to facilitate more fine-grained location of the
grounding information. Second, the grounding in-
formation G (span(s) or passage(s)) for Qi has to
be identified within the passages of retrieved doc-
uments. The MultiDoc2Dial dataset was curated
such that G for each question can be exactly found
within one document, while the full dialog’s an-
swers jointly may span multiple documents, thus
requiring a model to decide when to switch to a
different document. (Note that, depending on how
exactly a document is split into shorter passages, G
may extend over more than one passage.) Third, a
generation model takes as input G and Q≤i to gen-
erate responses whose meaningfulness and coher-
ence are rated using automatic metrics (i.e., F1_U,
SacreBLEU, Rouge-L and Meteor).

3 Model

The next subsections detail the aforementioned
components (1)-(3) of our pipeline system.

3.1 Document Retrieval

The input to our document retrieval model is a
user’s dialog question Q and the output is a set of
m documents {d1, d2, . . . , dm} selected from the
document pool D. For each question, we rank all
the documents by computing the similarity scores.
We utilize various scoring modules as input to the
LambdaMART reranker (Burges, 2010). Our scor-
ing modules include: (i) different BM25 (Trotman
et al., 2014) configurations, (ii) cosine similarity be-
tween dense representations on both word-level and
passage-level, and (iii) off-the-shelf term-matching
techniques provided by Terrier (Macdonald et al.,
2012).

3.2 Passage Retrieval

Given the top-m documents returned by the docu-
ment retriever, a passage retriever ranks passages
belonging to these documents. More specifically,
we follow the baseline’s segmentation of a docu-
ment into passages, ensuring a fair performance
comparison between our passage retriever and the
baseline. The same scoring modules for the docu-
ment retrieval are applied on the passage level, with
additional similarity features computed by DPR
(Karpukhin et al., 2020)

3.3 Response Generation

We choose FiD (Izacard and Grave, 2021) as our
generation model, which can be trained indepen-
dently from the retrieval module. FiD was orig-
inally proposed for the open-book question an-
swering problem (Kwiatkowski et al., 2019; Joshi
et al., 2017) and showed great power in incor-
porating knowledge from multiple passages. It
is built on top of a transformer-based seq2seq
model. We employ BART (Lewis et al., 2020a)
as the pretrained weights of FiD instead of T5
as in (Izacard and Grave, 2021), since fine-tuning
BART is computationally more affordable in our
case. The FiD’s encoder takes as input a ques-
tion and a list of top-k ranked passages formatted
as ((Q,P1), (Q,P2)...(Q,Pk)). Each pair (Q,P )
is encoded individually. Concatenation of the k
encodings is used as the memory accessed by the
decoder for the cross-attention operation. The train-
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ing objective is the cross-entropy loss between gen-
erated sequences and gold responses.

4 Experiments and Analysis

4.1 Dataset

We evaluate our pipeline system on the Multi-
Doc2Dial dataset, containing 4,796 conversations
grounded in 488 documents. In the dialog data,
each conversation covers at least one topic from
four domains (see Appendix B.2). It is challeng-
ing to retrieve the grounding information when
users shift their topic (i.e., implicitly referring to
another document) during a dialog. In total, there
are 61,078 turns, including 29,746 user questions
that are split into 21,451, 4,201 and 4,094 for train,
dev and test sets respectively.

4.2 Baseline System

The baseline system uses the Retrieval Augmented
Generation (RAG; Lewis et al., 2020b) model com-
posed of two neural modules: DPR for passage
retrieval and BART for response generation. First,
a pre-trained DPR is finetuned on the passage re-
trieval task built from MultiDoc2Dial dataset. Sec-
ond, RAG is finetuned to generate responses for
MultiDoc2Dial dialogs by inserting the finetuned
DPR weights and freezing DPR’s context encoder.

4.3 Retrieval and Generation Results

We present experiment results for the document re-
triever, passage retriever and generator separately.
Ablation studies of the document retriever focus
on analysing the contributions of different features.
We validate the effectiveness of first using the doc-
ument retriever, to boost the passage retriever’s
performance. Results of response generation ex-
periments show that there is an optimal number
of passages input to the FiD model. We also dis-
cuss FiD’s inefficiency in recognizing grounding
knowledge among multiple passage inputs.

4.3.1 Retriever
Document retrieval — Table 1 presents our results
for the document retrieval. The first row shows a
simple BM25 with the same configuration as of-
ficial baseline but on document level. BM25tuned
indicates BM25 with additional preprocessing and
postprocessing over its input features and output
rankings (see Section B.1 for details). BM25title
is another BM25, solely trained on document ti-
tles and subtitles. The reason for this choice is to

Model R@1 R@5 R@10 R@25

BM25 (baseline) 46.6 67.7 74.3 82.3
BM25tuned 57.8 84.2 89.6 95.8
BM25title 46.5 73.2 82.2 91.6
Word emb. 36.4 60.4 70.1 82.9
Passage emb. 34.9 61.9 71.3 84.5
DPH 49.3 77.2 85.9 94.1

BM25tuned
+ BM25title 62.0 87.8 93.0 97.3
+ Terrier 62.5 88.9 93.5 97.5
+ embeddings 66.3 91.1 95.2 97.9

LambdaMART 65.9 92.3 96.1 98.7

Table 1: Recall scores for document retrieval on dev set.

distinguish the importance of the title words from
other words, as the title provides a strong signal for
document retrieval. In addition, to capture seman-
tic relatedness and to address the word-mismatch
problem between questions and documents, we
compute word-level and passage-level embeddings
to retrieve relevant documents. For word-level (de-
noted by ‘Word emb.’), we simply average word
vectors to obtain question and document represen-
tations, then using TF-IDF weighting and principal
component removal (Arora et al., 2017) followed
by cosine similarity. For passage-level (denoted by
‘Passage emb.’), we use a pre-trained model2 to em-
bed a document’s passages and use the highest pas-
sage score to rank the document. Macdonald et al.
(2012) offer various term-matching approaches for
text retrieval. The best performing model in our
experiment is DPH (Amati, 2006).

In the second block of Table 1, we combine var-
ious ranking methods in an ensemble using rank
fusion, simply summing the various scores.

We first aggregate scores from BM25tuned and
BM25title. The next row presents adding the com-
bination of 13 term-matching techniques borrowed
from the Terrier IR framework.3 Finally, we add the
embedding scores into the ensemble model, which
significantly boosts the performance (increasing
R@1 from 62.5 to 66.3), indicating the complemen-
tarity of the various ranking criteria. Finally, in-
stead of naively summing all scores, we employ the
LambdaMART algorithm, which yields the highest
recall scores (except for R@1).
Passage retrieval — Table 2 compares our passage

2msmarco-bert-base-dot-v5: available at https://bit.
ly/3ID92fF

3http://terrier.org/ — Note that due to our limited time
budget for the challenge, we did not properly analyze the
contribution of the various Terrier features; therefore some of
them may be unnecessary.
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Model m R@1 R@5 R@10 R@15

BM25 (baseline) 488 19.6 41.9 50.8 -
DPR (baseline) 488 49.0 72.3 80.0 -

DPRtop1 doc 1 55.6 71.6 73.0 73.1
DPRtop5 docs 5 49.2 72.0 80.6 84.1
DPRtop10 docs 10 47.8 69.8 77.9 82.4
DPRtop30 docs 30 46.6 67.8 75.3 80.1
LambdaMART 30 57.0 82.1 88.3 91.4

Table 2: Recall scores for passage retrieval on dev set.
Baseline scores come from (Feng et al., 2021). m de-
notes the number of top documents that are used for
passage retrieval.

retrieval results to that of the baseline (Feng et al.,
2021). To validate whether the document retrieval
stage helps to limit the search space of passage
retrieval, we perform a simple test that uses DPR
to only rank passages from the top-m documents.
Restricting the DPR to retrieve passages only from
the top-1 document increases R@1 from 49.0 to
55.6 while it hurts R@10 (dropping from 80.0 to
73.0). By increasing m, R@10 improves at the cost
of lowering R@1 as we expose the DPR to more
passages that are similar to the dialog question. The
maximum performance (R@15 = 91.4) is attained
by LambdaMART on passages from the top-30
documents.4

Error analysis — We noted that the document re-
triever fails on 42 cases out of 4201 (i.e., R@30 =
99.0). We identified 4 major error types: (i) topic
shift (22 cases), where grounding information hops
from one document to another; (ii) vague ques-
tion formulation (12 cases), where user questions
are unclear and require the agent to ask follow-up
questions for clarification; (iii) annotation errors
(4 cases) due to some meaningless utterances;
(iv) hard examples (4 cases) where our retriever
totally failed.

4.3.2 Response Generator
Generation models are trained and evaluated on our
LambdaMART retriever’s output, ranking passages
from the top-30 documents. The number of pre-
ceding dialog turns from the history (that are fed
as input for the generator, see Fig. 1) is fixed at 5,
which is the length leading to the best performance
on the dev set in our preliminary experiments. Each
turn is prefixed by a role indicator, i.e., 〈AGENT〉
and 〈USER〉. A separator 〈CONTEXT〉 is inserted
between the question and passage text. See Ap-
pendix C for hyperparameter details. The evalua-

4We select 30 documents, because at the document level,
we find R@30 = 99.

tion metrics are calculated by the official shared
task script. Our experiments study the impact of
the number of passages in the generator’s input and
establish upper bounds of its performance. In addi-
tion, we introduce “knowledge misrecognition rate”
to quantify limitations of our generation model (see
further).

Upper-bound Tests — We perform three types of
upper-bound tests as shown in Table 3: (i) only the
grounding passage is provided to the FiD model
(for both of train and dev sets) to generate a
response (row 3); (ii) only the grounding span
(phrases or sentences within the grounding passage)
is input to the FiD model for generation (row 4);
(iii) use the grounding span as the response to be
evaluated against the gold one (row 5). Scores in
Table 3 demonstrates a notable gap (78.33 w.r.t.
total score) between the baseline (row 4) and an
upper-bound model (row 1). It is noteworthy that
directly using the grounding span as the response
yields better performance (224.66) than inputting
it to FiD (214.1), implying that a span-extraction
model might get higher scores than the current
generation one. However, while extracting correct
spans provides users the needed information, it
cannot satisfy the pragmatic requirements of a con-
versation (e.g., greetings at the beginning, yes/no
prefix before giving the details). Thus, we choose
a generation model as it has greater power in gen-
erating more coherent phrases at potential cost of
losing partial information.

Impact of the Number of Passages Np — Intu-
itively, the more passages are fed as input to FiD,
the higher is the chance for FiD to capture the
grounding information. Yet, it then also becomes
harder to recognize the correct passage. We thus
hypothesize that there should be an optimal num-
ber of passages Np for which FiD to attains the
best performance, without being distracted by too
much information. Figure 2 shows that all perfor-
mance metrics slightly drop when Np exceeds 15
(even though they mostly recover once Np ≥ 30).
The performance of the best model (Np = 15)
on the dev set is listed in row 5 of Table 3, with
F1_U = 42.98 and SacreBLEU = 27.05.

Knowledge misrecognition — Comparing our sys-
tem results to the upper bounds (see row 1 in Ta-
ble 3), we note there is still considerable room
for improvement. To identify where our generation
model fails, we scrutinize generated responses sam-
pled from inference results on dev set of our best
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Retriever Model F1_U SacreBLEU Meteor ROUGE_L Total

1 Perfect- FiD + Grounding passage 51.99 37.97 47.60 50.20 187.76
2 Retriever FiD + Grounding span 58.03 43.56 55.31 57.20 214.10
3 Grounding span as response 61.00 47.37 60.09 56.18 224.66

4 DPR Baseline (RAG) 32.62 18.97 27.22 30.61 109.43
5 LambdaMART FiD + LambdaMART 42.89 27.05 42.69 40.51 153.15

Table 3: Generation performance of the baseline and our FiD-BART-base model (seen-domain task; on dev set).
Row 1-3 list the upper-bound performance. A perfect-retriever assumes that the grounding passage is always ranked
as the top 1. Row 4-5 use realistic retrievers. The baseline scores are our reproduction results.
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Figure 2: Impact of the number of passages (Np ≥ 1)
on generation metrics. (seen-domain task; FiD-BART-
base model; on dev set)

system (Np = 15). An interesting observation is
that the FiD model may behave poorly even when
the grounding passage is retrieved among the top-
15 results presented to the generator: FiD cannot
always recognize the grounding passage among its
multiple inputs. We propose to quantify this with
“knowledge misrecognition rate” µ, calculated as
the fraction of low-quality responses among all
cases where the correct passage is included in the
retrieved ones as fed as input to the generator. For
example, using SacreBLEU, a low value thereof
(e.g., <10) suggests that the model did not actually
use elements from the ground truth passage in gen-
erating the response. Thus, using SacreBLEU < 10
as an indication of a “low-quality” response, we
find that the misrecognition rate of our best system
is µ = 50.3% on the dev set. This means that over
half of the correct retrieval results are lost in the
generation phase. The high rate also implies that
the FiD model alone lacks the necessary inductive
bias to identify the grounded information among
multiple passages. We consider this as a key ele-
ment in designing future versions of the response
generation component.
Leaderboard Submission — Our submission re-
sults on the test sets (including test-dev and test-

test) are listed in Table 4. For the unseen-domain
task, inference was performed by the model trained
on seen-domain data as a test of our system’s zero-
shot ability. Besides the FiD-BART-base model, we
also train a FiD-BART-large model, which achieves
our best scores. For the seen-domain task, our
best model outperforms the baseline by 11.05 and
10.07 for F1_U and SacreBLEU. For the unseen-
domain task, these two metrics are improved by
14.10 and 14.88. As a result, our UGent-T2K team
was ranked second and third for the seen-domain
and unseen-domain tasks respectively.

5 Conclusion

We propose a pipeline system for dialogs grounded
in multiple documents. Our system consists of a
document retriever, a passage retriever and a multi-
passage-fusing generator. The retriever is designed
to limit the passage search space by first ranking
documents, which proves to enhance the passage
retrieval performance considerably for the Multi-
Doc2Dial shared task. Compared to the baseline
RAG model, our multi-passage-fusing generator
achieves better knowledge-grounded answer gen-
eration. Based on error analysis of our current
system, future work will focus on the topic shift
issue for conversational retrieval and investigate
the knowledge misrecognition problem for dialog
generation.
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Task Model F1_U SacreBLEU Meteor ROUGE_L Total

Baseline 35.85 22.26 34.28 33.82 126.21
seen-domain FiD-BART-base 42.51 28.52 42.8 40.3 153.13

FiD-BART-large 46.90 32.23 47.96 44.89 171.98

Baseline 19.26 6.32 16.77 17.16 59.52
unseen-domain FiD-BART-base 29.35 19.87 29.57 27.84 106.64

FiD-BART-large 33.36 21.20 33.57 31.47 119.60

Table 4: Submission results on the leaderboard (on test-test set).
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Appendices

A Passage segmentation

The current version of the MultiDoc2Dial dataset
provides 488 documents in which we found 56
duplicate documents5. The baseline relies on a

5The full list of duplicates can be found in https://bit.
ly/376TxPX
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structure-wise segmentation method. More specifi-
cally, in a document html file, a header tagged by
<h1> or <h2> and its children nodes are treated
as a passage prefixed by its hierarchical titles. We
note that some passages produced in this way are
too short (424 passages are shorter than 20 tokens,
e.g., headers with empty content below) or too long
(24 passages longer than 1,000 tokens) as shown in
Fig. 3(a), not to mention those repetitive passages
due to document duplicates. Given that common
transformer-based generation models takes input
up to 512 tokens, such length distribution either
wastes a generation model’s capacity when short
passages are padded or loses a significant portion of
information when long passages are truncated. To
eliminate these extreme cases, three measures are
taken based on our cleaned document set: (i) We
remove the 56 duplicate documents. (ii) For each
of the remaining documents, we first split it us-
ing the structure-wise method, calling the results
“sections” to differentiate from the baseline’s “pas-
sages”. If a section has fewer than 150 tokens, it
is directly added to the final passage list. If not, it
will be further split into passages using a flexible
sliding window which allows for a passage with
tokens fewer than the window size in order to not
break sentences.6 (iii) Next, a passage with fewer
than 60 tokens is merged with its following pas-
sage — except if it appears at the end of a section,
in which case it will be appended to its preceding
one. Figure 3(b) depicts the passage length distri-
bution using our segmentation method. The long
tail problem of the baseline is largely resolved. As
Table 5 shows, our new segmentation method re-
duces the total number of passages from 4,110 to
3,734 while it increases the average passage length
from 130.4 to 154.1.

Passage- avg length avg length
Segmentation #passages (tokenizer) (white space)

Baseline 4,110 130.4 105.4
Ours 3,734 154.1 132.5

Table 5: Total number of passages and average pas-
sage length produced by the baseline method and ours.
“tokenizer” and “white space” denote using the BART
tokenizer and splitting words by white space respec-
tively.

6Window size ≤ 150, stride = 50. Since we rely on Spacy
to extract sentences, some of them may be broken depending
on Spacy model’s decision.
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Figure 3: Passage length histograms of baseline and
our passage segmentation. The length is the number
of tokens processed by the BART tokenizer. (a) Base-
line passages. The x-axis is truncated to 1,000 to make
smaller value bins more clear. (b) Our passages after
removing duplicate documents and merging short pas-
sages. No passage is omitted.

B Experiments

This section reports (i) the ablation study of BM25
for document retrieval revealing how different fea-
tures affect the retrieval performance; (ii) domain
classification that enhances document retrieval;
(iii) passage retrieval experiments based on our
new segmentation method.

B.1 Ablation study of BM25 for document
retrieval

Table 6 presents our results for BM25tuned on doc-
ument retrieval. The first row shows the simple
BM25 model without any preprocessing on inputs
(question and documents). The next four rows re-
spectively represent: lower casing inputs, removing
stop-words, removing punctuation, and stemming,
which greatly improve the performance (over +10
points for R@25). We obtained slight improvement
with a domain classifier that predicts the conversa-
tion domain (see Appendix B.2). We also observed
that using n-grams (n= 1,2,3) features instead of
unigrams brings a further improvement with addi-
tional 3.2 points of R@25.

B.2 Domain Classifier

In the training data of MultiDoc2Dial , the ground-
ing documents were crawled from 4 U.S. govern-
ment websites,7 covering 4 domains: Social Secu-
rity Administration, U.S. Department of Veterans

7ssa.gov, va.gov, dmv.ny.gov, studentaid.gov
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Model R@1 R@5 R@10 R@25

BM25 45.6 66.3 73.3 81.4
+ lowering 46.6 67.7 74.3 82.3
+ stop-removal 50.2 74.3 82.2 90.2
+ punk-removal 52.4 77.5 84.4 92.5
+ stemming 50.3 75.9 83.7 91.6
+ domain-scores 50.7 76.6 84.5 92.6
+ n-grams 57.8 84.2 89.6 95.8

Table 6: BM25tuned recall scores for document retrieval
on dev set.

Affairs, Department of Motor Vehicles (New York
State) and Federal Student Aid, which are respec-
tively noted as ssa, va, dmv and student. We
applied the idea proposed by Han et al. (2021) to
further improve BM25 performance by training a
domain classifier, i.e., finetuning the RoBERTa-
large model (Liu et al., 2019) to predict a domain
label for a given dialog. The domain scores are
multiplied to BM25 after which a weighted com-
bination between the initial BM25 and the new
scores is used to create the final ranked list. In
our experiments, we simply assume equal weights
(0.5) for the two scores. Table 7 presents different
classifiers’ accuracy for seen-domain prediction.

Model Accuracy

SVM (Cortes and Vapnik, 1995) 96.7
Bert-large (Devlin et al., 2019) 97.0
Roberta-large (Liu et al., 2019) 98.2

Table 7: Domain classifier accuracy on dev set.

B.3 Retrieval based on new segmentation

Table 8 presents the passage retrieval results based
on our passage segmentation. We experiment with
three models: DPR ranking all the passages, DPR
ranking only the passages within top-m documents
and the LambdaMART model based on top-30 doc-
uments. Restricting DPR’s search space within
the top-5 documents increases R@15 from 80.1 to
87.1, which further grows to 90.4 with the Lamb-
daMART model.

C Hyperparameters

FiD was finetuned from pretrained BART weights
with the following hyperparameter settings:

batch_size=4
total_epochs=15
max_source_length=400
max_target_length=64

Model m R@1 R@5 R@10 R@15

DPR 3,734 46.3 68.2 76.0 80.1
DPRtop1 doc 1 52.9 70.8 73.2 73.6
DPRtop5 docs 5 47.2 74.0 83.0 86.9
DPRtop10 docs 10 45.9 71.8 81.0 85.3
DPRtop30 docs 30 45.2 70.1 78.8 83.1
LambdaMART 30 48.0 80.0 87.4 90.4

Table 8: Recall scores for passage retrieval on dev set.
The passage set is produced by the method described in
Appendix A.

label_smoothing=0.1
optimizer=AdamW
weight_decay=0.1
adam_epsilon=1e-08
max_grad_norm=1.0
lr_scheduler=linear
learning_rate=5e-05
warmup_steps=500
gradient_accumulation_steps=2
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Abstract

MultiDoc2Dial presents an important challenge
on modeling dialogues grounded with multiple
documents. This paper proposes a pipeline sys-
tem of "retrieve, re-rank, and generate", where
each component is individually optimized. This
enables the passage re-ranker and response gen-
erator to fully exploit training with ground-
truth data. Furthermore, we use a deep cross-
encoder trained with localized hard negative
passages from the retriever. For the response
generator, we use grounding span prediction
as an auxiliary task to be jointly trained with
the main task of response generation. We also
adopt a passage dropout and regularization tech-
nique to improve response generation perfor-
mance. Experimental results indicate that the
system clearly surpasses the competitive base-
line and our team CPII-NLP ranked 1st among
the public submissions on ALL four leader-
boards based on the sum of F1, SacreBLEU,
METEOR and RougeL scores.

1 Introduction

The task of developing information-seeking dia-
logue systems has seen many recent research ad-
vancements. The goal is to answer users’ ques-
tions grounded on documents in a conversational
manner. MultiDoc2Dial1 is a realistic task pro-
posed by Feng et al. (2021) to model goal-oriented
information-seeking dialogues that are grounded on
multiple documents and participants are required
to generate appropriate responses towards users’ ut-
terances according to the documents. To facilitate
this task, the authors also propose a new dataset
that contains dialogues grounded in multiple doc-
uments from four domains. Unlike previous work
that mostly describe document-grounded dialogue
modeling as a machine reading comprehension task
based on one particular document or passage, the

*Contributed equally.
†Corresponding author.
1https://doc2dial.github.io/multidoc2dial/

MultiDoc2Dial involves multiple topics within a
conversation, hence it is grounded on different doc-
uments. The task contains two sub-tasks: Ground-
ing Span Prediction aims to find the most relevant
span from multiple documents for the next agent
response, and Agent Response Generation gener-
ates the next agent response. This paper focuses on
our work in to the second sub-task, and presents
three major findings and contributions:

• In order to fully leverage the ground-truth
training data, we propose to individually op-
timize the retriever, re-ranker, and response
generator.

• We propose to adopt a deep cross-encoded
re-ranker that is trained with localized hard
negatives sampled from the retriever results.

• We propose to use grounding span prediction
as an auxiliary task for the generator and use
passage dropout as a regularization technique
to improve the generation performance.

Experimental results indicate that our proposed
system achieves a performance with marked im-
provement over the strong baseline.

2 Related Work

Open-domain Question Answering systems have
evolved to adopt the popular “Retriever-Reader
(Generator)” architecture since DrQA (Chen et al.,
2017). Previous work (Lee et al., 2019, Guu et al.,
2020) adopt end-to-end training strategy to jointly
learn the retriever and reader with question-answer
pairs. Retrieval-augmented Generation (RAG)
(Lewis et al., 2020b) uses Dense Passage Retriever
(DPR) (Karpukhin et al., 2020) as the retriever to
extract multiple documents related to the query and
feed them into a BART (Lewis et al., 2020a) gen-
erator for answer generation. Izacard and Grave
(2021) proposed the Fusion-in-Decoder method
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which processes passages individually in the en-
coder but jointly in the decoder, surpassing the
performance of RAG.

Other work like QuAC (Choi et al., 2018),
ShARC (Saeidi et al., 2018) and CoQA (Reddy
et al., 2019) focus on the machine reading com-
prehension task, which assumes that the associated
document is given. In particular, Feng et al. (2020)
proposed the Doc2Dial task ,which aims to extract
the related span from the given documents for gen-
erating the corresponding answer.

3 Task Description

The MultiDoc2Dial task aims to generate an ap-
propriate response R based on an input query Q
(the current user turn uT and the concatenated di-
alogue history {uT−1

1 } := u1, u2, ..., uT−1) and
a collection of passages {Pi}Mi=1. The passages
are extracted from documents based on document
structural information indicated by markup tags
in the original HTML file. The organizer splits
the MultiDoc2Dial data into train, validation, de-
velopment and test set, and results on the latter
two are evaluated through the leaderboard2. The
validation, development and test set contain two
settings: seen and unseen, which is categorized
based on whether there are dialogues grounded on
the documents seen/unseen during training. We
leave detailed dataset description in Appendix A.

4 Methodology

We propose a pipeline system of "retrieve, re-rank,
and generate". Following previous work in Lewis
et al. (2020b); Feng et al. (2021), we adopt DPR
(Karpukhin et al., 2020) as the retriever (§4.1) to
efficiently filter out irrelevant passages and narrow
the search space. We then refine the retrieval results
with a deep cross-encoder (§4.2) trained with lo-
calized negatives (Gao et al., 2021). We introduce
a passage dropout and regularization technique to
enhance the robustness of the generator (§4.3) and
use the grounding span prediction as an auxiliary
task. Further more, pipeline training is adopted
where each component is individually optimized to
fully utilize the supervision. Experimental results
(§5.3) also indicate the effectiveness and merits of
the training strategy, which we observed to be a
key factor for the performance gain.

2https://eval.ai/web/challenges/challenge-
page/1437/leaderboard

Figure 1: Training process of our generator.

4.1 Passage Retrieval

Following Feng et al. (2021), we adopt DPR
(Karpukhin et al., 2020) as the retriever with a
representation-based bi-encoder, that is, a dialogue
query encoder q(·) and a passage context encoder
p(·). Given an input query Q and a collection of
passages {Pi}Mi=1, we extract the query encoding
as q(Q) and the passage encoding as p(Pi). The
similarity is defined as the dot product of the two
vectors ⟨q(Q), p(Pi)⟩ and the model is trained to
optimize the negative log likelihood of the posi-
tive passage among L in-batch and hard negatives.
We then pre-compute the representations of all pas-
sages and index them offline. Maximum Inner
Product Search (MIPS) with Faiss (Johnson et al.,
2017) is adopted to retrieve the top-K passages
during inference.

4.2 Passage Re-ranking

To re-rank the passages retrieved by DPR, we use a
BERT-based cross-encoder that exploits localized
negatives sampled from DPR results (Gao et al.,
2021). This means that the construction of the
training set for the re-ranker is based on the top
negative passages retrieved by the DPR. Specifi-
cally, given a query Q, its corresponding ground
truth passage P+, and its top-N negative passages
{P−

j }Nj=1 retrieved by DPR, we first calculate a
deep distance function for each positive and nega-
tive passage against the query:

dist(Q,P) = vT cls(BERT(concat(Q,P))),
(1)

where v represents a trainable vector, cls extracts
the [CLS] vector from BERT. Consequently, such
a distance function is deeply cross-encoded, as we
feed the concatenation of the query and the passage
into the model instead of encoding them individu-
ally with a representation-based bi-encoder (Feng
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et al., 2021). We then apply a contrastive loss:

Lc = − log
exp(dist(Q,P+))∑

P∈P± exp(dist(Q,P))
, (2)

where P± represents P+ ∪ {P−
i }Ni=1. Here, it is

important to condition the gradient on the negative
passages to learn to recognize the positive passage
from hard negatives retrieved by the DPR. 3

Ensemble We create an ensemble of three pre-
trained models (Dietterich, 2000), namely, BERT
(Devlin et al., 2019), RoBERTa (Liu et al., 2019),
and ELECTRA (Clark et al., 2020) for re-ranking.
We first calculate their distance function with Equa-
tion 1, with the output scores denoted as OB , OR,
and OE . We define the final scores O as the
weighted summation of the above three scores:

O = αOB + βOR + γOE , (3)

where α, β, and γ represent the weight hyper-
parameters for each model.

4.3 Response Generation
For response generation, we leverage the pre-
trained sequence-to-sequence model BARTlarge

(Lewis et al., 2020a), where the encoder is fed the
concatenation of a query and a passage [Q,P], and
the decoder is then required to generate the cor-
responding response R. We use the ground truth
passage as P for training. The training process can
be summarized as follows:

Joint Training with Grounding Prediction The
grounding span in a passage is the supporting ev-
idence for the response, which can provide help-
ful information for response generation. There-
fore, we take grounding span prediction as the
auxiliary task and apply multi-task learning for
model training. Specifically, the passage is first en-
coded into a sequence of hidden representations
hi = Encoder([Q,P]), i ∈ {1, ..., |P|}. Then
a classifier outputs the probability of the i-th to-
ken of P to lie within the grounding span as
P (yi|Q,P) = sigmoid(MLP(hi)). We define
this task’s training objective as:

LG = −
|P|∑

i=1

logP (yi|Q,P). (4)

3Feng et al. (2021) found that there exists passages that are
similar to one another in the dataset. Therefore, it is intuitively
important to distinguish these hard negative passages from
the ground truth passage. Empirically, we also found that
excluding hard negative passages from the training process
hampers the re-ranking performance.

Passage Dropout and Regularization Prelim-
inary experiments indicate that the generator is
prone to overfit to some passages quoted frequently
in the train set, which may cause generalization
errors when applied to previously unseen pas-
sages. Hence, we apply passage dropout to en-
hance the robustness of the generator. In details,
for a training sample ([Q,P],R), a consecutive
span with a specified length (of 25% in our experi-
ments) in P is randomly selected and then dropped,
which produces P ′. It is noteworthy that passage
dropout is required to avoid truncating content of
grounding spans.4 Furthermore, we repeat passage
dropout twice for each sample in a batch, and ob-
tain ([Q,P ′],R) as well as ([Q,P ′′],R). Since
the grounding span in a passage serves as the or-
acle for response generation, the two modified in-
puts should have similar prediction distribution,
denoted as P (ri|Q,P ′, r<i) and P (ri|Q,P ′′, r<i),
where ri is the i-th token of R. Hence, inspired
by Liang et al. (2021), we propose to regularize
the predictions from different passage dropouts
by minimizing the bidirectional Kullback-Leibler
(KL) divergence between these two different output
distributions as LKL:

∑

i

(KL(P (ri|Q,P ′, r<i)∥P (ri|Q,P ′′, r<i))

+ KL(P (ri|Q,P ′′, r<i)∥P (ri|Q,P ′, r<i))).
(5)

We define the training objective for response R as
the basic negative log-likelihood:

LNLL = −
∑

i

(logP (ri|Q,P ′, r<i)

+ logP (ri|Q,P ′′, r<i)). (6)

With passage dropout, the learning objective of
grounding prediction (Eq.4) is updated for P ′ and
P ′′. Then we have the final training objective:

L =
1

2
LKL + LNLL + LG. (7)

4.4 Inference
After the re-ranker returns the top-5 passages corre-
sponding to the query Q, we filter out the passages
with a low re-ranking score (Eq.3), namely, the
ones that have a score gap of over 0.3 comparing to
the top-1. Then the remaining passages are concate-
nated as a single passage P . Finally the generator

4If the selected span overlaps with a grounding span, this
sampling is discarded and another span would be sampled.
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seen Val Dev Test
F1 S-BLEU ROUGE F1 S-BLEU ROUGE F1 S-BLEU ROUGE

RAG 36.64 23.24 35.23 36.23∗ 21.41∗ 34.01∗ 35.85∗ 22.26∗ 33.82∗
Ours 47.29 34.29 46.04 50.14 34.99 47.91 52.06 37.41 50.19

unseen Val Dev Test
F1 S-BLEU ROUGE F1 S-BLEU ROUGE F1 S-BLEU ROUGE

RAG 13.68 4.46 13.19 18.66∗ 5.99∗ 16.95∗ 19.26∗ 6.32∗ 17.16∗
Ours 36.74 24.20 35.49 36.39 26.33 34.71 34.65 27.57 34.49

Table 1: Comparison between the baseline and the proposed framework on the validation, development and test set.
The scores with * are cited from the leaderboard. S-BLEU represents SacreBLEU.

predicts a response R given the input [Q,P].5 We
employ beam-search (beam width=5) during de-
coding.

5 Experiments and Results

We evaluate the passage retrieval results with recall
(R) and mean reciprocal rank (MRR). We report re-
sponse generation performance based on F1, Exact
Match (EM) (Rajpurkar et al., 2016), SacreBLEU
(S-BLEU; Post, 2018), and RougeL (Lin, 2004).

5.1 Main Results

Table 1 shows the results we obtain for each data
split, each including the seen and unseen settings.
RAG (Lewis et al., 2020b) is the baseline adopted
by the organizer, and we reproduce it with a more
aggressive setting (e.g., a greater input length and
beam size), in order to have a fair comparison with
the proposed approach. Our generator is a single
model. Table 1 shows that the proposed approach
consistently outperforms the baseline with signif-
icant gaps. We argue that the improvement is de-
rived from (1) high-quality retrieval, (2) stronger
generator and (3) pipeline-based training, which
will be discussed in the following sections.

5.2 Retrieval Results

Since the passage supervision of the development
and test data is unavailable and the leaderboards do
not provide the retrieval scores, we analyze the pas-
sage retrieval performance on the validation set6

as shown in Table 2. The baseline adopts DPR
(Karpukhin et al., 2020) as retriever, and we eval-
uate both the official and our reproduced versions.

5Grounding Prediction and passage dropout are not imple-
mented in the inference phrase.

6We evaluate on a cleaned validation set where repeated
queries are removed, resulting in 4181 unique instances (cf.
4201 originally) and 121 unique instances (cf. 121 originally)
in the seen and unseen settings respectively.

Method seen unseen

MRR@5 R@1 R@5 MRR@5 R@1 R@5

Official DPR* 0.487 0.379 0.656 0.277 0.207 0.405
Reproduced DPR 0.548 0.445 0.714 0.328 0.248 0.471

BERT B 0.719 0.643 0.834 0.615 0.529 0.752
ELECTRA E 0.719 0.640 0.837 0.582 0.521 0.694
RoBERTa R 0.748 0.683 0.849 0.641 0.562 0.760

E(B,R) 0.754 0.689 0.855 0.664 0.603 0.769
E(E,R) 0.756 0.689 0.858 0.643 0.595 0.719
E(B,E,R) 0.760 0.696 0.858 0.666 0.620 0.744

Table 2: Retrieval performance on the MultiDoc2Dial
validation set. All models are fine-tuned using the train-
ing set only. * indicates the model trained on the offi-
cial pre-processed data; others are trained on our pre-
processed version. E(·) denotes ensemble.

Introducing the re-ranker gave marked improve-
ment for all three pre-trained models, especially
when applied to the unseen passages. In particular,
RoBERTa achieves 53.5% and 126.6% improve-
ment over the Reproduced DPR at R@1 on the seen
and unseen settings respectively. The ensemble of
different re-rankers brings further improvement –
E(B,E,R) exceeds the best single re-ranker by
around 0.01 across all metrics on the seen data. Fur-
thermore, improved retrieval directly enhances the
final task results. Besides a more powerful genera-
tor, the large gap between RAG and our approach
on the unseen Val data in Table 1 may also be at-
tributed to the great performance gain on passage
retrieval, from 0.248 to 0.62 on R@1.

5.3 Ablation Study on the Generator

Table 3 shows that each component in our approach
contributes to improvement. Passage dropout and
regularization bring notable performance gains for
the unseen setting. This demonstrates robustness in
the generator, which is important in practical use.

To investigate the merits of pipeline training on
generation, we separate the BARTlarge generator
from other parts in the reproduced RAG. We in-
put queries combined with the passages returned
by the re-reranker for inference. The first and sec-
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Method seen unseen

F1 EM S-BLEU F1 EM S-BLEU

BART in the RAG 43.77 6.36 30.91 31.92 2.48 21.25

BART 45.91 7.02 32.36 32.93 2.48 20.73

+ multi-task training 46.51 6.67 32.90 33.61 2.48 21.37

+ passage dropout 47.05 7.38 32.82 34.27 4.13 21.94

+ regularization 47.29 7.31 34.29 36.74 4.96 24.20

Table 3: Ablation analysis of the generators based on the
validation set. BART in the RAG denotes the generator
in the fully-trained RAG. The same retrieval is used in
all cases. S-BLEU represents SacreBLEU.

ond rows of Table 3 show that the BART in the
RAG gained some improvement through better re-
trieval, but remains inferior to the BART trained in
a pipeline fashion. This is mainly attributed by the
fact that under the end-to-end training framework
of the RAG, the generator could receive some dete-
riorated query-passage pairs during training, if the
retriever can not successfully return gold passages
to the generator. Contrarily, pipeline training for
the generator can make full use of training data.

6 Conclusion

This paper presents a pipeline system of "retrieve,
re-rank, and generate" for the MultiDoc2Dial chal-
lenge. The advantage is that each of the three com-
ponents can fully exploit the ground-truth training
data. We apply a deep cross-encoder architecture
where we create a training set using localized hard
negatives sampled from the retriever results. We
adopt grounding span prediction as an auxiliary
task to be jointly trained with the response genera-
tor. We also apply passage dropout and regulariza-
tion to improve response generation performance.
Experimental results indicate that the proposed sys-
tem improves over a strong, competitive baseline
and our team got 1st place on ALL four leader-
boards.
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Split Setting Instance Num Passage Num

Train seen 21451 3820

Validation seen 4201 3820
unseen 121 963

Development seen 199 3820
unseen 417 963

Test seen 661 3820
unseen 126 963

Table 4: Data statistics of different splits. We split a
single conversation into multiple instances of the train
and validation set.

A Dataset Description

MultiDoc2Dial contains 4796 conversations with
an average of 14 turns grounded in 488 documents
from four domains. After splitting, the number
of passages in the seen set is M = 4110 for the
official data pre-processing and M = 3820 for
our processed data to remove duplicate passages.
Similarly, the number of passages in the unseen set
is M = 963. Table 4 shows the statistics of dataset
in different splits.

B Implementation Details

Our implementations of DPR, BERT, RoBERTa,
ELECTRA, and BART are based on the Transform-
ers library (Wolf et al., 2019). All the models are
trained on an RTX 3090 GPU with 24GB VRAM.

Retriever We train the retriever on our pre-
processed MultiDoc2Dial data with an effec-
tive batch size of 16 following Facebook DPR
(Karpukhin et al., 2020) and the corresponding re-
sults are shown in Table 2 named as Reproduced
DPR. The Official DPR in Table 2 is fine-tuned
with a batch size 128 by the organizer.

Re-ranker Three public pre-trained language
models are ensembled, namely, deepset/bert-
large-uncased-whole-word-masking-squad27,
deepset/roberta-large-squad28 and deepset/electra-
base-squad29. We train the models with a batch
size 1 for LARGE (gradient accumulation=4) and
4 for BASE. We use 6 epochs, a learning rate of
1e-5 and weight decay of 0.01. The maximum
length of query, i.e., the concatenated dialogue
history {uT−1

1 } and the current user turn uT is set
as 128. Following Feng et al. (2021), the query is

7https://huggingface.co/deepset/bert-large-uncased-
whole-word-masking-squad2

8https://huggingface.co/deepset/roberta-large-squad2
9https://huggingface.co/deepset/electra-base-squad2

constructed using reverse conversation order as
uT [SEP ]agent : uT−1||user : uT−2||...||user :
u1 and truncated from the tail by the tokenizers.
The number of localized negatives in training
is 7, sampled from Top-N (N=50) returned
negative passages from retriever. During inference,
re-ranker re-scores Top-K (K=100) returned
passage candidates from retriever and selects the
Top-5 passages for generator.

129



Proceedings of the Second DialDoc Workshop on Document-grounded Dialogue and Conversational Question Answering, pages 130 - 135
May 26, 2022 ©2022 Association for Computational Linguistics

A Knowledge Storage and Semantic Space Alignment Method for
Multi-documents Dialogue Generation

Minjun Zhu1,2, Bin Li3, Fei Xia1,2, Yixuan Weng1∗
1 National Laboratory of Pattern Recognition„ Institute of Automation, CAS

2 School of Artificial Intelligence, University of Chinese Academy of Sciences
3 College of Electrical and Information Engineering, Hunan University

{zhuminjun2020,xiafei2020}@ia.ac.cn, libincn@hnu.edu.cn, wengsyx@gmail.com

Abstract

Question Answering (QA) is a Natural Lan-
guage Processing (NLP) task that can measure
language and semantics understanding ability,
it requires a system not only to retrieve relevant
documents from a large number of articles but
also to answer corresponding questions accord-
ing to documents. However, various language
styles and sources of human questions and ev-
idence documents form the different embed-
ding semantic spaces, which may bring some
errors to the downstream QA task. To alleviate
these problems, we propose a framework for
enhancing downstream evidence retrieval by
generating evidence, aiming at improving the
performance of response generation. Specifi-
cally, we take the pre-training language model
as a knowledge base, storing documents’ in-
formation and knowledge into model param-
eters. With the Child-Tuning approach being
designed, the knowledge storage and evidence
generation avoid catastrophic forgetting for re-
sponse generation. Extensive experiments car-
ried out on the multi-documents dataset show
that the proposed method can improve the final
performance, which demonstrates the effective-
ness of the proposed framework.

1 Introduction

With the rapid and vigorous development of the
field of artificial intelligence and language intel-
ligence, Question Answering (QA) systems has
received more and more extensive attention. Specif-
ically, the QA system aims to provide precise an-
swers in response to the user’s questions in natural
language. An essential task in the QA system is
conversational question answering and document-
grounded dialogue modeling. The conversational
question answering dialogue-like interface that en-
ables interaction between human users and the doc-
umentation provides sufficient information. Prior

∗Corresponding author.

work typically formulates the task as a machine
reading comprehension task assuming the associ-
ated document or text snippet is given, such as
QuAC (Choi et al., 2018), ShARC (Saeidi et al.,
2018), CoQA (Reddy et al., 2019), OR-QuAC (Qu
et al., 2020) and Doc2Dial (Feng et al., 2020).

One of the difficulties of conversational QA tasks
is to model the historical information in the process
of system retrieval and generation. The recently re-
leased conversational question answering datasets
like CoQA (Reddy et al., 2019) and QuAC (Choi
et al., 2018) aim to lead a reader to answer the
latest question by comprehending the given con-
text passage and the conversation history. As they
provide context passages in their task setting, they
omit the stage of document retrieval. While on the
MultiDoc2Dial (Feng et al., 2021) dataset, retrieval
is necessary. Recently, Qu et al. (2020) extend the
QuAC dataset to a new OR-QuAC dataset by adapt-
ing to an open retrieval conversational question
answering system (OpenConvQA), it can retrieve
relevant passages from a large collection before
inferring the answer, taking into account the con-
versation QA pairs, which is similar with the Mul-
tiDoc2Dial dataset.

To enhance the modeling of historical sessions
and avoid the problem of weak semantic related-
ness between problems and evidence in the retrieval
stage. we propose a novel three-stage framework,
which stores knowledge and makes alignment in
semantic space. Specifically, we find that it is in-
consistent to search for most question-related evi-
dence only by the inner product of the question and
long text of dialogue history. As stated by Feng
et al. (2021) about task 2: Agent Response Genera-
tion is more difficult than task 1: Grounding Span
Prediction, because agent utterance varies in style
and is not directly extracted from document con-
tent. Different language styles and sources lead to
different semantic spaces of question and evidence
document embedding. As a result, it inspires us
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Figure 1: The overview of the proposed three-stage method, where the evidence memory model in the Knowledge
Storage and the Generation Document retrieval module is the same T5.

to propose a framework that uses model-generated
evidence to enhance question-related evidence. We
summarize our contributions as follows:

• To address the inconsistency between the se-
mantic space of questions and evidence docu-
ments, we propose a framework for enhancing
downstream evidence retrieval by generating
evidence and enhancing the performance of
response generation.

• We take the pre-training language model as
a knowledge base, and store documents’ in-
formation and knowledge into model parame-
ters through the Pegasus pre-training method
(Zhang et al., 2019), which effectively im-
proves the memory of the pre-trained lan-
guage model for documents. This constitutes
our knowledge storage stage.

• We applied the Child-Tuning approach in Xu
et al. (2021) to knowledge storage and evi-
dence generation to avoid catastrophic forget-
ting caused by two-stage training.

2 Main method

In this section, the overall framework is illustrated
in Figure 1, where we will elaborate on the main
method for the MultiDoc2Dial task. Based on the
pre-trained language model, we design a three-
stage semantic alignment method including the

knowledge storage stage, generative document re-
trieval, and reply generation modules, which are
described in turn as follows.

2.1 Knowledge storage

In this stage, we trained the pre-training language
model for knowledge storage. Because the seman-
tic space of the question embedding and the doc-
uments’ embedding is inconsistent (Feng et al.,
2021), we generate additional possible evidence as
auxiliary features to increase the semantic align-
ment of embedding in downstream tasks. The tradi-
tional retrieval method (Qu et al., 2020) is designed
to search related documents based on question em-
bedding and documents embeddings. However, in
this scenario, the genre, style, and size of ques-
tions and documents are different, which will lead
to question and documents embeddings in differ-
ent semantic spaces. To improve the accuracy of
document retrieval, they should be searched in the
same semantic space. we believe that the maximum
inner product search of relevant evidence-based
evidence can match with stronger semantic rele-
vance. Before generating evidence, we use the pre-
training method to make the model memory docu-
ment knowledge more deeply. We pre-trained T5
(Raffel et al., 2019; Tay et al., 2021) with Pegasus
(Zhang et al., 2019) method, randomly sampling
3/4 of the sentences of the document and train-
ing the model to generate the other 1/4 of the sen-
tences. We think this way can enable the model to
learn complete document information. In addition,
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Model Method F1_U sacreBLEU_U Meteor_U Rouge_U All
T5 Model Finetune with Utterance 28.090 12.386 25.627 26.199 92.302

Pegasus Pre-trained Model
Zeroshot 10.485 1.144 8.723 10.267 41.104
Finetune with Utterance 28.556 13.062 26.429 26.434 94.481
Finetune with Evidence 35.672 16.171 34.318 34.013 130.174

Table 1: Comparison results between different methods without using retrieval.

Following Xu et al. (2021), we use the child-tune
method to perform Pegasus (Zhang et al., 2019)
pre-training, only 25% of the parameters of the en-
coder and 100% of the parameters of the decoder
are detected as the most important child network
for the target task. Fisher information for the i-th
parameter is as follows:

Fi =
1

n

n∑

j=1

(
∂ log p (yj | xj ; θ)

∂θi

)2

(1)

After this phase, we believe it will benefit the later
evidence generation task.

2.2 Generate document retrieval

The goal of generating document retrieval is to
obtain the most relevant evidence-based on the
question and dialogue history. We formulate this
problem in two steps. First, we use the evidence
memory model to generate relevant evidence. The
model trained from the knowledge storage can be
considered evidence modeling. Second, the gener-
ated evidence is used to retrieve a shred of evidence
from the document collections. We use SimCSE
Model1 (Gao et al., 2021) to obtain the embedding
of the question and generated shreds of evidence,
and use MIPS (Maximum Inner Product Search) to
get the most relevant evidence from the evidence
base. For top-k searching, we use the loss function
based on the Cos function for training.

LCos = log
esim(hi,h

+
i )/ℓ

∑N
j=1 e

sim(hi,h
+
j )/ℓ

(2)

2.3 Reply generation

In the reply generation module, the T5 model is
used to generate the next sentence reply answer
with the input obtained in the previous generate
document retrieval module.

1https://huggingface.co/princeton-nlp/
sup-simcse-roberta-large

Domain # Doc # Dial Two-seg >Two-seg Single
Ssa 109 1191 701 188 302
Va 1398 1337 648 491 198

Dmv 149 1328 781 257 290
Student 92 940 508 274 158

Total 488 4796 2638 1210 948

Table 2: Statistics of the MultiDoc2Dial task dataset.

3 Experimental

3.1 Data description

MultiDoc2Dial (Feng et al., 2021) is a Multi-
Document-Grounded Dialogue dataset, which is
derived from Doc2Dial dataset (Feng et al., 2020)
with changing a single document to multiple doc-
uments. The task is to generate grounded agent
responses given dialogue queries and domain docu-
ments. Specifically, the system gets the latest user
turn, dialogue history, and all domain documents
as inputs, and requires the system to return agent
responses in natural language. The specific distri-
bution of the MultiDoc2Dial task data set is shown
in Table 2.

3.2 Evaluation metrics

We follow the previous settings in Feng et al. (2020,
2021). In the retrieval task, we calculate recall
(@1), which measures the number of correct docu-
ments found in the first prediction. We report token-
level F1 scores, Exact Match (EM) (Rajpurkar
et al., 2016) scores, and sacreBLEU (Post, 2018)
scores for the generated text.

3.3 Implementation details

In these tasks, we are mainly based on the hugging-
face framework2 (Wolf et al., 2020). We use the
AdamW (Loshchilov and Hutter, 2018) optimizer.
Linear decay of learning rate and gradient clipping
of 1e-4. Dropout (Srivastava et al., 2014) of 0.1 is
applied to prevent overfitting. We implemented the
code of training and reasoning based on PyTorch3

(Paszke et al., 2019) in one NVIDIA A100 GPU.
2https://github.com/huggingface/

transformers
3https://pytorch.org
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Method Dtoken-bm25 Dstruct-bm25 Dtoken-nq Dstruct-nq Dtoken-ft Dtoken-ft GDRw/o-ques. GDRwith-ques.

Top-1 Acc 20.5 18.0 27.7 28.6 36.4 39.1 24.5 42.5

Table 3: Result of the TopK accuracy in the retrieval task between different baseline methods, where GDR means
generate document retrieval, and with and w/o-ques. mean whether adding input question.

Model Method F1 Exact Match sacreBLEU All

Baseline
Dstruct-bm25 27.9 2.0 12.5 42.4
Dstruct-nq 33.0 3.6 17.6 54.2
Dstruct-ft 36.0 4.1 21.9 62.0

Pegasus Pretrained Model
without retrieval 35.7 3.9 16.2 55.8
with retrieval 34.4 3.0 20.6 58.0

T5 Model
without retrieval 28.1 2.9 15.6 46.6
with retrieval 43.4 5.1 24.8 73.3

Table 4: Comparison with different methods for the final results on the Validation set. In the baseline, we follow
the previous settings: Struct means the corresponding document index is based on structure-segmented passages,
nq means using the original pre-trained bi-encoder from DPR, ft means fine-tune. We adopt underline to show the
score of second place.

All experiments select the best parameters on the
valid set and then report the score of the best model
(valid set) on the test set.

Knowledge storage We use Google’s open-
source T5 large model4 for pre-training. We use the
AdamW (Loshchilov and Hutter, 2018; Xu et al.,
2021) optimizer and the learning rate is set to 1e−4
with the warm-up (He et al., 2016). We also fixed
some parameters in the T5 model whose gradient
change was less than 75% of all parameters in the
first round of training. The batch size is 6. We
set the maximum length of 350. We intercepted
according to the document fragments, randomly
selected 1/4 of the subfragments as labels, and
repeated 50 rounds as knowledge storage.

Generate document retrieval We fine-tune the
Knowledge Storage Model with “context -> evi-
dence”, and then we use this model to generate the
evidence of the dev set. After that, we use the Text
Similarity Model5 (Gao et al., 2021) to retrieve the
top K documents from the document library. Here,
we set K = 1. In detail, we input the final problem
into the model together with the evidence generated
by the previous model. Then use the same model to
obtain the semantic vectors of all documents, and
use cosine similarity to calculate the most similar
documents.

Reply generation We re-use a new T5 model,
which uses ”the last question of the dialogue </s>
dialogue history information </s> related docu-
ments” to fine-tune. We set the maximum length

4google/t5-efficient-large-nl36
5https://huggingface.co/princeton-nlp/

sup-simcse-roberta-large

of 700 and batch size is set at 6. If the document
content exceeds the limit, it will be deleted.

3.4 Experimental results

We conducted three comparative experiments as
shown in Table 1, Table 3 , Table 4and Table 5
respectively, where the first is the non-retrieval ex-
periment. When training with utterance as the la-
bel, compared with T5 original model, the model
trained with Pegasus can obtain better performance.
Even without training samples, it can achieve good
results. It is worth noting that better performance
can be achieved if the evidence is used as a train-
ing label. The reason may be that in this training
scenario the output is relatively consistent with
Pegasus training, which can stimulate the poten-
tial knowledge base features of the model. In the
retrieval task shown in Table 3, we first use the con-
text to generate possible evidence, then fine-tune
it in Simcse, then find the most likely documents
based on MIPS. We tested two cases, one in which
the generated evidence is embedded into the se-
mantic vector for retrieval, and the other in which
the question and the generated evidence are co-
embedded into the semantic vector for retrieval.
The experimental results show that although the re-
trieval performance of single evidence is not good,
it can achieve better results if it is used as input
together with the problem as an additional aux-
iliary feature. After the retrieval performance is
improved, we use the T5 model to take evidence
and context for training. About all the evaluation
metrics, on the validation set, we conduct an ex-
haustive comparison experiment among our Pega-
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Model F1 sacreBLEU METEOR RougeL Total
Baseline 35.85 22.26 34.28 33.82 126.21
Ours 36.69 22.78 35.46 34.52 129.44

Table 5: Comparison with different methods for the final results on the Test set.

sus Pre-trained Model, T5, and baselines in Table 4.
And it can also be significantly improved compared
with the baseline methods on the Test set, which is
shown in Table 5.

4 Conclusion
In this paper, we propose a generative evidence
retrieval method, which transforms the context
and problems into possible evidence for further
retrieval. Specifically, we first use Pegasus to com-
pletely save the knowledge base into the language
model and use Child-tune to avoid the catastrophic
forgetting problem for response generation. More
precisely, it avoids the problem of weak seman-
tic relatedness between the "question text" to be
retrieved and the retrieved "answer text", and can
effectively increase the accuracy of retrieval. In
the future, we will study how to combine the ev-
idence generation model with the utterance gen-
eration model to further improve the generation
quality.
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Abstract

In this paper, we mainly discuss about our sub-
mission to MultiDoc2Dial task, which aims to
model the goal-oriented dialogues grounded in
multiple documents. The proposed task is split
into grounding span prediction and agent re-
sponse generation. The baseline for the task
is the retrieval augmented generation model,
which consists of a dense passage retrieval
model for the retrieval part and the BART
model for the generation part. The main chal-
lenge of this task is that the system requires a
great amount of pre-trained knowledge to gen-
erate answers grounded in multiple documents.
To overcome this challenge, we adopt multi-
task learning, data augmentation, model pre-
training and contrastive learning to enhance our
model’s coverage of pretrained knowledge. We
experiment with various settings of our method
to show the effectiveness of our approaches.
Our final model achieved 37.78 F1 score, 22.94
SacreBLEU, 36.97 Meteor, 35.46 RougeL, a
total of 133.15 on DialDoc Shared Task at ACL
2022 released test set.

1 Introduction

Recently, deep learning-based dialog systems have
attracted much attention from academia and the
industry. The main challenge of dialog systems
is to generate fluent responses consistent with the
users’ text input. As Pre-trained Language Models
(PLMs) (e.g., BART (Lewis et al., 2019) and GPT2
(Radford et al., 2019)) have emerged, dialog sys-
tems have taken advantage of PLMs (Zhao et al.,
2020; Wu et al., 2019; Budzianowski and Vulic,
2019), which can enhance the quality of dialog re-
sponse by applying implicit language knowledge.

However, these systems lack knowledge of spe-
cific topics and thus show weakness in conducting
an in-depth conversation with humans. There have
been various works for knowledge-grounded dia-
logue systems to address this problem. (Kim et al.,

2020; Zhan et al., 2021) Knowledge grounded di-
alogue models are capable of generating precise
responses based on both the dialogue context and
external sources. Therefore, researchers have usu-
ally constructed dialogue flows grounded in related
documents (Dinan et al., 2018; Zhou et al., 2018b)
or knowledge graphs (Moon et al., 2019; Zhou
et al., 2018a; Tuan et al., 2019). In particular, Feng
et al. (2020) have introduced the Doc2Dial tasks
for goal-oriented document-grounded dialog sys-
tems. Compared to previous works, Doc2dial has
introduced a more challenging setting with multi-
turn queries and aims to generate natural language
responses from relevant grounding document. On
top of that, they also propose the MultiDoc2Dial
dataset (Feng et al., 2021) ,which is built upon the
Doc2Dial dataset. MultiDoc2Dial dataset is more
closely related to real-life scenarios than the prior
work since the agent generates responses based on
multiple documents as grounding knowledge. Due
to its multi-document setting, utilizing knowledge
has become more complex.

To utilize external knowledge in dialogue, knowl-
edge grounded models generally consist of a re-
trieval model and a generative model. Recently,
the Retrieval Augmented Generation (RAG) model
(Lewis et al., 2020a) has been proposed to leverage
both parametric (Raffel et al., 2019; Lewis et al.,
2019) and non-parametric memory (Lewis et al.,
2020b; Xiao et al., 2020) methods by combining
pre-trained seq2seq models and the dense vector
index of grounding documents. However, the RAG
model lacks knowledge related to question answer-
ing and dialogue generation.

In this paper, our team JPL proposes four ap-
proaches to enhance RAG’s diverse knowledge:
multi-task learning, data augmentation, pretrain-
ing and contrastive learning. Multi-task learning,
extra pretraining on conversational question an-
swering datasets, and data augmentation enhance
the model’s task-oriented knowledge. Contrastive
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Figure 1: Our training pipeline We utilize four methods to cultivate the RAG model’s diverse knowledge. To
enhance model’s task-agnositic knowledge, we add a hard negative sample for contrastive learning on the DPR
retriever module. Pretraining BART with conversational QA datasets, data augmentation on grounding task, and
multi-task learning improves task-specific knowledge for the final RAG model.

learning for the DPR retriever module strengthen
task-agnostic knowledge. We participate in the
second DialDoc shared task held by ACL, Multi-
Doc2Dial: Modeling Dialogues Grounded in Mul-
tiple Documents (Feng et al., 2021). These meth-
ods cultivate the dialogue model’s capability to
use complex external knowledge on top of PLM’s
inherent power.

Splits Train Val Test
Dialogues 3474 661 661
Queries 21453 4201 4094
Passages(struct) 4110

Table 1: Dataset Statistics We split documents by using
structural information from markup tags integrated in
HTML files.

2 Shared Task

2.1 Dataset

In this shared task, we focus on the MultiDoc2Dial
dataset (Feng et al., 2021), which contains conver-
sations that are grounded in multiple documents.
The dataset is constructed based on the Doc2Dial
dataset, the dataset for the prior shared task at the
DialDoc 2021 workshop. Unlike its predecessor,
each dialogue in the MultiDoc2Dial dataset has
multiple segments with different grounding docu-
ments for adjacent segments. The dataset consists
of 4800 dialogues with an average of 14 turns that
are grounded in 488 documents from four different
domains (dmv, ssa, studentaid, va). Details of the
MultiDoc2Dial dataset are given in Table 1.

2.2 Multidoc2dial

For the evaluations on MultiDoc2Dial dataset, two
sub-tasks are proposed. Task 1 aims to predict the
grounding span for the next agent response. For
task 1, we get (1) current user turn, (2) dialogue
history, (3) the entire set of documents from all
domains as input. For the output, we aim to figure
out the most relevant grounding text span from one
document for the next agent response. Task 2 aims
to generate agent response in natural language. For
task 2, we get (1) current user turn, (2) dialogue
history, (3) the entire set of documents from all
domain as an input.

2.3 Baseline Model

In this shared task, the author proposed a base-
line model based on the HuggingFace RAG. 1 For
the retriever part, DPR (Karpukhin et al., 2020)
was given in the form of both finetuned DPR en-
coders by author 2 and the original Facebook DPR.
3 The generator module of the baseline is BART-
large from the HuggingFace.4 Our final submission
model is composed of our own fine-tuned DPR
and Bart-large pretrained with conversational QA
datasets.

3 Methodology

We use four methods to enhance the model’s ability
to efficiently utilize external grounding knowledge
especially on dialogue modeling.

1https://huggingface.co/docs/transformers/master/model_doc
/rag

2https://huggingface.co/sivasankalpp
3https://github.com/facebookresearch/DPR
4https://huggingface.co/facebook/bart-large
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3.1 Multi-task Learning
Multi-task learning improves the model’s perfor-
mance when different tasks share information or
semantics. If the tasks have a higher correlation, it
is likely for the model to benefit more from multi-
task learning. The final goal of the proposed task is
to generate natural language responses, which cor-
responds to the generation task. Figure 2 presents
the similarity between the ground truth of each task.
From this statistic, it is clear that two tasks share
much semantic information.

In order to implement multi-task learning, we
first train the model on the grounding task with
prefix "TASK1: " added to the input string for
the generator. Then, using the last checkpoint, we
continue training the model on the generation task
with prefix "TASK2: " concatenated to each input
string.
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Figure 2: Similarity score of ground truth answer on
grounding and generation task

3.2 Data Augmentation
To enhance the adaptability of the RAG model to
the dataset, we attempt to increase the amount of
data for finetuning. For each dialogue query in the
original dataset, we apply the synonym augmenter
from nlpaug5. The synonym augmenter randomly
changes some words in the input to similar words
based on WordNet6. We exclude ’[SEP]’, ’agent:’
’user:’ since these words are special tokens for the
task.

3.3 Pretraining on Conversational QA
Datasets

To enhance the generative performance of the
model, we pretrain the RAG generator on two
datasets.

5https://github.com/makcedward/nlpaug
6https://wordnet.princeton.edu/

CoQA The first dataset is the CoQA dataset
(Reddy et al., 2018), a conversational QA dataset
grounded in a diverse range of documents. Because
MultiDoc2Dial is not a large dataset, there is al-
ways a possibility of underfitting. CoQA, with its
127k questions, can provide us with much-needed
extra data for our generator. As the format of the
CoQA dataset (grounding document, then ques-
tions) is different from the input format of our
BART model (query and dialogue context, fol-
lowed by the grounding document), we reformat
the dataset to fit our needs before training.

Doc2Dial The second dataset is the Doc2Dial
dataset (Feng et al., 2020), a goal-oriented
document-grounded dialogue dataset which is ex-
tremely similar to the MultiDoc2Dial dataset. As
mentioned above, most of the instances in the
MultiDoc2Dial dataset are formed by modifying
Doc2Dial instances to fit a multi-document setting.
Along with the existence of a single grounding doc-
ument, this extreme similarity of content makes it
an ideal candidate to train our generator without
relying on the proper functioning of the retriever.
Therefore, we can expect pretraining the generator
on the Doc2Dial dataset to boost the generative
capabilities of our model. As with CoQA, we refor-
mat the dataset to fit the input of our BART model
before training.

For both datasets, we do not cut down the
grounding document to fit the maximum input
length of our model. This may have resulted in
truncation of the relevant span in some instances,
and remains an area of possible improvement.

3.4 Contrastive Learning

To enhance the retrieval performance of the model,
we adopt data augmentation to increase the number
of hard negative contexts in the DPR training data.
We apply the antonym augmenter from nlpaug7.
The antonym augmenter takes positive contexts,
which is the correct grounding document for the
dialogue, as input. Based on WordNet antonym,
the augmenter switches some words in the inputs
to their respective antonyms and outputs the aug-
mented sentences. We consider these outputs as
the hard negative contexts and added them to the
original dataset. We use the augmented dataset to
finetune DPR.

7https://github.com/makcedward/nlpaug

138



4 Experiments

4.1 Training Details
We fine-tune RAG by following the default hyper-
parameter settings from the baseline code.8 Due to
hardware shortage, there are minor modifications;
we set the gradient accumulation step as 2 and re-
duce the training and evaluation batch size to 4 and
1, respectively. We only report results of utilizing
document structural information for segmentation
since it shows better results in our experimental set-
tings. The retrieved documents are not re-ranked
since this method doesn’t benefit the model perfor-
mance.

4.2 Results and Analysis

Model F1 EM S_Bleu

baseline 34.69 3.86 20.63
+Multi-task learning 34.85 3.98 19.86
+Data Augmentation 33.55 3.28 19.01

Table 2: RAG Fine-tuning Methods Results Models
are evaluated with F1, Exact Match, and sacreBLEU
scores. The baseline model is composed of the released
version of finetuned DPR9 and BART-large on the Hug-
gingFace.

4.2.1 RAG Fine-tuning Methods
In this section, the Facebook released version of
DPR and BART-large in the HuggingFace consti-
tute the baseline model.

Multi-task Learning We sequentially fine-tune
the model on the grounding and generation tasks.
Table 2 shows the results for multi-task learning.
There are improvements in the F1 and EM score
using multi-task learning, even though considering
the fact that the model was trained on the genera-
tion task for a much shorter time. We expect the
model to show better results with more extended
training.

Data Augmentation For data augmentation,
we apply synonym transformation to the original
dataset, attaining twice the baseline size. Table 2
presents the result for data augmentation on gen-
eration task. We have observed that applying data
augmentation to the generation task degraded the
performance. However, by utilizing augmented
data on the grounding task, the model achieves
a 40.55 F1 score and a 23.49 exact match score.
Compared to our baseline model implementation

8https://github.com/IBM/multidoc2dial

trained with the original grounding task data, train-
ing with augmented data improved +0.5 F1 score
and +0.64 exact match score. These results demon-
strate that synonym data augmentation on the gen-
eration task’s gold answers does not provide the
model with any informative knowledge for the gen-
eration task. Therefore, we include augmented data
only on grounding task during multi-task learning.

Model F1 EM S_Bleu
baseline 34.69 3.86 20.63
+CoQA 35.08 4.02 20.37
+CoQA&Doc2Dial 35.34 4.09 20.63
DPR(adv_nq) 34.05 3.57 19.76
+DPR(+hard neg) 35.09 3.83 20.87

Table 3: Module Specific Methods Results We
evaluate models with F1, Exact Match, and sacre-
BLEU scores. +CoQA&Doc2Dial reports results for
BART-large pretrained on CoQA and Doc2Dial dataset.
DPR(adv_nq) is the RAG model composed of our
own fine-tuned DPR using shared task configuration.
+DPR(+hard_negative) corresponds to results for RAG
with our fine-tuned DPR version with an extra hard neg-
ative sample.

4.2.2 Module Specific Methods

This section mainly discusses results for module-
specific training methods. We fine-tune RAG’s
retriever and pretrain generator, DPR and BART,
with contrastive learning and conversational QA
datasets. We set the baseline model as the same
configuration with section 4.2.1.

Pretraining We pretrain BART-large on CoQA
and Doc2Dial before integrating it into RAG. We
train 10 epochs for each dataset using hyperparam-
eters suggested by the DialDoc2021 baseline code
on subtask2.10 Table 3 shows the result for pretrain-
ing. We report two results; pretrained on CoQA
only and pretrained on both CoQA and Doc2Dial.
Both datasets enhanced the model performance in
terms of F1 and EM scores. There is extra room
for improvement since we pretrain BART only for
a few epochs due to long training time and limited
resources.

Contrastive Learning We fine-tune DPR using
the settings implemented by the shared task. We
fine-tune the recently released version of DPR,
checkpoint.retriever.single-adv-
hn.nq.bert-base-encoder, for 50 epochs

10https://github.com/doc2dial/sharedtask-dialdoc2021
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on our new DPR dataset with one extra hard nega-
tive sample generated by antonym augmentation.
Table 3 reports the results for contrastive learning.
Despite using the same hyperparameters for DPR,
there is degradation in the score for fine-tuning
on our setting. However, after adding another
hard negative sample, the model shows better
performance on the shared task.

4.2.3 Leaderboard Submission
Our final model for DialDoc shared task at ACL
2022 utilizes all four suggested methods in this
paper. We only participate in MultiDoc2Dial-
seen-domain task which training data and test data
share the same domains for the grounding docu-
ments. Our best performing model achieves 37.78
F1 score, 22.94 SacreBLEU, 36.97 Meteor, 35.46
RougeL, a total of 133.15 on the officially released
test set (MDD-SEEN).

5 Conclusion

In this paper, we explain our submissions to the
MultiDoc2Dial shared task. We utilize various con-
versational QA datasets and methods to improve
the given baseline model. Our RAG model is com-
posed of DPR for the retriever and BART for the
generator. We train DPR with contrastive learning
with an extra hard negative sample. BART is pre-
trained on conversational QA datasets, CoQA and
Doc2Dial. On the end-to-end level, we implement
multi-task learning to utilize model knowledge ob-
tained from the previous grounding task that is
trained on augmented data. All of the mentioned
techniques enhance the model performance com-
pared to the suggested baseline model.
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Abstract
Information-seeking dialogue systems, includ-
ing knowledge identification and response gen-
eration, aim to respond to users with fluent, co-
herent, and informative answers based on users’
needs. This paper discusses our proposed ap-
proach, Docalog, for the DialDoc-22 (Multi-
Doc2Dial) shared task. Docalog identifies the
most relevant knowledge in the associated docu-
ment, in a multi-document setting. Docalog, is
a three-stage pipeline consisting of (1) a docu-
ment retriever model (DR. TEIT), (2) an answer
span prediction model, and (3) an ultimate span
picker deciding on the most likely answer span,
out of all predicted spans. In the test phase
of MultiDoc2Dial 2022, Docalog achieved f1-
scores of 36.07% and 28.44% and SacreBLEU
scores of 23.70% and 20.52%, respectively on
the MDD-SEEN and MDD-UNSEEN folds.

1 Introduction

Introducing a machine-generated dialogue with a
human level of intelligence has been consistently
among dreams of artificial intelligence with a
vast number of applications in different domains,
ranging from entertainment (Baena-Perez et al.,
2020) to healthcare systems (Montenegro et al.,
2019; Bharti et al., 2020). In such a system,
the machine has to (i) understand the flow of
conversation, (ii) raise informative questions,
and (iii) answer problems in different domains
of interest, and in some cases it has to act as an
all-knowing agent (Dazeley et al., 2021). Recent
advances in NLP have made this dream closer
to reality. In the last decade, the success of the
neural language model in language understanding
and generation has encouraged more and more
contributions from both academia and industry in
the area of conversational artificial intelligence (Fu
et al., 2020).

∗ Equal contribution
§ Corresponding authors

The major efforts in conversational artificial
intelligence can be categorized into three sub-
areas (Zaib et al., 2021): (i) chat-oriented
systems, where the aim is to engage the users
through a natural and fluent conversation (Nio
et al., 2014), the examples are Alexa1, Siri2, or
Cortana3; (ii) task-oriented systems, which are
designed for a particular action, such as reserving
a restaurant or planning an event by understanding
the conversation (Yan et al., 2017); and (iii) QA
dialog systems attempting to answer the user
exploiting information deducted from a collection
of seen documents or a knowledge base, for
instance CoQA (Reddy et al., 2019), QuAC (Choi
et al., 2018). Our work in this paper also falls in
the third category.

In this system paper, we present our work on the
DialDoc Shared Task 2022 centered on developing
a QA dialogue system. A common approach
to this problem comprises two subtasks of (i)
knowledge identification (KI) to retrieve the
knowledge from the documents and (ii) response
generation (RG) to generate an answer based
on the retrieved knowledge (Feng et al., 2020b;
Kim et al., 2021). The multi-document scenario,
meaning that the related documents have to be
retrieved before the answer generation, is the main
distinction between the DialDoc Shared Tasks in
2021 and 2022. To tackle this problem, we propose
a three-stage pipeline, called Docalog, consisting
of (1) document retriever model (DR. TEIT), (2)
an answer span prediction model, a state-of-the-art
transformer-based model taking single documents
(DR. TEIT results) as input and outputting the
answer span for every input document, and (3) an
ultimate span picker deciding on the most likely
answer span, out of all predicted spans in the

1https://developer.amazon.com/en-US/alexa
2https://www.apple.com/uk/siri/
3https://www.microsoft.com/en-us/cortana
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step (2). In Multidoc2dial 2022 challenge, during
the test phase, DocAlog achieved an f1-score
of 36.07% and a SacreBLEU of 23.70% on the
MDD-SEEN, and an f1-score of 28.44% and a
SacreBLEU of 20.52% on the MDD-UNSEEN.

2 Related Work

The main focus of DialDoc shared tasks has been
on developing task-oriented information-seeking
dialogue systems, an important setting in the
domain of conversational AI (Feng et al., 2021).
Some of the performing models in this domain
have been CAiRE (Xu et al., 2021), SCIRDT (Li
et al., 2021), and RWTH (Daheim et al., 2021).
The proposed approaches of CAiRE and SCIRDT
utilize additional data for the augmentation of
pre-trained language models in span detection, and
RWTH (Daheim et al., 2021) model uses neural
retrievers for obtaining the most relevant document
passages.

In a broader context, the major work in
document-grounded dialogue modeling can be
divided into the following categories: (i) QA in an
unstructured content, e.g., CoQA (Reddy et al.,
2019), QuAC (Choi et al., 2018), ShARC (Saeidi
et al., 2018), DoQA (Campos et al., 2020), and
Doc2Dial (Feng et al., 2020b) (ii) QA in a
semi-structured content, such as tables or lists, e.g.,
SQA (Iyyer et al., 2017), and HybridQA (Chen
et al., 2020) and thirdly (iii) QA in a multimedia
content (images and videos with associated textual
descriptions), e.g., RecipeQA (Yagcioglu et al.,
2018), PsTuts-VQA (Colas et al., 2020), and
MIMOQA (Singh et al., 2021).

3 Materials and Models

3.1 MultiDoc2Dial Shared Task Dataset
Training material used in this shared task is derived
from the MultiDoc2Dial, a new dataset constructed
based on Doc2Dial dataset V1.0.1 (Feng et al.,
2020b). It contains a collection of documents
and conversations exchanged between the user(s)
and an agent grounded in the associated documents.

3.2 Model
The three-stage workflow of Docalog is depicted
in Figure 1. Firstly, DR. TEIT predicts the N

best documents based on the user input (qt), and
a query history of the respective user (q1:(t−1)).
Afterward, the span prediction model finds
matching spans for a given query for each of the N
best documents in the step before. Eventually, the
ultimate span picker selects the most related span
among predicted spans using a combination of the
cosine similarity between the query and the span
embeddings, as well as char-level TF-IDF-based
cosine similarity between the query and the span
vectors.

3.2.1 Document Retriever
In our retrieval model to encode the texts, we use
a pre-trained language-agnostic BERT sentence
embedding (LaBSE) (Feng et al., 2020a). One of
our contributions here is to include the dialogue
history in our document retriever model. We also
found that the title tokens and their synonyms are
extremely useful in document-changing dialogues,
i.e., questions changing the context document
during the conversation.

Our document retriever model, Document Re-
triever with Title Embedding and IDF on Texts
(DR. TEIT), uses two scoring measures and aggre-
gates them through a hyper-parameter in a convex
combination (Eq. 1).

λSTE + (1− λ)STI , (1)

where STE is the title embedding based on the
similarity between the sequence of query and the
history (q1..t) and the document titles. STI is a
character n-gram (2 ≤ n ≤ 8) similarity score
calculated between the aggregation of the query
and the history (q1..t) and the document texts using
TF-IDF-based cosine similarity (Figure 1-c).

3.2.2 Span Predictor
Our span predictor is a RoBERTa language
model (Zhuang et al., 2021) fine-tuned to predict
the start and the end positions of the answer span,
similar to CAiRE (Xu et al., 2021), one of the best
performing models in DialDoc-2021. To model the
history of questions, we append the last two history
turns to the current question, as also proposed
in (Ohsugi et al., 2019), and feed it to the model as
part of the current question.
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Figure 1: Docalog model architecture and the overview diagram: a) a standalone answer span prediction model.
b) our three-stage model consists of (i) Dr. TEIT retriever model connected to the (ii) the span prediction model,
and (iii) an aggregator which works as an ultimate span-picker deciding on the most likely span of the answer, out
of all predicted spans. c) A detailed view of Dr. TEIT, the retriever architecture.

Prior to training our model on the DialDoc
2022 dataset, to gain more global knowledge in
question answering, the span predictor of Docalog
undergoes a pre-training phase on several CQA
datasets such as CoQA (Reddy et al., 2019),
QuAC (Choi et al., 2018), DoQA (Campos et al.,
2020), and Doc2Dial (Feng et al., 2020b). Next,
we fine-tune this model on the MultiDoc2Dial
dataset using the grounding documents for each
question. In this fine-tuning stage, we consider the
task as a single-document question answering task.
Therefore, at each training step, we only feed the
model with the grounding document. The reason
behind having a standalone span prediction model
is to prevent the propagation of the retrieval error
in the training phase.

3.2.3 Ultimate Span Picker

As discussed, the span detector provides the most-
likely spans for each of the N best documents by
the retriever. Since the answer-span probabilities
are not comparable across documents, we need to
rank the top-N identified spans searching for the ul-
timate answer. Therefore, similar to our document
retriever, we use a convex combination between
the embedding-based and character-level-based co-

sine similarities of the query and the detected spans
through a hyper-parameter α that can be tuned on
a validation set:

αSSE + (1− α)SSI , (2)

where SSE is the span embedding similarity and
SSI is character-level TF-IDF similarity.

To summarize the workflow of Docalog, (1) a
document retriever model using both embedding
and character-level information retrieves the N
most relevant documents to the current question.
Based on the validation data we choose the
hyper-parameter N in a way that we ensure
selecting the answer document. (2) Using a trained
span detector model, for each N document we
detect the answer spans. (3) We use another
document retriever model, this time to select the
best-detected span, and the ultimate answer to the
question is the post-processed version of this final
span.

3.2.4 Experimental Settings
For the span prediction, we use a large RoBERTa
language model 4 (Liu et al., 2019). During the
training and the prediction phase, we feed the

4https://github.com/huggingface/transformers
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Phase Model F1U SacreBLEU METEOR RougeL F1G EMG

MDD-SEEN (Dev)

baseline 36.23% 21.41% 34.16% 34.01% 44.90% 28.64%
Docalog@1 36.84% 21.80% 36.67% 34.44% 49.18% 36.18%
Docalog@2 34.99% 23.30% 33.81% 32.89% 46.62% 35.1%
Docalog@3 35.19% 22.73 % 35.20% 33.56% 48.39% 35.67%

MDD-UNSEEN (Dev)

baseline 18.66% 5.99% 16.40% 16.95% - -
Docalog@1 26.12% 17.72% 25.52% 24.47% 33.36% 13.42%
Docalog@2 24.75% 15.07% 24.59% 22.76% 29.64% 9.59%
Docalog@3 22.37% 14.21% 23.68% 21.02% 25.31% 7.75%

MDD-SEEN (Test)

baseline 35.85% 22.26% 34.28% 33.82% - -
Docalog@1 36.07% 23.70% 35.67% 34.44% 48.11% 34.19%
Docalog@2 33.41% 20.30% 33.52% 31.74% 44.11% 29.34%
Docalog@3 29.90% 16.81% 30.25% 28.13% 39.33% 24.50%

MDD-UNSEEN (Test)

baseline 19.26% 6.32% 16.77% 17.16% - -
Docalog@1 28.44% 20.52% 27.54% 26.57% 35.41% 15.87%
Docalog@2 28.43% 20.51% 27.54% 26.57% 35.41% 15.87%
Docalog@3 28.40% 20.51% 27.54% 26.57% 35.41% 15.87%

Table 1: Docalog results on Multidoc2dial 2022 challenge. Docalog@k indicates our method when working on
the best k documents retrieved by the document retriever for the span detection and providing the final answer.

documents to the model with a stride size of 128
tokens. We pre-train our span-prediction model for
1 epoch on the CQA datasets and then fine-tuning
was done on the MultiDoc2Dial dataset for 3
epochs. Our pre-training lasted around 13 hours
and our fine-tuning step 15 hours, both of which
were processed on a GeForce RTX 3070 GPU with
12GB memory.

Availablity: Our implementation of Docalog is
available at github 5.

4 Results

Document Retriever: in our experiments, Dr.
TEIT achieved a Precision@5 of 86% and a Mean
Reciprocal Rank (MRR) of 0.72 indicating that on
average, the hit is among the first two retrieved
documents and it would be more than sufficient to
take top-5 documents to the next step, i.e., span
detection.

Docalog Results: In our final model, we combine
DR. TEIT, as the retriever with our span predictor
model. The comprehensive report of Docalog is
provided in Table 1. We obtained the best F1 score
of 36.07% with Docalog@1, suggesting that the
ultimate span picker needs further improvements.

5https://github.com/Sharif-SLPL-NLP/Docalog-2022

5 Conclusions

We proposed Docalog, a solution for the DialDoc-
22 challenge. Docalog is a three-stage pipeline
consisting of (1) a document retriever model (DR.
TEIT), (2) an answer span prediction model, and
(3) an ultimate span picker deciding on the most
likely answer span, out of all predicted spans.
Our experiments show that combining contextu-
alized embedding information with character-level
similarities between the answer and the question
history can effectively help in the prediction of
the ultimate answer. In the test phase of Multi-
Doc2Dial 2022, Docalog achieved f1-scores of
36.07% and 28.44% and SacreBLEU scores of
23.70% and 20.52%, respectively on the MDD-
SEEN and MDD-UNSEEN folds.
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Abstract

In this paper, we present our submission to
the DialDoc shared task based on the Multi-
Doc2Dial dataset. MultiDoc2Dial is a conversa-
tional question answering dataset that grounds
dialogues in multiple documents. The task
involves grounding a user’s query in a docu-
ment followed by generating an appropriate
response. We propose several improvements
over the baseline’s retriever-reader architec-
ture to aid in modeling goal-oriented dialogues
grounded in multiple documents. Our pro-
posed approach employs sparse representations
for passage retrieval, a passage re-ranker, the
fusion-in-decoder architecture for generation,
and a curriculum learning training paradigm.
Our approach shows a 12 point improvement
in BLEU score compared to the baseline RAG
model.

1 Introduction

The task framework of document-grounded, conver-
sational question answering unifies several closely
related task frameworks, including open-domain
question answering (QA), conversational QA, and
knowledge-grounded generation. In open-domain
question answering tasks, such as SQuAD (Ra-
jpurkar et al., 2018), models are required to re-
spond to a question with knowledge that may be
located within a potentially large collection of doc-
uments. For conversational QA tasks like QuAC
(Choi et al., 2018b), the queries posed to the model
take the form of a dialogue, where previous dia-
logue turns contain necessary context to answer the
current turn’s question. Both of these task frame-
works can be framed as either extractive QA or ab-
stractive QA. Document-grounded conversational
question answering tasks like CoQA (Reddy et al.,
2019a) and Doc2Dial (Feng et al., 2020b) combine
the above two frameworks. This setting requires

∗Equal contribution

models to understand user queries and their asso-
ciated dialogue context, use them to find relevant
grounding documents, and then generate coherent
responses to user queries. This pipe-lined archi-
tecture forms the backbone of the baseline model,
henceforth called retriever-reader.

In this paper, we present our approach to the
MultiDoc2Dial (MDD) task (Feng et al., 2021),
the successor to Doc2Dial, which complicates the
Doc2Dial setting by constructing dialogues that are
grounded in multiple documents. Each document
is segmented into multiple passages, and thus doc-
ument and passage are interchangeably used in this
paper. As a result, models must retrieve the docu-
ments relevant to the current dialogue turn. These
grounding documents could potentially be different
from those grounded in previous dialogue turns.

We propose a model that improves over the base-
line model by focusing on each component of its
retriever-reader architecture. Firstly, we introduce
sparse lexical representations in the retriever for
matching, as outlined in Formal et al. (2021). Sec-
ondly, we rerank the retriever’s results using tech-
niques from Fajcik et al. (2021). Furthermore, we
update the decoding process to incorporate the
fusion-in-decoder (FiD) technique (Izacard and
Grave, 2021). Finally, we use curriculum learning
to train our models. We observe an improvement
of 11.9 (BLEU) and 9.5 (F1) points on the valida-
tion; and an improvement of 9.5 (BLEU) and 10.3
(F1) points on test set in the MDD-SEEN setting
compared to the baseline RAG model. We achieve
18.7 and 13.7 points improvement in the BLEU
and F1 metric respectively on the MDD-UNSEEN
test set compared to the baseline RAG model. Our
submission (CMU-QA) stands 2nd and 3rd on the
unseen and seen leaderboards 1 respectively.

1https://eval.ai/web/challenges/challenge-
page/1437/leaderboard/3577
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2 Related Works

The MultiDoc2Dial setting draws on related tasks
like open-domain QA and conversational QA. Con-
sequently, we investigate techniques that have
shown success on those tasks. Conversational QA
tasks, which typically assume that the grounding
document is provided, use transformer-based ar-
chitectures; the leading submissions to the QuAC
and CoQA leaderboards use RoBERTa (Liu et al.,
2019) and DeBERTa (He et al., 2020), respec-
tively. Retriever-reader architectures such as RAG
(Lewis et al., 2020b) have become a popular choice
for open-domain QA, increasingly using dense re-
trieval methods such as DPR (Karpukhin et al.,
2020). We study works related to four areas
for modeling improvement: retrieval, reranking,
reader, and training.
Retriever : As the MultiDoc2Dial task is formu-
lated in an open-domain setting, it requires the
retrieval of relevant sources (passages) from a large
pool of documents for generating the right output.
Hence, we investigate the strides in information
retrieval in recent years.

Recently, dense retrieval based approaches have
shown competitive performance (Karpukhin et al.,
2020; Xiong et al., 2020; Hofstätter et al., 2021)
while also scaling to large corpora, like MS-
MARCO dataset (Nguyen et al., 2016). They use
a nearest neighbor index, such as FAISS (Johnson
et al., 2019) to ensure scalability. Dense retrieval
techniques aims to encode the query and passage
into a shared semantic space where the relevance
of a passage for a query can be computed by the
inner product of their representations.

In contrast, sparse retrieval techniques perform
exact token-level matching in the vocabulary space.
There has been a growing interest in this field, with
many advances achieving state-of-the-art results
(Dai and Callan, 2020; Bai et al., 2020; Gao et al.,
2021; Formal et al., 2021; MacAvaney et al., 2020).
These models are advantageous due to their inter-
pretable representations, efficient lookup, highly
scalable inverted-list indexing, and excellent per-
formance in exact term-based matching scenarios.
Like dense retrieval based approaches, matches
are computed via the dot product of the query and
passage representations.
Reranking : While both dense and sparse retrieval
methods have shown good progress, they must still
embed the query and passage separately, because
computing a match score between a query and ev-

ery passage is computationally infeasible. As a
compromise, re-ranking methods such as those in
Fajcik et al. (2021) train a re-ranking module that
can jointly embed the query and retrieved passages.
Because the set of retrieved passages is signifi-
cantly smaller than the whole corpus, re-ranking
methods can model more complex relationships
between the query and retrieved passages, and sig-
nificantly boost retrieval performance.
Reader : Encoder-decoder based abstractive read-
ers have been widely used in QA tasks. RAG
(Lewis et al., 2020b) uses the BART-large model
(Lewis et al., 2020a) which is pre-trained using a
denoising objective and a variety of different nois-
ing functions. Moreover, RAG marginalizes output
from each (query, passage) pair based on retrieval
scores. It has obtained state-of-the-art results on
a diverse set of generation tasks and outperforms
comparably-sized T5 models.

Fusion in Decoder (FiD) (Izacard and Grave,
2021) performs well in extractive-based QA tasks
like Natural Questions (Kwiatkowski et al., 2019).
Unlike RAG model, the independent processing of
the passages on the encoder side allows the FiD
model to scale to a large number of passages, while
the fusion in the decoder effectively combines evi-
dence from multiple passages.
Training : Works such as Xu et al. (2020) have
shown that fine-tuning a transformer model on ex-
amples, ordered on the basis of their difficulty, re-
sults in significant performance gains across differ-
ent tasks. Kim et al. (2021) show more specifically
that this type of curriculum design generalizes well
to the document-grounded QA setting.

3 Task Description

MultiDoc2Dial is a conversational QA task that
requires generating responses to user queries. In
contrast to tasks like its predecessor, Doc2Dial
(Feng et al., 2020a), and related tasks like QuAC
(Choi et al., 2018a), ShARC (Saeidi et al.), and
CoQA (Reddy et al., 2019b), which assume that the
grounding document for the dialogue is given, Mul-
tiDoc2Dial constructs dialogues that are grounded
in multiple documents. Each dialogue is con-
structed from a number of segments. Different
segments are grounded in different documents;
while all the dialogue turns within a segment are
grounded in a single document. The dataset addi-
tionally marks the specific passage that is relevant
to the current dialogue turn. However, the tran-
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Figure 1: The proposed system architecture uses a bi-encoder (DistilSPLADE) retriever which fetches the top 100
relevant passages from the passage index, followed by a RoBERTA-based cross-encoder for reranking. The top 10
passages are passed to FiD with T5 to output the final response. This model is also used to perform curriculum
learning as discussed in Section 4.

sitions between segments, which we refer to as
topic shifts, are not marked. As a result, models
are required not only to determine the grounding
passages for each turn but also to determine which
parts of the dialogue context continue to be rele-
vant across topic shifts. The original dataset also
presents several distinct domains of grounding doc-
uments from different public-facing websites that
exhibit different writing styles. Each dialogue is
grounded in documents drawn from the same do-
main.

The shared task defines two settings: one where
all of the dialogues are grounded in documents
from domains seen during training (MDD-SEEN),
and another where the grounding domain is un-
seen (MDD-UNSEEN). Due to the open domain
evidence retrieval and natural language response
generation setting of the task, it lends itself well to
a retriever-reader architecture. Broadly speaking,
the MultiDoc2Dial task can be broken down into
two distinct subtasks. Models must first retrieve
the correct grounding passage from the provided
corpora. They must then use the retrieved passages
to generate a response to the user query in the most
recent dialogue turn. While the MultiDoc2Dial pa-
per defines both retrieval and a generation task, the
shared task only evaluates reader outputs. Mod-
els are evaluated on the sum of different metrics:
F1, BLEU (as implemented in Post 2018), ME-
TEOR (Banerjee and Lavie, 2005), and RougeL
(Lin, 2004).

4 Methodology

For this task, we employ the standard retriever-
reader architecture used in open-domain question
answering. The model takes the user’s current turn

and dialogue context (previous turns) as the query.
The query is then passed to the retriever which
selects the top-n passages which are further passed
to a reranker. The top-k (out of top-n) reranked
passages are then fed to the reader along with the
query to finally generate the agent’s response.

In our experiments, we use DistilSPLADE (For-
mal et al., 2021) as our retriever, which augments
the query and passages, subsequently projecting
them to a sparse vector in the vocabulary space.
Each coordinate in the projected vector represents
the semantic importance of a term (also called
“term impact” (Mallia et al., 2021)) for matching.
The inputs are augmented by applying a sparsity-
inducing activation function on the logits of a
Masked Language Model such as BERT (Devlin
et al., 2019), which selects the important words
present in the passage and adds additional expan-
sion to combat the vocabulary mismatch problem.
The sparsity of the activation is complemented with
the FLOPS regularizer (Paria et al., 2020) which
minimizes the expected floating point operations
required to perform matching. In addition to the
training data provided in MS-MARCO (Campos
et al., 2016), the model is trained using the pseudo-
labels from a more expressive cross-encoder model,
which improves the performance of the SPLADE
model. This technique has shown state-of-the-art
performance across several datasets and obtained
the highest performance in our experiments.

The passages retrieved by the bi-encoder based
retrieval are then passed through a RoBERTA (Liu
et al., 2019) based cross-encoder. The RoBERTA
model is trained to output a score that denotes the
relevance of a passage to the given query. Due
to the cross-attention between the query and the
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passage, the reranking proved to be effective by
pulling up golden passages in the top-k documents
that are passed on to the reader.

An abstractive reader is used to generate agent re-
sponses. We use a T5 based fusion in decoder (FiD)
model which encodes all the top-k reranked pas-
sages one-by-one and concatenates them to form
the input to the decoder. The decoder then learns to
collect evidence from multiple passages to generate
the response.

We also experiment with training our model us-
ing a curriculum learning approach originally pro-
posed by Xu et al. (2020) and then implemented on
Doc2Dial by Kim et al. (2021). To do so, we divide
our training data randomly into 4 buckets, and train
a teacher model on each bucket using FiD-T5. We
then calculate each teacher model’s performance
(BLEU, RougeL and METEOR scores) on the other
3 buckets, which the teacher model has not seen
during training. The training instances are then
partitioned into ”easy”, ”medium”, and ”hard” ex-
amples based on the scores chosen in Kim et al.
(2021). We train in four phases, and each phase
is trained until convergence. In the first phase, we
train on a third of the easy examples; in the second,
on a disjoint third of the easy examples, and a third
of the medium examples; in the third phase, a dis-
joint third of all of the three partitions, and in the
final phase, we train on the entire training set.

5 Experiments

Dataset : The MultiDoc2Dial dataset consists
of 4796 dialogues, consisting 29,748 query turns
and grounded in 4283 passages across 4 domains
(Social Security Administration, Veteran Affairs,
Student-Aid, and DMV). MDD-UNSEEN test cor-
pus used in shared task is based on COVID domain.

5.1 Baseline

The proposed baseline for the MultiDoc2Dial
shared task comprises a retrieval-augmented gener-
ator (RAG) model (Lewis et al., 2020b). The model
uses a fine-tuned dense passage retrieval (DPR)
model (Karpukhin et al., 2020) to find relevant pas-
sages and a pretrained sequence-to-sequence BART
(Lewis et al., 2020a) to generate the response by
marginalizing it according to document scores.

We use structure-based segmentation, with the
original and reranking original scoring functions.
We use DPR encoder finetuned on MultiDoc2Dial
for retrieval, and a pretrained BART-large model.

5.2 Setup
Our experimental setup refines both the retriever
and reader components of the existing architecture.

Retrieval We analyze the performance of differ-
ent dense and sparse retrieval methods in a zero-
shot setting on the MultiDoc2Dial dataset. For our
dense retriever baselines, we conduct experiments
with DPR, ANCE (Xiong et al., 2020) and TAS-
B (Hofstätter et al., 2021). For sparse retrieval
methods, we experiment with SPLADE-max and
DistilSPLDAE (Formal et al., 2021). During train-
ing, we label the retrieved passages (excluding the
golden passage) from BM25 as hard negatives. We
also experiment with the finetuned DPR model to
mine harder negatives.

Reranker Following (Fajcik et al., 2021), we se-
lect the top 100 passages from the DistilSPLADE
retriever to be reranked using RoBERTA as a cross
encoder. We use this reranking only during vali-
dation time. The top 10 reranked documents are
passed to the reader.

Reader We experiment with both T5 and BART
models as the reader. We use the T5 based reader
model to circumvent the limited tokens used for
BART along with the FiD model pretrained on
natural questions 2. We further experimented by
placing the golden passage at the top-most posi-
tion (Gold setting) in the retrieved passages before
passing it to the reader during training. We also
apply curriculum learning (CL) in the reader as per
described in Section 4.

6 Results & Discussion

Table 1 shows our model’s performance on the
validation split. Applying DistilSPLADE as the
retriever with FiD + T5 as the reader we saw a 10
point improvement in BLEU compared to the base-
line. Reranking (RR) the retrieval outputs leads to
further increase in the overall metrics. Addition-
ally, curriculum learning (CL) boosts the model’s
performance. Setting M1 shows a BLEU score that
is 1 point higher than the ”DistillSplade + Fid +
RR” model. We use the M1 setting for evaluation
on the Test SEEN dataset. For the Gold setting, we
saw a decrease in metrics for the RR and RR + CL
settings.

6.1 Retrieval improvement
We present the results for different retriever config-
urations at Recall@10 and Recall@100 in Table

2https://github.com/facebookresearch/FiD
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Model Reader EM F1 BLEU RougeL

Baseline BART 3.6 33.8 19.2 31.4
DistilSPLADE + RAG BART 4.8 38.5 23.7 36.2

DistilSPLADE + FiD T5 5.1 42.3 29.7 40.2
DistilSPLADE + FiD + RR T5 5.5 43.1 30.1 41.1
DistilSPLADE + FiD + RR + CL (M1) T5 5.3 43.3 31.1 41.4

DistilSPLADE + FiD + Gold T5 5.3 42.4 30.5 40.6
DistilSPLADE + FiD + Gold + RR T5 5.5 42.5 30.4 40.7
DistilSPLADE + FiD + Gold + RR + CL (M2) T5 5.6 43.0 30.5 41.0

M1 (on Shared Task MDD-SEEN test) T5 - 46.2 31.8 44.2
M2 (on Shared Task MDD-UNSEEN test) T5 - 33.0 25.0 32.0

Table 1: Model performance on the validation split for EM, F1, BLEU and RougeL. We see a consistent improvement
across all metrics with DistilSPLADE as the retriever and FiD as the reader. Gold means the ground-truth passage
was passed during training. Reranking (RR) and curriculum learning (CL) further boost performance on all metrics.

Model R@10 R@100

DPR-PT 33.9 69.4
ANCE-PT 53.8 80.7
TAS-B-PT 53.9 85.0
SPLADE-max-PT 58.5 85.9
DistilSPLADE-PT 61.6 86.9

DPR-FT (Baseline) 73.2 92.8
SPLADE-max-FT 75.1 93.9
DistilSPLADE-FT 77.0 94.8
DistilSPLADE-FT+DPR-FT(Neg) 78.6 94.9
DistilSPLADE-FT+DPR-FT(Neg)
+ Reranker

85.7 94.9

Table 2: Performance of the retriever for different model
configurations at Recall@10 and Recall@100. X-PT
refers to the pretrained X model while X-FT implies
that X was finetuned on MultiDoc2dial. DPR-FT was
the retriever employed for the MultiDoc2Dial baseline.

2. It is evident that the pretrained sparse retrieval
frameworks, Splade and DistilSPLADE, achieve
better retrieval performance in comparison to the
pretrained DPR model. This suggests that the exact
matching over keywords and over the paraphrases
generated for functional words achieves good re-
trieval performance. Unsurprisingly, the perfor-
mance for all models improve significantly when
they are fine-tuned on Multidoc2Dial dataset, with
the sparse-retrievers still outperforming DPR. The
performance shows a further boost when we use
the fine-tuned DPR model to mine hard-negatives.

Reranking the validation passages increases the
R@10 to 85% (Ref Table 2). This further leads to
improvements in metrics in both the normal and
the Gold setting.

6.2 Reader improvement

Our analysis, in Table 1, indicates that the FiD (T5-
based) model outperforms the current BART-based
baseline model on all the evaluation metrics. We
observed an improvement of around 10 points in
BLEU score in the FiD setting compared to the
RAG model. FiD extracts relevant evidence from
concatenated passages disregarding their retrieval
scores, unlike RAG which uses them for marginal-
ization. Reinforcing signals from the retriever for
the reader component might be the cause of the
dip in performance of RAG compared to FiD. We
also observed that increasing the number of input
tokens to the reader model helps capture dialogue
and passage context relevant to the input query.

7 Conclusion

We introduced our submission (CMU-QA) for the
Multidoc2Dial shared task. Our approach (R3)
focuses on improving the overall retriever-reader
pipeline using the sparse retriever DistilSPLADE
and Fusion-in-decoder (FID) as the reader. We use
a cross-attention based reranker to further boost re-
call scores. We refine the training process through
curriculum learning to handle the diverse complex-
ity of this dataset. For future work, we plan to
improve results through better dialogue modelling
and reducing noise or irrelevant information in the
passages by taking top text spans. Further, we will
aim to select the best of all candidate responses
using a response re-ranker.
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Abstract

The paper presents the results of the Shared
Task hosted by the Second DialDoc Workshop
on Document-grounded Dialogue and Con-
versational Question Answering co-located at
ACL 2022. The primary goal of this Shared
Task is to build goal-oriented information-
seeking conversation systems that are grounded
in the domain documents, where each dialogue
could correspond to multiple sub-goals that
are based on different documents. The task
is to generate agent responses in natural lan-
guage given the dialogue and document con-
texts. There are two task settings and leader-
boards based on (1) the same sets of domains
(SEEN) and (2) one unseen domain (UNSEEN).
There are over 20 teams participating in Dev
Phase and 8 teams participating in both Dev
and Test Phases. There are multiple submis-
sions that significantly outperform the baseline.
The best-performing system achieves 52.06 F1
and the total of 191.30 on the SEEN task; and
34.65 F1 and the total of 130.79 on the UN-
SEEN task.

1 Introduction

Goal-oriented document-grounded dialogue sys-
tems enable end users to interactively query about
domain-specific information based on the given
documents. The tasks of querying document knowl-
edge via conversational systems continue to attract
a lot of attention from both research and industrial
communities for various applications such as OR-
ConvQA (Qu et al., 2020), MultiDoc2Dial (Feng
et al., 2021), QReCC (Anantha et al., 2021), Topi-
OCQA (Adlakha et al., 2022) and Abg-CoQA (Guo
et al., 2021). The previous Shared Task (Feng,
2021) by the First DialDoc Workshop addressed
the task of goal-oriented information-seeking di-
alogue systems in the machine reading compre-
hension setting, where the dialogue is aiming at
querying about the information provided in a given

* Work done while at IBM Research

document (Feng et al., 2020). However, in real-
life scenarios, for conversation in a given domain,
the grounding document is often unknown, a dia-
logue turn could arbitrarily correspond to any doc-
ument, hence each dialogue could be grounded
in multiple documents. Thus, we propose to ex-
plore the open-book closed-domain setting for goal-
oriented information-seeking dialogue systems that
are grounded in the given domain documents.

We introduce the Shared Task at the Second
DialDoc Workshop on Document-grounded Dia-
logue and Conversational Question Answering (Di-
alDoc 2022 Shared Task). The Shared Task aims
to deal with the information-seeking goal-oriented
dialogues that have multiple sub-goals correspond-
ing to different documents. The input includes the
dialogue history, the current user turn, and a set of
domain documents, the output is the agent’s utter-
ance in natural language. It comprises two tasks
that address two different evaluation settings: (1)
the SEEN task where the test data shares the same
sets of domains as the training data; and (2) the
UNSEEN task where the test data is all in one
unseen domain different from the training data.
We host the leaderboards for Dev and Test Phases
for the SEEN and UNSEEN tasks respectively on
eval.ai1.

There are over 20 teams participating in Dev
Phase and 8 teams participating in both Dev and
Test Phases. Multiple submissions significantly
outperform the baseline. The best-performing sys-
tem achieves 52.06 F1 and the total of 191.30 on
the SEEN task comparing to 35.85 and 126.21 by
the baseline; and 34.65 F1 and the total of 130.79
on the UNSEEN task comparing to 19.26 and 59.52
by the baseline.

In this report, we first describe the dataset and
the two task settings. Then, we summarize the
approaches and evaluation results of several top
participating teams.

1https://eval.ai/
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domain #doc #dial two-
seg

>two-
seg single

ssa 109 1191 701 188 302
va 138 1337 648 491 198
dmv 149 1328 781 257 290
student 92 940 508 274 158
total 488 4796 2638 1210 948

Table 1: MultiDoc2Dial data statistics (Feng et al.,
2021)

2 Dataset

In this Shared Task, the dataset is based on Mul-
tiDoc2Dial introduced by (Feng et al., 2021). It
contains 4796 conversations with an average of
14 turns grounded in 488 documents from four
domains including va.org and studentaid.
org. For document data, each document includes
a title, the body content with the span/section in-
formation as well as the HTML mark-ups such as
list and title. For dialogue data, each turn in
a dialogue contains: (1) the speaker role, (2) the
dialogue act, (3) the grounding text span along with
the title of the document, and (4) human generated
utterance in natural language. Each dialogue con-
tains one or multiple segments where each indicates
that all turns within one segment are grounded in
the same document. Table 1 shows the statistics
of the dataset by domain, including the number of
dialogues with two segments (two-seg), more than
two segments (>two-seg), and no segmentations
(single).

For model development, we provide the original
split of training and validation data. For the leader-
board setup, we use a small portion (30%) of the
test split based on the number of dialogues for Dev
Phase and entire test split for the final Test Phase.
For the UNSEEN task setting, the final test set in-
cludes the dialogue and document data all from
an unseen domain cdccovid that is not in the orig-
inal MultiDoc2Dial dataset. The dialogues from
the unseen domain were collected in the same data
collection process as MultiDoc2Dial dataset.

3 Task Description

Our Shares Task centers on building open-book
goal-oriented dialogue systems, where an agent
could provide an answer or ask follow-up questions
for clarification or verification. The main goal is
to generate grounded agent responses in natural

# train val t-SEEN/UNSEEN
dials 3474 661 661 / —

predicts 21453 4201 661 / 126

Table 2: Statistics of dialogue data in train, dev and test
splits for SEEN and UNSEEN task settings.

language based on the dialogue context and do-
main knowledge in the documents. The provided
training data is mainly based on MultiDoc2Dial
dataset but the participants could utilize any public
dataset without any additional human annotations
on the MultiDoc2Dial dataset. It includes two task
settings depending on whether the cases are from
unseen domains (SEEN task) or one unseen do-
main (UNSEEN task) from training data. Here we
only consider the cases where user queries are an-
swerable. For test split, there is only one turn to
predict per dialogue. Table 2 presents the num-
ber of dialogues (‘dials’) as well as the total turns
for prediction (‘predicts’) in each data split, where
the last column contains the numbers of examples
for Test Phase evaluation for SEEN and UNSEEN,
respectively.

4 Evaluation

The evaluation is focused on the groundedness and
naturalness of the generated agent response. We
consider the automatic metrics as intrinsic evalua-
tion metrics, and human annotations for extrinsic
evaluations.

4.1 Intrinsic Evaluation

We use the following metrics: F1 (Rajpurkar et al.,
2016), SacreBLEU (Post, 2018), METEOR (Baner-
jee and Lavie, 2005) and RougeL (Lin, 2004). The
rankings on the leaderboards are based on the sum
of all four scores. For each leaderboard, we se-
lect the three top-ranked teams for further human
evaluation.

4.2 Extrinsic Evaluation

We ask human annotators to rank three generated
utterances, each from a different team, based on the
relevance and fluency given the dialogue history
and the grounding document passages as reference.
relevance is used to measure how well the gener-
ated utterance is relevant to the grounding span as
a response to the previous dialogue turn(s). fluency
indicates whether the generated utterance is gram-
matically correct and generally fluent in English.
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Rank Participant Team F1 SacreBLEU METEOR RougeL Total
1 CPII-NLP 52.06 37.41 51.64 50.19 191.30
2 zsw_dyy_lgz 48.56 33.27 48.73 46.75 177.31
3 UGent-T2K 46.90 32.23 47.96 44.89 171.98
4 CMU_QA 46.22 31.82 46.02 44.19 168.24
5 JLP 37.78 22.94 36.97 35.46 133.15
6 Docalog 36.07 23.70 35.67 34.44 129.87
7 LingJing 36.69 22.78 35.46 34.52 129.44
- Baseline 35.85 22.26 34.28 33.82 126.21

Table 3: The participating teams and the scores for Test Phase of SEEN leaderboard.

Rank Participant Team F1 SacreBLEU METEOR RougeL Total
1 CPII-NLP 34.65 27.57 34.08 34.49 130.79
2 CMU_QA 33.01 25.04 32.92 31.95 122.91
3 UGent-T2K 33.36 21.20 33.57 31.47 119.60
4 zsw_dyy_lgz 32.78 21.32 32.74 31.44 118.28
5 Docalog 28.44 20.52 27.54 26.57 103.07
- Baseline 19.26 6.32 16.77 17.16 59.52

Table 4: The participating teams and the scores for Test Phase of UNSEEN leaderboard.

For the SEEN task setting, we randomly select 100
generated turns where the normalized utterances
are not all the same; for UNSEEN, we randomly
select 80. We have three experts as annotators, with
10% overlap for the annotations.

5 Shared Task Submissions

We hosted the leaderboards2 for Dev and Test
Phases for the two task settings SEEN and UN-
SEEN on eval.ai. The Dev Phase lasted for
three and a half months and the Test Phase lasted
for a week. There are over 500 submissions by over
20 teams that participated in Dev Phase. For the
final Test Phase, 8 teams submitted to the SEEN
leaderboard, and 6 teams submitted to the UNSEEN
leaderboard. Next, we summarize the approaches
adopted by the top teams who submitted their tech-
nical papers.

The baseline approach for the Shared Task is
based on RAG (Lewis et al., 2020b), where the
DPR (Karpukhin et al., 2020) passage retriever is
fine-tuned on MultiDoc2Dial dataset, as described
in (Feng et al., 2021). Several teams significantly
improved the results over the baseline as shown
in Table 3 and 4. Team CPII-NLP achieved the
highest scores on both SEEN and UNSEEN leader-
board.

2https://eval.ai/web/challenges/
challenge-page/1437/overview

5.1 CPII-NLP

The team presents a pipeline system of retriever,
re-ranker, and generator. The retriever adopts
DPR (Karpukhin et al., 2020). The re-ranker is
an ensemble of three cross-encoder models using
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and ELECTRA (Clark et al., 2020), respec-
tively. The generator leverages the pre-trained
sequence-to-sequence model BARTlarge (Lewis
et al., 2020a) jointly trained with a grounding span
predictor. The three components are individually
optimized, while passage dropout and regulariza-
tion techniques are adopted to improve the response
generation performance. CPII-NLP ranked 1st
on both SEEN and UNSEEN leaderboards on F1,
SacreBLEU, METEOR and RougeL scores.

5.2 zsw_dyy_lgz

The team presents their system named Grounding-
Guided Goal-oriented dialogues Generation(G4), a
three-stage approach composed of a retriever adopt-
ing ANCE(Xiong et al., 2021), a reader predicting
grounding spans restricted to whole phrases, and a
generator adopting FiD (Izacard and Grave, 2021)
which leverages explicitly markings of grounding
spans together with the original passages. Exper-
iment results show that this approach effectively
generates responses better grounded to text spans
and closer to correct responses. To alleviate the is-
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sue of the reader accuracy being lower at inference
than during training, they also present a data aug-
mentation approach as regularization to account for
more diverse groundings and improve the robust-
ness.

5.3 CMU_QA

The team also follows the retriever-reader archi-
tecture and presents their system called Refined
Retriever-Reader (R3). R3 includes several im-
provements over the baseline approach, including
adopting a sparse retriever based on DistilSplade
(Formal et al., 2021) instead of dense retriever,
adding a RoBERTa-based cross-encoder passage
reranker, using FiD (Izacard and Grave, 2021) as
the generator, and a curriculum learning training
paradigm. The experiment results show significant
improvement over the baseline performance.

5.4 UGent-T2K

The team presents a cascade pipeline dialogue sys-
tem for the task. The system consists of three mod-
ules: a document retriever, a passage retriever, and
a response generator. The system uses DPR for the
passage retrieval and FiD (Izacard and Grave, 2021)
for the response generation. Then they use Lamb-
daMART (Burges, 2010) for reranking. The exper-
iment results show that document ranking could be
helpful for passage retrieval and the multi-passage-
fusing generator outperforms the RAG model.

5.5 Docalog

The team presents a three-stage pipeline consisting
of (a) Document Retriever with Title Embedding
and IDF on Texts (DR.TEIT); (2) a grounding span
predictor; (3) an ultimate span picker. Their experi-
ment results indicate that incorporating contextual-
ized embedding information along with semantic
similarity on the character level between the an-
swer and question history can further improve the
prediction of the ultimate answer.

5.6 JLP

The team explores various strategies for the dia-
logue task, including multi-task learning, tuning
the generator BART (Lewis et al., 2020a) on ad-
ditional QA datasets, data augmentation via syn-
onym augmenter 3, and contrastive learning based
on extra-hard negative examples. The experiment

3https://github.com/makcedward/nlpaug

Team Affiliation
CMU_QA Carnegie Mellon University
CPII-NLP The Chinese University of Hong

Kong (CUHK) & Centre for Per-
ceptual and Interactive Intelli-
gence (CPII) Limited

Docalog Sharif University of Technology
& Volkswagen AG

JLP Seoul National University
UGent-T2K Ghent University
zsw_dyy_lgz Tencent Cloud Xiaowei & Bei-

hang University & Tianjin Uni-
versity

Table 5: Teams and their affiliations.

results indicate that all techniques help further im-
prove the performance comparing to the baseline
approach.

5.7 LingJing
The team presents a framework that most different
than the baseline among the teams. It proposes
to enhance downstream evidence retrieval by gen-
erating evidence into model parameters through
pre-training. More specifically, it uses Pegasus
(Zhang et al., 2020) to store document knowledge
into a language model and then Child-Tuning (Xu
et al., 2021) approach for evidence generation. The
results are marginally better the baseline perfor-
mance.

6 Conclusion

We present the results of DialDoc 2022 Shared
Task. World-wide researchers and practitioners
brought their individual perspectives on the task
through this data competition. We received over
500 submissions during the Dev Phase by over 20
teams for both SEEN and UNSEEN leaderboards.
For the final Test Phase, there were officially 8
teams submitted to the SEEN leaderboard and 6
teams submitted to the UNSEEN leaderboard. Most
of the submissions during Test Phase beat the base-
line performance by large margins.
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