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Abstract

Question Answering (QA) is a Natural Lan-
guage Processing (NLP) task that can measure
language and semantics understanding ability,
it requires a system not only to retrieve relevant
documents from a large number of articles but
also to answer corresponding questions accord-
ing to documents. However, various language
styles and sources of human questions and ev-
idence documents form the different embed-
ding semantic spaces, which may bring some
errors to the downstream QA task. To alleviate
these problems, we propose a framework for
enhancing downstream evidence retrieval by
generating evidence, aiming at improving the
performance of response generation. Specifi-
cally, we take the pre-training language model
as a knowledge base, storing documents’ in-
formation and knowledge into model param-
eters. With the Child-Tuning approach being
designed, the knowledge storage and evidence
generation avoid catastrophic forgetting for re-
sponse generation. Extensive experiments car-
ried out on the multi-documents dataset show
that the proposed method can improve the final
performance, which demonstrates the effective-
ness of the proposed framework.

1 Introduction

With the rapid and vigorous development of the
field of artificial intelligence and language intel-
ligence, Question Answering (QA) systems has
received more and more extensive attention. Specif-
ically, the QA system aims to provide precise an-
swers in response to the user’s questions in natural
language. An essential task in the QA system is
conversational question answering and document-
grounded dialogue modeling. The conversational
question answering dialogue-like interface that en-
ables interaction between human users and the doc-
umentation provides sufficient information. Prior
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work typically formulates the task as a machine
reading comprehension task assuming the associ-
ated document or text snippet is given, such as
QuAC (Choi et al., 2018), ShARC (Saeidi et al.,
2018), CoQA (Reddy et al., 2019), OR-QuAC (Qu
et al., 2020) and Doc2Dial (Feng et al., 2020).

One of the difficulties of conversational QA tasks
is to model the historical information in the process
of system retrieval and generation. The recently re-
leased conversational question answering datasets
like CoQA (Reddy et al., 2019) and QuAC (Choi
et al., 2018) aim to lead a reader to answer the
latest question by comprehending the given con-
text passage and the conversation history. As they
provide context passages in their task setting, they
omit the stage of document retrieval. While on the
MultiDoc2Dial (Feng et al., 2021) dataset, retrieval
is necessary. Recently, Qu et al. (2020) extend the
QuAC dataset to a new OR-QuAC dataset by adapt-
ing to an open retrieval conversational question
answering system (OpenConvQA), it can retrieve
relevant passages from a large collection before
inferring the answer, taking into account the con-
versation QA pairs, which is similar with the Mul-
tiDoc2Dial dataset.

To enhance the modeling of historical sessions
and avoid the problem of weak semantic related-
ness between problems and evidence in the retrieval
stage. we propose a novel three-stage framework,
which stores knowledge and makes alignment in
semantic space. Specifically, we find that it is in-
consistent to search for most question-related evi-
dence only by the inner product of the question and
long text of dialogue history. As stated by Feng
et al. (2021) about task 2: Agent Response Genera-
tion is more difficult than task 1: Grounding Span
Prediction, because agent utterance varies in style
and is not directly extracted from document con-
tent. Different language styles and sources lead to
different semantic spaces of question and evidence
document embedding. As a result, it inspires us
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Figure 1: The overview of the proposed three-stage method, where the evidence memory model in the Knowledge
Storage and the Generation Document retrieval module is the same T5.

to propose a framework that uses model-generated
evidence to enhance question-related evidence. We
summarize our contributions as follows:

• To address the inconsistency between the se-
mantic space of questions and evidence docu-
ments, we propose a framework for enhancing
downstream evidence retrieval by generating
evidence and enhancing the performance of
response generation.

• We take the pre-training language model as
a knowledge base, and store documents’ in-
formation and knowledge into model parame-
ters through the Pegasus pre-training method
(Zhang et al., 2019), which effectively im-
proves the memory of the pre-trained lan-
guage model for documents. This constitutes
our knowledge storage stage.

• We applied the Child-Tuning approach in Xu
et al. (2021) to knowledge storage and evi-
dence generation to avoid catastrophic forget-
ting caused by two-stage training.

2 Main method

In this section, the overall framework is illustrated
in Figure 1, where we will elaborate on the main
method for the MultiDoc2Dial task. Based on the
pre-trained language model, we design a three-
stage semantic alignment method including the

knowledge storage stage, generative document re-
trieval, and reply generation modules, which are
described in turn as follows.

2.1 Knowledge storage

In this stage, we trained the pre-training language
model for knowledge storage. Because the seman-
tic space of the question embedding and the doc-
uments’ embedding is inconsistent (Feng et al.,
2021), we generate additional possible evidence as
auxiliary features to increase the semantic align-
ment of embedding in downstream tasks. The tradi-
tional retrieval method (Qu et al., 2020) is designed
to search related documents based on question em-
bedding and documents embeddings. However, in
this scenario, the genre, style, and size of ques-
tions and documents are different, which will lead
to question and documents embeddings in differ-
ent semantic spaces. To improve the accuracy of
document retrieval, they should be searched in the
same semantic space. we believe that the maximum
inner product search of relevant evidence-based
evidence can match with stronger semantic rele-
vance. Before generating evidence, we use the pre-
training method to make the model memory docu-
ment knowledge more deeply. We pre-trained T5
(Raffel et al., 2019; Tay et al., 2021) with Pegasus
(Zhang et al., 2019) method, randomly sampling
3/4 of the sentences of the document and train-
ing the model to generate the other 1/4 of the sen-
tences. We think this way can enable the model to
learn complete document information. In addition,
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Model Method F1_U sacreBLEU_U Meteor_U Rouge_U All
T5 Model Finetune with Utterance 28.090 12.386 25.627 26.199 92.302

Pegasus Pre-trained Model
Zeroshot 10.485 1.144 8.723 10.267 41.104
Finetune with Utterance 28.556 13.062 26.429 26.434 94.481
Finetune with Evidence 35.672 16.171 34.318 34.013 130.174

Table 1: Comparison results between different methods without using retrieval.

Following Xu et al. (2021), we use the child-tune
method to perform Pegasus (Zhang et al., 2019)
pre-training, only 25% of the parameters of the en-
coder and 100% of the parameters of the decoder
are detected as the most important child network
for the target task. Fisher information for the i-th
parameter is as follows:

Fi =
1

n

n∑

j=1

(
∂ log p (yj | xj ; θ)

∂θi

)2

(1)

After this phase, we believe it will benefit the later
evidence generation task.

2.2 Generate document retrieval

The goal of generating document retrieval is to
obtain the most relevant evidence-based on the
question and dialogue history. We formulate this
problem in two steps. First, we use the evidence
memory model to generate relevant evidence. The
model trained from the knowledge storage can be
considered evidence modeling. Second, the gener-
ated evidence is used to retrieve a shred of evidence
from the document collections. We use SimCSE
Model1 (Gao et al., 2021) to obtain the embedding
of the question and generated shreds of evidence,
and use MIPS (Maximum Inner Product Search) to
get the most relevant evidence from the evidence
base. For top-k searching, we use the loss function
based on the Cos function for training.

LCos = log
esim(hi,h

+
i )/ℓ

∑N
j=1 e

sim(hi,h
+
j )/ℓ

(2)

2.3 Reply generation

In the reply generation module, the T5 model is
used to generate the next sentence reply answer
with the input obtained in the previous generate
document retrieval module.

1https://huggingface.co/princeton-nlp/
sup-simcse-roberta-large

Domain # Doc # Dial Two-seg >Two-seg Single
Ssa 109 1191 701 188 302
Va 1398 1337 648 491 198

Dmv 149 1328 781 257 290
Student 92 940 508 274 158

Total 488 4796 2638 1210 948

Table 2: Statistics of the MultiDoc2Dial task dataset.

3 Experimental

3.1 Data description

MultiDoc2Dial (Feng et al., 2021) is a Multi-
Document-Grounded Dialogue dataset, which is
derived from Doc2Dial dataset (Feng et al., 2020)
with changing a single document to multiple doc-
uments. The task is to generate grounded agent
responses given dialogue queries and domain docu-
ments. Specifically, the system gets the latest user
turn, dialogue history, and all domain documents
as inputs, and requires the system to return agent
responses in natural language. The specific distri-
bution of the MultiDoc2Dial task data set is shown
in Table 2.

3.2 Evaluation metrics

We follow the previous settings in Feng et al. (2020,
2021). In the retrieval task, we calculate recall
(@1), which measures the number of correct docu-
ments found in the first prediction. We report token-
level F1 scores, Exact Match (EM) (Rajpurkar
et al., 2016) scores, and sacreBLEU (Post, 2018)
scores for the generated text.

3.3 Implementation details

In these tasks, we are mainly based on the hugging-
face framework2 (Wolf et al., 2020). We use the
AdamW (Loshchilov and Hutter, 2018) optimizer.
Linear decay of learning rate and gradient clipping
of 1e-4. Dropout (Srivastava et al., 2014) of 0.1 is
applied to prevent overfitting. We implemented the
code of training and reasoning based on PyTorch3

(Paszke et al., 2019) in one NVIDIA A100 GPU.
2https://github.com/huggingface/

transformers
3https://pytorch.org
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Method Dtoken-bm25 Dstruct-bm25 Dtoken-nq Dstruct-nq Dtoken-ft Dtoken-ft GDRw/o-ques. GDRwith-ques.

Top-1 Acc 20.5 18.0 27.7 28.6 36.4 39.1 24.5 42.5

Table 3: Result of the TopK accuracy in the retrieval task between different baseline methods, where GDR means
generate document retrieval, and with and w/o-ques. mean whether adding input question.

Model Method F1 Exact Match sacreBLEU All

Baseline
Dstruct-bm25 27.9 2.0 12.5 42.4
Dstruct-nq 33.0 3.6 17.6 54.2
Dstruct-ft 36.0 4.1 21.9 62.0

Pegasus Pretrained Model
without retrieval 35.7 3.9 16.2 55.8
with retrieval 34.4 3.0 20.6 58.0

T5 Model
without retrieval 28.1 2.9 15.6 46.6
with retrieval 43.4 5.1 24.8 73.3

Table 4: Comparison with different methods for the final results on the Validation set. In the baseline, we follow
the previous settings: Struct means the corresponding document index is based on structure-segmented passages,
nq means using the original pre-trained bi-encoder from DPR, ft means fine-tune. We adopt underline to show the
score of second place.

All experiments select the best parameters on the
valid set and then report the score of the best model
(valid set) on the test set.

Knowledge storage We use Google’s open-
source T5 large model4 for pre-training. We use the
AdamW (Loshchilov and Hutter, 2018; Xu et al.,
2021) optimizer and the learning rate is set to 1e−4
with the warm-up (He et al., 2016). We also fixed
some parameters in the T5 model whose gradient
change was less than 75% of all parameters in the
first round of training. The batch size is 6. We
set the maximum length of 350. We intercepted
according to the document fragments, randomly
selected 1/4 of the subfragments as labels, and
repeated 50 rounds as knowledge storage.

Generate document retrieval We fine-tune the
Knowledge Storage Model with “context -> evi-
dence”, and then we use this model to generate the
evidence of the dev set. After that, we use the Text
Similarity Model5 (Gao et al., 2021) to retrieve the
top K documents from the document library. Here,
we set K = 1. In detail, we input the final problem
into the model together with the evidence generated
by the previous model. Then use the same model to
obtain the semantic vectors of all documents, and
use cosine similarity to calculate the most similar
documents.

Reply generation We re-use a new T5 model,
which uses ”the last question of the dialogue </s>
dialogue history information </s> related docu-
ments” to fine-tune. We set the maximum length

4google/t5-efficient-large-nl36
5https://huggingface.co/princeton-nlp/

sup-simcse-roberta-large

of 700 and batch size is set at 6. If the document
content exceeds the limit, it will be deleted.

3.4 Experimental results

We conducted three comparative experiments as
shown in Table 1, Table 3 , Table 4and Table 5
respectively, where the first is the non-retrieval ex-
periment. When training with utterance as the la-
bel, compared with T5 original model, the model
trained with Pegasus can obtain better performance.
Even without training samples, it can achieve good
results. It is worth noting that better performance
can be achieved if the evidence is used as a train-
ing label. The reason may be that in this training
scenario the output is relatively consistent with
Pegasus training, which can stimulate the poten-
tial knowledge base features of the model. In the
retrieval task shown in Table 3, we first use the con-
text to generate possible evidence, then fine-tune
it in Simcse, then find the most likely documents
based on MIPS. We tested two cases, one in which
the generated evidence is embedded into the se-
mantic vector for retrieval, and the other in which
the question and the generated evidence are co-
embedded into the semantic vector for retrieval.
The experimental results show that although the re-
trieval performance of single evidence is not good,
it can achieve better results if it is used as input
together with the problem as an additional aux-
iliary feature. After the retrieval performance is
improved, we use the T5 model to take evidence
and context for training. About all the evaluation
metrics, on the validation set, we conduct an ex-
haustive comparison experiment among our Pega-
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Model F1 sacreBLEU METEOR RougeL Total
Baseline 35.85 22.26 34.28 33.82 126.21
Ours 36.69 22.78 35.46 34.52 129.44

Table 5: Comparison with different methods for the final results on the Test set.

sus Pre-trained Model, T5, and baselines in Table 4.
And it can also be significantly improved compared
with the baseline methods on the Test set, which is
shown in Table 5.

4 Conclusion
In this paper, we propose a generative evidence
retrieval method, which transforms the context
and problems into possible evidence for further
retrieval. Specifically, we first use Pegasus to com-
pletely save the knowledge base into the language
model and use Child-tune to avoid the catastrophic
forgetting problem for response generation. More
precisely, it avoids the problem of weak seman-
tic relatedness between the "question text" to be
retrieved and the retrieved "answer text", and can
effectively increase the accuracy of retrieval. In
the future, we will study how to combine the ev-
idence generation model with the utterance gen-
eration model to further improve the generation
quality.
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