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Preface

The advent of Web 2.0 induced the evolution of what has traditionally been described as a “participatory
Web”. From pop-culture music to Black Friday becoming a global phenomenon, and movements like
BlackLivesMatter turning into a powerful instrument of global resistance, the Internet and social media
have played a pivotal role. As much as we relish the connectedness facilitated by social media, the sen-
tient being in all of us cannot remain obscured by the perils of the unabated misuse of the very free speech
that these platforms aim to empower. Within the shadows of a transparent yet anonymous social media,
lurk those disguising themselves as pseudo-flag-bearers of free speech, and pounce on every opportunity
they get to spread vile content, detrimental to society. Such miscreants are desperate to misuse those 280
character sound bites to further their anti-openness agendas in the form of hate speech, disinformation,
and ill-intended propaganda. Such menace experiences flare-ups during emergency situations such as
the COVID-19 outbreak and geopolitically conflicting global order.
There have been numerous efforts toward addressing some of these problems computationally, but with
evolving complexities of online harmful content, more robust solutions are needed. Some of these chal-
lenges stem from linguistic diversity, abstract semiotics, multimodality, anonymity of the real instigators,
etc. Thus, there is a pressing need to start a discussion around such aspects, which are more inclusive
than conventional efforts. With this in mind, and motivated by the success of the first edition of the
CONSTRAINT Workshop on Combating Online Hostile Posts in Regional Languages during Emergen-
cy Situation, we have launched the second edition in hybrid mode, with a special focus on Multimodal
Low-Resource Language Processing to Combat COVID-19 Related Online Hostile Content.
The workshop additionally highlighted three major points:
1. Regional languages: offensive posts may be written in low-resource regional languages, e.g., Tamil,
Urdu, Bangali, Polish, Czech, Lithuanian, etc.
2. Emergency situations: The proposed solutions should be able to tackle misinformation during emer-
gency situations where, due to the lack of enough historical data, machine learning models need to adopt
additional intelligence to handle emerging and novel posts.
3. Early detection: Since the impact of misinformation during emergency situations can be highly detri-
mental to society (e.g., health-related misadvice during a pandemic may take human’s life), we encoura-
ge solutions that can detect such hostile posts as early as possible after they have been posted in social
media.
Our workshop also features a shared task titled: Hero, Villain and Victim: Dissecting harmful memes
for Semantic role labelling of entities. The objective is to determine the role of the entities referred to
within a meme: hero vs. villain vs. victim vs. other. The meme is to be analyzed from the perspective of
its author. The datasets released as part of this shared task span memes from two domains: COVID-19
and US Politics. The complex and engaging nature of the shared task led to a total of 6 unique final
submissions for evaluation, from amongst 105 total registered participants.
We accepted a total of ten papers: four for the regular track and six for the shared task. The workshop
papers cover topics ranging from detecting multimodal/unimodal fake news (Choi et al., 2022; Lucas et
al., 2022) to aggressive content (Sharif et al., 2022), with additional fine-grained analysis and sub-tasks
like document retrieval towards mitigating misinformation (Sundriyal et al., 2022). On the other hand,
the accepted papers for the shared task proposed various multimodal fusion strategies including state-of-
the-art encoder models such as variants of ViT, BERT, and CLIP (Nandi et al., 2022; Kun et al., 2022;
Montariol et al., 2022), with ensembling playing a key role in the overall performance enhancement.
Consequently, diverse strategies for addressing the task along with their limitations are elucidated via the
contributions made hereupon.
We are glad to have 3 eminent invited speakers: (i) Smaranda Muresan, Research Scientist at the Data
Science Institute (DSI) and the Department of Computer Science at Columbia University, and Amazon,
(2) Isabelle Augenstein, Associate Professor at the University of Copenhagen, Department of Computer
Science, where she heads the Copenhagen Natural Language Understanding research group as well as
the Natural Language Processing section, and (iii) Andreas Vlachos, Associate Professor at the Natural
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Language and Information Processing group at the Department of Computer Science and Technology at
the University of Cambridge and a member of the European Lab for Learning and Intelligent Systems.
We thank the authors and the task participants for their interest in the workshop. We would also like to
thank the program committee for their help with reviewing the papers and with advertising the workshop.
The work was partially supported by a Wipro research grant, Ramanujan Fellowship, the Infosys Centre
for AI, IIIT Delhi, India, and ihub-Anubhuti-iiitd Foundation, set up under the NM-ICPS scheme of the
Department of Science and Technology, India.
It is also part of the Tanbih mega-project, which is developed at the Qatar Computing Research Institute,
HBKU, and aims to limit the impact of fake news, propaganda, and media bias by making users aware
of what they are reading, thus promoting media literacy and critical thinking.

The CONSTRAINT 2022 Organizers: Tanmoy Chakraborty, Md. Shad Akhtar, Kai Shu, H. Russell
Bernard, Maria Liakata, and Preslav Nakov
Website: http://lcs2.iiitd.edu.in/CONSTRAINT-2022/
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Matt Lease, University of Texas at Austin
Monojit Choudhury, Microsoft Research
Tracy King, Adobe Sensei and Search
Paolo Papotti, EURECOM
Paolo Rosso, Universitat Politècnica de València
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Abstract

We present the findings of the shared task at
the CONSTRAINT 2022 workshop on “Hero,
Villain, and Victim: Dissecting Harmful Memes
for Semantic Role Labeling of Entities.” The
task aims to delve deeper into meme compre-
hension by deciphering the connotations be-
hind the entities present in a meme. In more
nuanced terms, the shared task focuses on de-
termining the victimizing, glorifying, and vili-
fying intentions embedded in meme entities to
explicate their connotations. To this end, we
curate HVVMemes, a novel meme dataset of
about 7,000 memes spanning the domains of
COVID-19 and US Politics, each containing
entities and their associated roles: hero, villain,
victim, or other. The shared task attracted 105
registered participants, but eventually only nine
of them made official submissions. The most
successful systems used ensembles combining
textual and multimodal models, with the best
system achieving an F1-score of 58.67.

1 Introduction

The unwarranted spread of misinformation (Wu
et al., 2019; Hardalov et al., 2022), propaganda
(Da San Martino et al., 2020a,b), fake news (Lazer
et al., 2018; Vosoughi et al., 2018), COVID-19 info-
demic (Alam et al., 2021b; Nakov et al., 2022), hate
speech (MacAvaney et al., 2019; Zampieri et al.,
2019a), and other harmful content (Nakov et al.,
2021) has plagued social media. Lately, memes
have emerged as a powerful multimodal means to
disseminate malicious content due to their ability
to circumvent censorship norms (Mina, 2014) and
to their fast-spreading nature. With an aptly crafted
combination of images and text, a seemingly naïve
meme can easily become a source of harmful in-
formation diffusion. As a result, exploring the nox-
ious side of memes has become a pressing research
topic; see also recent surveys on harmful memes
(Sharma et al., 2022b) and on multimodal disinfor-
mation detection (Alam et al., 2021a).

While meme analysis has been studied in a va-
riety of contexts, such as hate speech (Zhou et al.,
2021; Kiela et al., 2020) harmfulness (Pramanick
et al., 2021a,b), emotions (Sharma et al., 2020),
misinformation (Zidani and Moran, 2021), sarcasm
(Kumar and Garg, 2019), offensiveness (Suryawan-
shi et al., 2020), and propaganda (Dimitrov et al.,
2021a,b), limited forays have been made on com-
prehending the role of the entities that make up a
meme. This is our main focus here: on identifying
the hero, the villain, and the victim entities present
in a meme. Given a meme and a list of the entities
it involves, the task is to identify which entity plays
what role. Such categorization of the entities in
the meme can help understand the entity-specific
connotation and their nature, attitudes, decisions,
and demeanour. For instance, when the meme cre-
ators intend to spread misinformation and hatred
towards minority communities or to defame cer-
tain individuals, politicians, or organizations, they
would depict the target entities as villains. Sim-
ilarly, when the intent is to shed light on the de-
plorable state of certain entities or to glorify them,
these entities would be portrayed as victims or as
heroes, respectively.

Fig. 1 depicts apt examples for hero, villain, and
victim categorization of the entities in a meme. The
meme in Fig. 1a draws a comparison between Abra-
ham Lincoln, John F. Kennedy, Barack Obama,
and Donald Trump, where the former three are por-
trayed as heroes, while Donald Trump is shown
in negative light, as a villain. Similarly, Fig. 1b
mocks Jill Stein and the Green Party as villains
for allegedly getting bribed by the rich. Fig. 1c on
the other hand, frames the Republican Party as a
villain, for their inconsiderate views on the poor,
the minorities, and women, thus making them the
victims. In conclusion, through depictions of hero-
ism, villainy, and victimization, memes act as an
appealing means to propagate certain views about
the targeted entities.
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[Barack Obama, John F. Kennedy,
Abraham Lincoln] [Donald Trump]

(a)

[Green Party, Jill Stein]

(b)

[Women, Poor, Minorities]
[Republican Party]

(c)

Figure 1: Examples of heroes, villains and victims, as portrayed within memes.

While some previous meme studies have sought
to identify harmfulness and the entities (Sharma
et al., 2022a) or the categories that are being tar-
geted, e.g., a person, a group, an organization,
or society (Pramanick et al., 2021a,b), none of
them has scrutinized the entity’s connotation. Our
shared task aims to bridge this gap. We release
HVVMemes, a meme dataset with about 7,000
memes on COVID-19 and US Politics, where each
meme is annotated with a list of entities, each la-
beled with its role: hero, villain, victim, or other.
The shared task attracted 105 teams, and nine of
them made official submissions. Most teams fine-
tuned pre-trained language and multimodal models
or used ensembles, with the best system achieving
an F1-score of 58.67. We discuss the submissions
and their approaches in more detail in Section 5.

Despite the growing body of research on meme
analysis, understanding the connotation underly-
ing the individual entities in the meme remains a
challenging endeavour. Their camouflaged seman-
tics, satirical outlook, and cryptic nature make their
analysis a daunting task (Sabat et al., 2019). More-
over, categorizing the entities as heroes, villains,
or victims requires real-world and commonsense
knowledge, which often are not present in popular
pre-trained language models. Thus, it should not
be surprising that, as the shared task’s results show,
off-the-shelf multimodal models, as well as various
ensembles thereof, struggle with this task (Kiela
et al., 2020). This highlights that the current state-
of-the-art visual-linguistic models are unable to
grasp the veiled information present in the memes.
Thus, we hope that the dataset and task will foster
further research in this interesting direction.

More details about the shared task is available at
http://constraint-lcs2.github.io/

2 Related Work

Studies on Online Targeting. Previous work
studied affective content in the context of harmful
discourse in social media (Zainuddin et al., 2017,
2018; Gautam et al., 2020; Ousidhoum et al., 2019).
Sarcastic content was detected by leveraging data
sparseness (Zainuddin et al., 2019) towards study-
ing aspect-based sentiment analysis. Shvets et al.
(2021) established enhancements in target detection
by examining generic concept extraction for hate
speech detection. Targeted protected categories
were characterised by harmful online engagements
whilst addressing societal bias along with explain-
ability (Sap et al., 2020; Mathew et al., 2021). For
affective target characterisation, sequence model-
ing was explored in a hierarchical formulation of
stacked BiGRUs (Ma et al., 2018) as well as in low-
resource scenarios (Mitchell et al., 2013). Most
approaches did not consider the variability in tar-
get referencing and the associated affective spec-
trum (Shvets et al., 2021). Finally, (Gomez-Zara
et al., 2018) discussed hero/villain/victim analysis
of news text; unlike their work, here we focus on
multi-modality and memes.

Studies on Detecting Harmful Memes. The con-
stant transitioning of harmful memes from unfil-
tered and largely anonymous communities and plat-
forms such as 4chan, Reddit, and Gab to more
mainstream social media has made the entire so-
cial media ecosystem both sensitive and vulnerable
to extremism (Zannettou et al., 2018). Research
on offense (Suryawanshi et al., 2020), hate speech
(Kiela et al., 2020; Gomez et al., 2020), and on-
line harm detection (Pramanick et al., 2021b) has
found the availability of large datasets and the use
of multi-modal frameworks crucial for these tasks.
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Additional contextual cues involving common-
sense knowledge (Shang et al., 2021), semantic en-
tities, cues about the protected categories (Praman-
ick et al., 2021b; Karkkainen and Joo, 2021), along
with other meta information, have also been ex-
plored for characterising various aspects of the on-
line harm conveyed by memes. Most such tasks ad-
dress affect detection at various levels of granular-
ity, sometimes organised in a taxonomy. Still, none
of these tasks has focused on explicitly modeling
the complex narrative framework of the memetic
discourse surrounding the specific entities referred
to in the meme. With this in mind, here we attempt
to alleviate a few associated challenges by explor-
ing the feasibility of entity-specific visual-semantic
role labelling for memes.

Other Related Shared Tasks. Several shared
tasks have targeted the broad field of harmful social
media content. Some tasks investigated the charac-
terisation of offensive language, hate speech, pro-
fanity, and associated fine-grained attributes such
as implicit and explicit implications in binary, multi-
class, multi-label, and hierarchical settings (Strus̈
et al., 2019; Zampieri et al., 2019b, 2020). Their
coverage has been fairly comprehensive in terms
of the languages covered including Arabic, Dan-
ish, Greek, English, Turkish, and Dravidian Lan-
guages like Tamil, Malayalam, Kannada as well
as German and English/Indo-Aryan code-mixing
(Zampieri et al., 2019b; Mubarak et al., 2020;
Zampieri et al., 2020; Chakravarthi et al., 2021;
Modha et al., 2021). They also address harmful
content dissemination, targeting various protected
categories such as religious affiliation, national ori-
gin, sex, etc. (Zhang et al., 2019). Other efforts
have targeted misinformation, propaganda, and per-
suasiveness detection (Aly et al., 2021; Shaar et al.,
2021; Da San Martino et al., 2020a), where the goal
is to detect verifiable claims, their veracity, span,
and check-worthiness. Persuasive technique de-
tection has also been explored for images besides
text-based content, e.g., Dimitrov et al. (2021b)
introduced the task of propaganda in memes.

Some tasks have attempted to address affect con-
cerning various targets. Xu et al. (2016) focused
on stance prediction for given targets, i.e., whether
the comment is in favour or against the target, both
in supervised and in unsupervised scenarios. Molla
and Joshi (2019) modeled sarcastic targeting of
specific entities. Rosenthal et al. (2017) focused on
sentiment analysis in Twitter.

Domain Splits # Memes # Referenced Entities
Hero Villain Victim Other Total

C
O

V
ID

-1
9 Train 2,700 163 576 317 2,438 3,494

Val 300 19 65 40 268 392
Test 381 18 106 50 359 533
Total 3,381 200 747 407 3,065 4,419

Po
lit

ic
s Train 2,852 230 1,308 441 2,617 4,596

Val 350 27 166 58 317 568
Test 350 31 167 45 308 551
Total 3,552 288 1,641 544 3,242 5,715

Table 1: Statistics about our HVVMemes dataset.

In contrast, here we focus not only on the polar-
ity of the target entity, but also on understanding
complex connotations such as glorification, vilifica-
tion, and victimisation in memes. This is both chal-
lenging and important, as memetic discourse has
taken over a sizable portion of online engagement
and as it requires specialised moderation given its
multimodal nature.

3 Dataset Curation

Towards curating a dataset that would enable
the identification of hero, villain, and victim as
roles in memes, we leveraged and reannotated the
HarMeme dataset released in (Pramanick et al.,
2021b), and we call this new dataset HVVMemes.
HarMeme includes 3,544 memes about COVID-
19 and 3,552 memes about US Politics, which are
annotated for harmfulness as well as for target type,
in case the meme is harmful, with four categories
for the latter: individual, organisation, commu-
nity, and society. Table 1 gives some statistics
about HVVMemes (note that for COVID-19, we fil-
tered out some of the memes in HarMeme, keeping
3,381 of the original 3,554 memes). As a general
trend for both domains, we observe a neutral ref-
erence for most of the entities mentioned in the
memes (3,065 for COVID-19, and 3,242 for US
Politics); for such cases, we assign a fourth cat-
egory: other. We further see that villain is the
second most frequent role (747 memes for COVID-
19, and 1,641 for US Politics), followed by victim
(407 memes for COVID-19, and 544 for US Pol-
itics), and then hero (200 memes for COVID-19,
and 288 for US Politics). We believe that this is a
realistic representation of social media engagement
involving memes, which are mostly humorous with
neutral connotations, and less frequently harmful
by indulging in vilification. Victimisation can also
be interpreted as a countering resistance to inces-
sant vilification. Finally, glorification is generally
the weakest voice in memetic discourse.

3



S. No. Annotation Guidelines
1 Meme author’s perspective needs to be considered as the frame of reference, while assigning roles.
2 Towards complete assimilation, both visual and textual cues should be factored in.
3 Relevant background context should be acquired before assigning roles.
4 Ambiguous memes can be categorised as other.

5
A 3-point Likert scale based mental frame of reference, implying negative, neutral and positive
sentiments involved, should steer the connotation adjudication.

6 All reasonably intelligible (without ambiguity) entities that are referred to in the meme must be
considered as valid targets.

7 Entities with multiple interpretations should be categorised as other.
8 The role of the original speaker of a quote, as expressed within a meme, must not be presumed.

Table 2: Key considerations in our annotation guidelines.

Entity Resolution Remark
Corona resolved to Corona Beer (whenever valid).
Govt. resolved to Government.
Putin resolved to Vladimir Putin.
CDC standardised as Centre of Disease Control (CDC).

Table 3: Examples of resolution remarks that we provided to the annotators towards entity identification.

(a) COVID-19 (b) US Politics

Figure 2: Word clouds for (a) COVID-19 and (b) US Politics domains in HVVMemes.

3.1 Annotation Setup

Since entity role labelling is complex and subjec-
tive, we formulated clear annotation guidelines,
which are summarized in Table 2. Each meme was
annotated by three annotators, and the disagree-
ments were resolved with the help of a consolidator.
We asked the annotators (i) to identify the entities,
and (ii) to assign roles to these entities.

3.1.1 Identifying the Entities
This step requires the annotators to elicit all enti-
ties that the meme refers to. This includes persons,
norp (nationalities, religious, or political groups),
facilities, organizations, geopolitical entities, loca-
tions, products, and other, as defined by spaCy’s
label scheme for named entity recognition.1

1spacy.io/models/en#en_core_web_sm

To assist the annotators, we provided them an ex-
haustive list of all automatically identified entities
along with resolution remarks whenever needed as
shown in Table 3. Note that the annotators were
not restricted to select entities from our provided
list, which can be error-prone as automatic named
entity recognition is not perfect; in fact, they were
encouraged to add additional entities as needed,
e.g., such shown in the image, but not mentioned
in the textual part of the meme.

Fig. 2a shows a word cloud visualization of the
entities referenced in COVID-19 memes: we can
see social, global, political, and economic entities
such as coronavirus, China, home, Wuhan, mask,
work, etc. Similarly, in Fig. 2b shows a word cloud
for US Politics memes, where we see entities like
Biden, party, Donald, Democratic, Obama, etc.
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To assess the general agreement between the an-
notators, we considered an agreement towards en-
tity identification if at least two annotators agreed
on an entity in the meme. The number of memes
with agreed entities was normalised by the total
number of memes with at least one valid entity
assignment by the annotators. This was done in-
dependently of the implied role category, as the
emphasis in this first step is on entity identifica-
tion. The highest agreement towards this was 0.98,
which suggests the reliability associated with the
annotator’s collective understanding of the task.
We followed a similar approach for the overall role-
wise inter-annotator agreement; see below.

3.1.2 Role Assignment
The annotation was done in three stages: (i) dry-
run, (ii) complete annotation, and (iii) consolida-
tion. As part of the dry-run, the annotators and
the consolidator annotated a random subset of 250
memes, assigning the entities the roles of hero,
villain, victim, and other. Then, we gave them
feedback and we trained them carefully by issuing
detailed guidelines that included the formal defi-
nitions of the role categories and the instructions
exemplifying the edge scenarios identified as part
of the dry-run disagreements. In the second stage,
the annotators performed a complete annotation.
This was followed by a third consolidation stage
with the help of a consolidator.

Due to the varying annotation responses and co-
referencing for each role, conventional annotation
agreement measures are not suitable for our setup.
We consider an agreement when at least two anno-
tators agree on one of the candidate entities for a
particular role, which we formalize as the following
role-wise agreement score a:

a =
vagr
vtot

(1)

We define vagr, which refers to the total number
of valid agreements, and vtot, which is the total
number of valid responses, as follows:

vagr =
N∑

i=1

Ii; vtot =
N∑

i=1

Zi (2)

where Ii is a valid agreement (1, iff two or more
annotators agree on an entity in example i), Zi is a
valid response (1, iff at least one annotator provides
a valid entity as a response in example i), and N is
the total number of examples in the dataset.

Roles Covid-19 (a) US Politics (a) Stage-3
Avg. (a)Stage-2 Stage-3 Stage-2 Stage-3

Hero 0.30 0.54 0.36 0.51 0.53
Villain 0.31 0.55 0.55 0.73 0.64
Victim 0.21 0.55 0.24 0.43 0.49
Other 0.58 0.68 0.76 0.88 0.78
Avg. 0.35 0.58 0.48 0.64 0.61

Table 4: Inter-annotator agreement (IAA) summary for
completed (Stage-2) and consolidated (Stage-3) stages
of the annotation process. Note that the average IAA for
the dry-run (Stage-1), for COVID-19 and US Politics
combined, was 0.50 (hero), 0.35 (villain), 0.14 (victim),
and 0.55 (other).

In the first dry-run stage of the annotation pro-
cess, the annotators worked on 250 memes, and
then we examined their agreement, which was 0.50,
0.35, 0.14, and 0.55, for the roles of hero, villain,
victim, and other, respectively, for COVID-19 and
US Politics combined. The inter-annotator agree-
ment for stages 2 and 3 is shown in Table 4. We
can see that the average agreement scores after the
completion stage (stage-2) are 0.35 and 0.48 for
COVID-19 and US Politics, respectively. After
the consolidation stage (stage-3), these numbers
increased to 0.58 and 0.64, respectively.

3.2 Role-wise Analysis of HVVMemes

The distribution of the referencing entities within
our HVVMemes dataset is somewhat skewed to-
wards specific entities as well as towards specific
predominant roles for these specific entities. The
entities fairly emulate the prevalent trends and dis-
course topics that social media engagement around
the period of the dataset collection reflected, which
was at the onset of the COVID-19 pandemic and
the surrounding political outlook within the United
States of America. We observed that entities like
Donald Trump and China were referenced almost
equally in COVID-19 memes as a villain and other,
while other entities are invariably referenced as
other using humor, sarcasm, limerick, etc. For the
domain of US Politics, on one hand, entities like
Donald Trump, the Democratic Party, the Republi-
can Party, and the Democrats are observed to have
similar trend of pre-dominantly being referenced
as a villain and other, and on the other hand, as a
general trend, most of the memes have at least one
vilified reference.
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Rank System Precision Recall F1
1 shiroe 55.76 62.73 58.67
2 jayeshbankoti 53.58 59.45 56.01
3 c1pher 53.91 57.25 55.24
4 zhouziming 54.19 55.36 54.71
5 smontariol 57.96 44.97 48.48
6 zjl123001 47.98 44.97 46.18
7 amanpriyanshu 30.98 34.35 31.94
8 IIITDWD 25.57 23.79 23.86
9 rabindra.nath 25.30 25.30 23.72

Table 5: Leaderboard summary for the shared task.

4 Shared Task Details

The CONSTRAINT 22 Shared Task on Detecting
the Hero, Villain, and the Victim in Memes asked to
predict which entities are glorified, vilified, and vic-
timised in a given meme. We gave the participants
the above-described labeled training and validation
datasets, where for each meme, we had the list of
corresponding entities and their labeled role. The
task was, given a meme and a list of entities, to pre-
dict the role of each of these entities in the meme.
We provided the data split by topic (COVID-19 and
US Politics), as discussed in Section 3. For the test
set, we combined and shuffled the memes from the
two topics, and we provided the memes with a list
of corresponding entities, but no labels.

The task was organized on CodaLab, an open-
source platform widely used to host machine learn-
ing and data science competitions. Our competition
link2 provided all the necessary resources for the
participants including archived news, notifications,
and forum posts communicated during the running
of the competition. We allowed the participants a
maximum of 25 submissions, and the best submis-
sion was considered for the leaderboard.

The official evaluation measure was macro-F1
score, as we have an imbalanced multi-class prob-
lem. We further report precision and recall.

5 Participation and Results

The total of 105 teams registered for the compe-
tition, and nine of them made submissions to the
leaderboard, making a total of 71 attempts to im-
prove their scores. The teams tried a variety of
approaches, and below we discuss the approaches
by the six teams who also submitted a system de-
scription paper with information about their runs.

2https://codalab.lisn.upsaclay.fr/
competitions/906

• shiroe/jayeshbankoti (Kun et al., 2022)
achieved the best results overall. One of
the distinctive approaches that the authors
followed was to make use of Celebrity
face detection from the input meme images
using Giphy’s Github.3 In addition, a
sub-image detector using YoloV54 leveraged
the bounding boxes for memes with multiple
images. This was input into an ensemble
model of DeBERTa (He et al., 2021) +
RoBERTa (Liu et al., 2019) + ViLT (Kim
et al., 2021) + EfficientNetB7 (Tan and Le,
2019) with averaging of the predictions in
the final layer. Though they incorporated a
celebrity detector, the lack of other external
knowledge limited their system performance.
Their source code is available at https:
//bitbucket.org/logicallydevs/
constraint_2022/src/master/

• c1pher (Singh et al., 2022) were ranked third.
It is remarkable that they achieved this re-
sult using just the text input. They formu-
lated the problem as a Multiple Choice Ques-
tion Answering Task (MCQA), and they used
an ensemble of three modules: twitter-xlm-
roberta + COVID-BERT (Müller et al., 2020)
+ BERT-tweet (Nguyen et al., 2020). They fur-
ther added a sentiment module trained using
RoBERTa, with the final classification layer
comprising Support Vector Machine (SVM).
A major drawback of this approach is that they
ignored the image as an input altogether.

• zhouziming/zjl123001 (Zhou et al., 2022)
leveraged the Visual Commonsense Reason-
ing (VCR) framework in a multimodal model.
They built an ensemble of VisualBERT (Li
et al., 2019) + UNITER (Chen et al., 2020)
+ OSCAR (Li et al., 2020) + ERNIE-Vil
(Yu et al., 2021), combined using an SVM.
To handle the disproportionately large num-
ber of Other examples, they introduced loss-
reweighting. The lack of sufficient external
knowledge and position information about
the OCR text with the image restricted their
system performance. Their source code
is available at https://github.com/
zjl123001/DD-TIG-Constraint

3http://github.com/Giphy/
celeb-detection-oss

4https://github.com/ultralytics/yolov5
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System BERT R-BERT D-BERT CLIP EB7 OFA ViLT ViT VB U O E-V SVM XGB BF VADER W-P
shiroe X X X X
c1pher X X X
zhouziming X X X X X
smontariol X X X X
IIITDWD X X
rabindra.nath X X X X

Table 6: Models used by the participants as part of their system submissions. R-BERT: RoBERTa, D-BERT:
DeBERTa, EB7: EfficientNetB7, OFA: Once-for-All, ViLT: Visual and Language Transformer, ViT: Visual
Transformer, VB: Visual BERT, U: UNITER, O: OSCAR, E-V: ERNIE-Vil, SVM: Support Vector Machines,
XGB: XGBoost, BF: Block Fusion and W-P: Wu-Palmer.

• smontariol (Montariol et al., 2022) experi-
mented with sampling to handle data imbal-
ance, trying six strategies. On top of that, they
used an ensemble of CLIP (Radford et al.,
2021) + VisualBERT + OFA (Cai et al., 2020)
with XGBoost as the final layer for classifica-
tion. The potential limitations of this approach
include OCR errors and issues with image–
text correspondence. Their source code
is available at https://github.com/
smontariol/mmsrl_constraint

• IIITDWD (Fharook, 2022) combined
sentiment- and lexicon-based approaches to
associate sentiment polarity and roles with
each entity. For sentiment classification,
they used VADER5. Moreover, to associate
commonly used words for hero, villain, and
victim, they developed a corpus and used Wu-
Palmer similarity.6 The way was done and
its impact are described in insufficient detail.
Their source code is available at https:
//github.com/fharookshaik/
shared-task_constraint-2022

• rabindra.nath (Nandi et al., 2022) proposed
an approach using BLOCK fusion (Ben-
younes et al., 2019) for combining the image
with text embeddings. They used a combina-
tion of ViT (Bobicev and Sokolova, 2017) and
BERT (Devlin et al., 2019) for the image and
for the text, respectively, followed by SVM as
the final layer for classification. The empirical
approach limits their system performance
despite adding several data augmentation
techniques. Their source code is available
at https://github.com/robi56/
harmful_memes_block_fusion

5https://pypi.org/project/
vaderSentiment/

6https://arxiv.org/ftp/arxiv/papers/
1310/1310.8059.pdf

The evaluation results for the above systems are
shown in Table 5. We can see that the macro-F1
scores range between 58.67 and 23.72, with a mean
of 44.31 and a median of 48.48.

Table 6 further gives a summary of the most im-
portant components of the participating systems.
We can see that one commonly used architecture is
BERT and its variants, including multi-modal vari-
ants, whereas SVM is the preferred way to combine
the components of ensemble systems.

6 Conclusion

Understanding and interpreting the connotations
behind the entities in a meme is a difficult prob-
lem, which we pioneered in this shared task. Given
a meme and a list of entities, the task asks to de-
tect the role of each entity as a hero, a villain, a
victim, or other. We curated HVVMemes, a large-
scale meme dataset of 7,000 memes spanning the
domains of COVID-19 and US Politics, annotated
with the entities they refer to as well as with their
role. The shared task attracted 105 registered partic-
ipants, out of which nine made official submissions,
and six submitted papers describing their systems.
We hope that our dataset and task setup will en-
able further research towards understanding how
entities are portrayed in memes.
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Abstract

The memes serve as an important tool in online
communication, whereas some hateful memes
endanger cyberspace by attacking certain peo-
ple or subjects. Recent studies address hateful
memes detection while further understanding
of relationships of entities in memes remains
unexplored. This paper presents our work at the
Constraint@ACL2022 Shared Task: Hero, Vil-
lain and Victim: Dissecting harmful memes for
semantic role labelling of entities. In particular,
we propose our approach utilizing transformer-
based multimodal models through a visual com-
monsense reasoning (VCR) method with data
augmentation, continual pretraining, loss re-
weighting, and ensemble learning. We describe
the models used, the ways of preprocessing
and experiments implementation. As a result,
our best model achieves the Macro F1-score of
54.707 on the test set of this shared task1.

1 Introduction

Memes are getting popular as a communication
tool on social media platforms for expressions of
opinions and emotions, conveying a subtle message
through multimodal information from both images
and texts. However, memes are increasingly abused
to spread hate instigate social unrest and therefore
seem to be a new form of expression of hate speech
on online platforms (Bhattacharya, 2019).

Automatic hateful memes detection is difficult
since it primarily requires context and external
knowledge to understand online speech, which
sometimes can be very short and contains nuanced
meaning (Pramanick et al., 2021). A new type of
challenging task has been introduced by The Hate-
ful Memes Challenge (Kiela et al., 2020) proposed
by Facebook AI to leverage machine learning mod-
els to address hateful memes detection problems,
which can only be solved by joint reasoning and un-

1https://github.com/zjl123001/
DD-TIG-Constraint

derstanding of visual and textual information (Zhu,
2020).

In previous studies, researchers focus on binary
classification problems, labelling a meme as hateful
or non-hateful based on image and text features
(Afridi et al., 2020). Moreover, the relationships of
entities in memes remain unexplored, and the task
of role labelling of entities in hateful memes can
be more sophisticated.

The Constraint@ACL2022 Shared Task: Hero,
Villain and Victim: Dissecting harmful memes
for semantic role labelling of entities offers us
a perspective on this issue (Sharma et al., 2022).
This task aims to promote the detection and clas-
sification of glorified, vilified or victimized enti-
ties within a meme. The shared dataset concerns
memes from US Politics domains and Covid-19.
Covid-19-related online hostile content especially
demands to be detected as early as possible after
their appearance on social media.

In this paper, we present our work on this task.
Specifically, mainstream multimodal models of
transformer-based architecture are applied through
a visual commonsense reasoning (VCR) method,
with the leverage of continual pretraining to fit mod-
els with our dataset. Then, data augmentation and
loss re-weighting are implemented to improve the
performance of models. The predictions from vari-
ant models are combined in a machine learning
method to produce final results.

2 Related Work

Hateful memes understanding and reasoning is a
vision and language task. Current state-of-the-
art Vision-Language machine learning models are
based on the transformer architecture (Vaswani
et al., 2017). Multimodal models learn the joint
visual and textual representations through self-
supervised learning that utilize large-scale unla-
belled data to conduct auxiliary tasks (Chen et al.,
2022), including masked language modelling based
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on randomly-masked sub-words, masked region
prediction and image-text matching. Among these
models, there are two prevalent approaches: single-
stream and dual-stream (Du et al., 2022).

In single-stream architecture, the representa-
tions of two modalities are learned by a single
transformer encoder. Particularly, the text embed-
dings L = {w1, w2, w3, · · · , wl} and image fea-
tures V = {o1, o2, o3, · · · , ok} are concatenated
together as X = {L ∥ V }, added some special em-
beddings to indicate position and modalities, and
fed into a transformer-based encoder.

There are many implementations in single-
stream models, such as VisualBERT (Li et al.,
2019), UNITER (Chen et al., 2020), OSCAR (Li
et al., 2020).

In dual-stream models, the image and text fea-
tures are first sent to two independent encoders.
Then two features are separately fed into cross-
modal transformer layers, where the query vectors
are from one modality while the key and value
vectors are from another. They are responsible
for exchanging the information and aligning the
semantics between the two modalities L and V .
The formula of cross-modal transformer layers is
represented as follows.

Lm
i = CrossAttL−V (Lm−1

i , {V m−1
1 , · · · , V m−1

k }) (1)

V m
i = CrossAttV −L(V

m−1
i , {Lm−1

1 , · · · , Lm−1
l }) (2)

where m is the mth cross-attention layer, k is the
number of visual tokens, and l is the length of text
tokens.

Following each cross-attention layer, there is
also a layer computing the self-attention of each
modality independently. Features are combined at
the end of the model.

Several dual-stream models have been proposed
in former studies, such as LXMERT (Tan and
Bansal, 2019), ERNIE-Vil (Yu et al., 2020), De-
VLBERT (Zhang et al., 2020), VilBERT (Lu et al.,
2019),

3 Task Definition

Given the image and transcribed text of a meme,
the role of a certain entity in this meme will be
determined as hero, villain, victim or other, which
can be interpreted as a multi-class classification
task.

• Input: a meme image V , text transcriptions
L, a entity E

• Output: y ∈ {hero, villain, victim, other}

The official evaluation measure for the shared
task is the macro-F1 score for the multi-class clas-
sification.

4 Data Composition

The dataset provided in this task is a combination
of memes from Covid-19 and US Politics domain.
Every sample in the train and validation set con-
tains an image, a transcription of texts and a list
of entities with annotated labels. The shared task
organizers provide the definitions for each class 2:

• Hero: the entity is presented in a positive
light, glorified for its actions.

• Villain: the entity is portrayed negatively,
e.g., in an association with adverse traits like
wickedness, cruelty, hypocrisy, etc.

• Victim: the entity is portrayed as suffering
the negative impact of someone else’s actions
or conveyed implicitly within the meme.

• Other: the entity is not a hero, a villain, or a
victim.

We present the distribution of entities’ roles in
Table 1.

Covid-19
Hero Villain Victim Other

Train 190 662 360 6022
Val 20 81 48 674
Test 21 124 58 1087

US Politics
Hero Villain Victim Other

Train 285 1765 550 7680
Val 34 224 73 915
Test 31 226 56 830

Table 1: Numbers of sample for each role label in Covid-
19 and US Politics domain

There is a considerable imbalance in the distri-
bution of entities’ roles where the “other” class
accounts for more than 80 percent of the whole

2https://codalab.lisn.upsaclay.fr/
competitions/906
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dataset. Meanwhile, the distribution of entities’ fre-
quency also shows a disparity. We present some
most frequent entities with their roles distribution
in Figure 1.

Hero Villiain Victim Other

donald trump 47 560 68 708

coronavirus 3 68 12 661

joe biden 22 183 17 587

barack obama 39 90 28 488

mask - - - 326

work from home - - - 272

2020 - 35 - 167

democratic party - 161 24 115

Figure 1: Roles distribution of most frequent entities

5 System Descriptions

5.1 Preparation

For visual feature preprocessing, we use the
pretrained Mask-RCNN model provided in the
detectron2 framework3 to obtain the object de-
tection based region feature embedding V =
[o1, o2, · · · , ok] of images. Detectron2 is proposed
by Facebook AI with state-of-the-art detection and
segmentation algorithms. Specifically, 50 boxes
of 2048 dimensions region-based image features
are extracted for every meme. For the text tran-
scriptions, we make the content lower-case and
remove punctuation and stopwords with NLTK li-
brary (Loper and Bird, 2002).

5.2 Vision and Language Models

Four mainstream multimodal models of VL trans-
former architectures are applied in this work,
namely: VisualBERT, UNITER, OSCAR, and
ERNIE-Vil.

VisualBERT (Li et al., 2019), known as the first
image-text pre-training model, uses the visual fea-
tures extracted by Faster R-CNN, concatenates the
visual features and textual embeddings, and then
feeds the concatenated features to a single trans-
former initialled by BERT.

UNITER (Chen et al., 2020) learns contextual-
ized joint representation of both visual and textual

3https://github.com/facebookresearch/
detectron2

modalities through local alignment in the recon-
struction of masked tokens/regions across modal-
ities, powering heterogeneous downstream V+L
tasks with joint multimodal embeddings.

OSCAR (Li et al., 2020), instead of simply using
image-text pair, adds object tags detected from the
image and represent the image-text pair as a <Word,
Tag, Image> triple to help the fusion encoder better
align different modalities.

ERNIE-Vil (Yu et al., 2020), as a typical dual-
stream model, enhances the model with the ap-
plication of scene utilizing scene graphs of visual
scenes, which can learn the joint representations
characterizing the alignments of the detailed se-
mantics across vision and language.

For domain adaptation, we carry out continual
pretraining on our dataset to reduce the distribution
gap between the pretraining dataset and our memes
dataset. Masked Language Modeling (MLM) pre-
training task is taken on pretraining VisualBERT-
large, UNITER-large, and OSCAR-large model.

5.3 VCR Implementation

Visual Commonsense Reasoning (VCR) focuses on
a higher-order cognitive and commonsense under-
standing of relationships of the visual components
in the image (Zellers et al., 2019). Former studies
take a question, answer choices and an image into
models to predict the right answer as a multi-class
classification problem (Su et al., 2019). We modify
this method’s input and output format to conduct
our experiments.

As can be seen in Figure 2, we concatenate the
given entity and text tokens as the textual input with
a separate token [SEP ], while different segment
embedding will be added respectively to indicate
their states. Then, textual input and visual will
be concatenated in the single-stream model like
VisualBERT. They would be separately sent into
encoders in the dual-stream model like ERNIE-
Vil. In the single-stream model, the final output
feature of [CLS] element is taken. In the dual-
stream model, textual and visual features are fused
through sum or multiplication. Then, features are
fed to a linear layer with softmax to predict the role
of the given entity.

The final objective is to minimize the cross-
entropy (CE) loss between the predicted distribu-
tion and the targeted role category, which can be
formally defined as:
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[CLS] Tok 1 [SEP]Tok N Tok 1 [SEP]Tok N [IMG] [END][IMG]... ... ...

Single-stream Model

Entity Text Image Regions

FC layer & Softmax

Tok 1 [SEP]Tok N Tok 1 [END]Tok N [IMG] [END][IMG]... ... ...

Text Encoder 

Entity Text Image Regions

FC layer & Softmax

Image Encoder 

Text Features Image Features 
Cross-attention & 
Self-attention

Fusion

(a) Input and output format for single-stream model

(b) Input and output format for dual-stream model

Figure 2: The input and output format of our system

p(x) =
exp(g(x)i)∑N
j=1 exp(g(x)j)

(3)

L = −
∑

logp(x) · y (4)

where g(x) is the output of the FC layer and N
is the number of labels.

5.4 Loss Re-weighting
A loss re-weighting strategy has been applied in our
experiment since the "other" class accounts for the
overwhelming majority of entries in samples, while
hero, villain, and victim roles shall be stressed.
Thus, our new loss function is defined as follows:

L = −
∑

α · log p(x) (5)

α =

{
αneg y = other

αpos else
(6)

where αneg and αpos are the weights for the "other"
role and "non-other" role respectively as αneg <
αpos and αneg + αpos = 1.

5.5 Data Augmentation
We adopt the data augmentation with the back-
translation strategy. Specifically, the provided text
of each meme is paraphrased with Baidu translation
API: English-Chinese-English and English-French-
English. Diverse sentences are produced for each
meme to enrich our dataset.

5.6 Ensemble Learning

We train these four base models with different seeds
to produce a total of 16 models. The predicted
scores on validation set are generated by all models.
Then, a SVM model is trained with the predictions
and true labels. In the testing phase, the predictions
on the test set are fed into the trained SVM model
to make final ensemble predictions.

5.7 Experimental Setting

For continual pretraining on VisualBERT, OSCAR,
and UNITER, each word in the text transcriptions
is randomly masked at a probability of 15 per-
cent. The final output feature corresponding to
the masked word is fed into a classifier over the
whole vocabulary, driven by softmax cross-entropy
loss.

We finetune all models with a focal loss (Lin
et al., 2017) and a batch size of 16. The max se-
quence length is set at 256. The Adam optimizer
is used with a learning rate of 1e-5 and 10 percent
linear warm-up steps. VisualBERT, OSCAR, and
UNITER are trained for 10 epochs and ERNIE-Vil
models are trained for 10000 steps. The weights
with the best scores on the validation set are saved
and used for inference on the test set.
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Source Model Macro F1-score
Original model VisualBERT-large 47.8

UNITER-large 48.8
OSCAR-large 48.5
ERNIE-Vil-large 50.9

Continual pretrained model VisualBERT-large 48.2
UNITER-large 49.9
OSCAR-large 49.2
Ensemble 54.7

Table 2: Results of models in our systems

6 Results and Discussion

In Table 2, we present the results of our experi-
ments in a step by step manner. We started with
finetuning base models provided by original au-
thors. Then, VisualBERT-large, UNITER-large,
and OSCAR-large models are pretrained on our
dataset with MLM task and finetuned on our task.
After that, ensemble learning is implemented to
combine results of various models. We evaluate
our models using official metrics Macro F1-score
on test set.

ERNIE-Vil has been the SoTA model on the
multimodal task leaderboard and in this task it
also achieves competitive performance at 50.9 on
the test set without further continual pretraining,
which outperforms all the single-stream models
by over 2 in Macro F1-score. We consider that
through incorporating structured knowledge ob-
tained from scene graphs during cross-modal pre-
training, ERNIE-Vil learns more knowledge which
benefits the downstream task.

Meanwhile, VisualBERT-large, UNITER-large,
and OSCAR-large models shows improvements in
performance through continual pretraining, which
can be interpreted as domain adaptation on our
dataset.

Ensemble learning remarkably raises our score
by 3.5 than the best single model, which achieves
the best score for our submission in this task.

6.1 Error Analysis

A classification report is presented in table 3, which
allows us to do further assessments on our system.

Our system has a relatively poor performance
on the class Hero. On the one hand, we interpret
it as a lack of sample of this class in the training
set. It is insufficient for our model to learn the
features of this class. On the other hand, through
observing bad cases, we find some memes need

precision recall f1-score support
Hero 0.31 0.33 0.32 52
Villain 0.55 0.50 0.52 350
Victim 0.44 0.41 0.43 114
Other 0.88 0.89 0.89 1917
Macro-avg 0.54 0.53 0.54 2433

Table 3: An classification report for our final submis-
sion

considerable external knowledge about history and
politics, which can even be challenging for human
beings to comprehend and do classification.

6.2 Future Directions

In our experiment, we use an End2End solution
to do roles classification, concatenating the en-
tity with input sequence as a <entity, text, image>
triplet. However, we do not directly point out the
entity’s corresponding region in the image. Some
other researchers (Li et al., 2020) have discussed
this problem: it is naturally weakly-supervised
learning since there are no explicitly labelled align-
ments between regions or objects in an image and
words or phrases in the text. We hypothesize that
our model can not align some unusual entities cor-
rectly with its image and text. Moreover, compre-
hending a meme in the political domain heavily
relies on knowledge, while the size of the whole
dataset is relatively small, so our continual pre-
training on a task-specific dataset is far from suffi-
cient. There are two directions for further develop-
ment of our system on this issue. On the one hand,
more in-domain data can be incorporated to enlarge
the dataset. On the other hand, knowledge-based
models or external knowledge sources can be intro-
duced to help the model understand the background
and reason the relations of entities.
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7 Conclusion

In this paper, we have exploited a VCR approach
to tackle the role labelling of entities in hateful
memes, which is a novel task in multimodal under-
standing and reasoning. Four popular transformer-
based multimodal models, VisualBERT, UNITER,
OSCAR, and ERNIE-Vil are applied as base mod-
els while strategies like loss re-weighting and data
augmentation are implemented during the training
of models. Then, continual pretraining is taken for
domain adaptation and achieves better performance.
Ensemble learning of variant models achieves the
impressive Macro F1-score of 0.5470 on the final
(unseen) test set.
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Abstract

Identifying good and evil through representa-
tions of victimhood, heroism, and villainy (i.e.,
role labeling of entities) has recently caught the
research community’s interest. Because of the
growing popularity of memes, the amount of
offensive information published on the internet
is expanding at an alarming rate. It generated
a larger need to address this issue and analyze
the memes for content moderation. Framing
is used to show the entities engaged as heroes,
villains, victims, or others so that readers may
better anticipate and understand their attitudes
and behaviors as characters. Positive phrases
are used to characterize heroes, whereas nega-
tive terms depict victims and villains, and terms
that tend to be neutral are mapped to others. In
this paper, we propose two approaches to role
label the entities of the meme as hero, villain,
victim, or other through Named-Entity Recog-
nition(NER), Sentiment Analysis, etc. With an
F1-score of 23.855, our team secured eighth
position in the Shared Task @ Constraint
2022.

1 Introduction

The availability of smartphones and the internet
has caught the interest of today’s youth in social
media. These applications provide a large platform
for users to communicate with the outside world
and share their thoughts and opinions. With these
advantages comes a disadvantage: many people ex-
ploit the platform to spread offensive content on so-
cial media under the guise of freedom of expression
(Boon, 2017). This incendiary material is usually
directed towards a single person, a small group of
people, a religious group, or a community. People
create offensive content and aggressively spread it
over social media (P. Fortuna, 2018; T. Davidson,
2017). For many purposes, including commercial
and political benefit, this type of information is
created (Jeff Goodwin and Polletta, 2009; Biradar
et al., 2022). This type of communication can dis-

turb societal harmony and spark riots. It also has
the ability to have a negative psychological impact
on readers. It has the potential to harm people’s
emotions and behavior (Stieglitz and Dang-Xuan,
2013; Biradar et al., 2021). As a result, identify-
ing such content is crucial. Further, researchers,
politicians, and investors are working to build a re-
liable method for dissecting the dangerous memes
present over the internet.

Framing allows a communication source to por-
tray and describe a problem within a "field of mean-
ing" by employing conventional narrative patterns
and cultural references (Scheufele, 1999). By con-
necting with readers’ existing knowledge, cultural
narratives, and moral standards, framing helps to
construct events (Green). It can portray the charac-
ters in a story as heroes, villains, or victims, making
it easier for the audience to anticipate and compre-
hend their attitudes, beliefs, decisions, and actions.
Narrative frames can be found in various media,
including memes, films, literature, and the news.
Narrators use emotionality to plainly distinguish
between good and evil through vivid descriptions
of victimization, heroism, and villainy, which is
a major feature of the popular storytelling culture
(Diego Gomez-Zara, 2018). Positive adjectives
are used to portray heroes, whereas negative terms
depict victims and villains. In popular culture,
heroes represent bravery, great accomplishments,
or other noble attributes, whereas villains represent
malicious intents, conspiring, and other undesir-
able characteristics (Diego Gomez-Zara, 2018). To
summarise, narrative frames are essential for un-
derstanding new situations in terms of prior ones
and therefore making sense of the causes, events,
and consequences.

The standard method for detecting frames of the
narrative is by examining the semantic relation-
ships between the various elements in the meme
about the events it portrays. Understanding the
events in a narrative and the roles that the entities
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in that meme play in those events, on the other
hand, is a complex, tough, and computationally
expensive task.

Thus, rather than determining all of the specific
events and event types described in the meme, as
well as the semantic relationships among the en-
tities involved in those events in great detail, we
propose methodologies in which the entities are an-
alyzed at a much higher level of abstraction, specif-
ically in terms of whether they hold the qualities
of heroes, victims, villains, or none as conveyed by
the terms used to characterize them. As a result,
we arrive at a rather basic realization. The terms
nearest to each entity are evaluated for their senti-
ment polarity or closeness to associated terms with
heroes, villains, or victims.

2 Literature review

The topic of entity role detection from narrative
has recently piqued the interest of several corporate
and academic researchers in recent times. How-
ever, there were just a few efforts to extract knowl-
edge and present it from newspaper articles that
especially utilized the newspaper article bodies to
derive meaning, focusing on the headline (Boon,
2017; Dor, 2003; Diego Gomez-Zara, 2018). But
there have been hardly any attempts to identify the
entities that had been exalted, demonized, or vic-
timized (Melodrama and of Communication, 2005).
Instead, studies were conducted to see how satire
delivered through the means of internet memes
affects brand image (Christopher Kontio). How-
ever, no existing approach has been able to handle
harmful content identification in multimodal data
employing the role labeling notion. In this paper,
the emphasis is on detecting which entities are vili-
fied, glorified or victimized in a meme by assuming
the frame of reference from the meme author’s per-
spective (Sharma et al., 2022).

3 Task and Dataset description

3.1 Task

As noted in the competition’s problem statement,
the focus is on recognizing whether entities are glo-
rified, condemned, or victimized within a meme by
assuming the meme author’s frame of reference1.

Given a meme and an entity, the task is to deter-
mine the role of each entity detected in the meme
as hero or villain or victim or other. The constraint

1https://constraint-lcs2.github.io/

here is that the meme has to be analyzed from the
perspective of the author of the meme (Sharma
et al., 2022).

3.2 Dataset description

The dataset for this task was provided by the
organizers of the competition Shared Task @ Con-
straint 2022. This dataset is a collection of memes
and their associated entities from two domains:
Covid-19 and US Politics. It is organized into
three parts: train, validation, and test set, respec-
tively. Each item of the dataset from train and
validation contains an image of the meme and its
pre-extracted OCR with its entities mapped to Hero,
Villain, Victim, and Other Categories. A sample
item of the dataset can be seen in Figure 1.

Figure 1: Train/Validation Dataset sample

Each item of the test dataset contains an image
of meme and its corresponding pre-extracted OCR
and its entities. The total dataset contains 6920
items, and a detailed domain-wise distribution of
train, validation, and test sets can be seen in Table
1.

4 Methodology

This study has proposed two submissions based
on two different methods. In the first method, we
perform entity recognition then sentiment analysis.
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Train Valid
-ation Test

Covid-19 2700 300
718 (Combined)US Politics 2852 350

Total 5552 650 718

Table 1: Data set Distribution

In the second method, we perform entity recogni-
tion and then use Wu-Palmer similarity (S. Bird,
2009) to calculate similarity scores of entities with
each of the roles, i.e., hero, villain, victim, and
other.

4.1 Data Processing

The following data processing steps were per-
formed while creating an end-to-end system, i.e.,
given a meme image, the OCR text recognizes the
entities present in that meme by performing entity
recognition on the text. However, in the compe-
tition, as the entities are already recognized and
given as an entity list, we can skip the entity recog-
nition step here for the competition.

Then each entity is linked to its corresponding
parts of the sentence (words surrounding the entity)
present in the OCR text of that respective meme.
Here a fair assumption was made that the words
nearer to the entities weigh more than those far-
ther from the entity in its role assignment. So first,
we search for entity occurrence in the OCR sen-
tences. Then using a window approach(i.e., select-
ing the n-words occurring before that entity and
the n-words occurring after the entity), we create
a sub-part of that sentence. By doing this on the
whole OCR of that respective meme, we create a
list of sub-sentences, one for each entity present in
that particular meme as shown in Figure 2.

Figure 2: Entity sentence linking example

4.2 Methods and models

In this study, two different frameworks have been
experimented for role detection. The description
of the frameworks are discussed in the following
subsections.

4.2.1 Framework-I
1. For each entity given in a particular meme,

identify the words close(i.e., surrounding
words) to these entities by linking the entity
sentence.

2. Perform sentiment analysis to determine the
polarity of these words, thus making out the
sentiment attributed to the entity.

3. Use sentiment polarity to role label the en-
tities, according to the proposed semantic
classes.

After performing entity sentence linking, we
determine the sentiment score of the words(sub-
sentences) linked with an entity; we do this for
all the entities mentioned in that particular meme.
To do this, we calculate the sentiment(i.e., word
polarity) for each word using a standard toolkit
like VADER-Sentiment2(as it has a huge vocabu-
lary of the word polarities), thus getting a polarity
for each word, which ranges between [-1, 1] (i.e.,
very-negative to very-positive). These sentiment-
polarities are then summed up for each sentence.
Finally, the sentiment-polarities for each sentence
are normalized and then averaged to get an overall
sentiment ascribed for the entity.

As we know, that hero is linked with positive
words with positive sentiment. Similarly, victims
and villains are linked with negative words with
negative sentiments. If the words(sub-sentences)
have no polarity, they don’t glorify or vilify or
victimize any entity thus semantically similar to
the class "other" as described in Figure 3.

4.2.2 Framework-II
1. For each entity given in a particular meme,

identify the words close(i.e., surrounding
words) to these entities by linking the entity
sentence.

2. Determine the resemblance of these words
with the words used to describe heroes, vil-
lains, and victims by curating word sets or
dictionaries for each role.

3. Role label the entities by analyzing their sim-
ilarity scores with those of hero, villain, and
victim. If the scores are zero or almost the
same, role label it to "other" class.

2https://pypi.org/project/
vaderSentiment/
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Figure 3: Framework-I architecture

After performing entity sentence linking, We
create three dictionaries, one for each hero, villain,
and victim containing the words or terms similar
to them, respectively. Then by using a method like
Wu-Palmer similarity3 we calculate the similarity
score of each word from the entity-sentence linking
step with hero dictionary, villain dictionary, victim
dictionary to create the similarity dictionary Figure
5. Then the similarity score for each entity is de-
termined by summing the similarity scores of all
the words found in the sub-sentences. Then it is
normalized to get an overall similarity of a partic-
ular entity with the roles of hero, villain, victim,
and others. We assign an entity to the role whose
similarity score is the highest using these similarity
scores. If the similarity scores with each of the
roles are almost similar or zero, we assign it to
the class "other" in the proposed role assignment
approach as described in Figure 4. Implementation
details of the proposed model are made publicly
available 4

5 Results

In the competition, teams were ranked based
on macro F1-Score across all the classes. The
suggested method and model secured the eighth
position in the competition for the task of dissect-
ing harmful memes for Semantic role-labeling of
entities. Table 2 shows the rankings of various
teams, and the performance of the proposed system
is indicated in bold letters.

The model performs well in the role labeling
task. However, in some cases, the model under per-

3https://arxiv.org/ftp/arxiv/papers/
1310/1310.8059.pdf

4The source code for reproducing our work can
be found at https://github.com/fharookshaik/
shared-task_constraint-2022

SL. no Username / Team Name F1 Score

1 Shiroe 58.671
2 jayeshbanukoti 56.005
3 c1pher 55.240
4 zhouziming 54.707
5 smontariol 48.483
6 zjl123001 46.177
7 amanpriyanshu 31.943
8 Team IIITDWD (fharookshaik) 23.855
9 rabindra.nath 23.717

Table 2: Top performing teams in the Competition

forms in identifying the categories due to the dif-
ficulty in capturing some of the attributes or traits
related to the roles. As a result, the overall systems’
macro F1-score has been low at 23.855. In addi-
tion, the ensembling of multiple NLP sub-tasks also
have contributed to the decrease of the F1-score
of the system. The systems’ performance can be
further improved by modeling those NLP sub-tasks
in the proposed methods using better parameters
which could potentially increase the score.

6 Conclusion and future enhancement

The current system implementations use NLP
techniques such as entity recognition, sentiment
analysis, and word sets and dictionaries, all of
which have shown promising results in the role la-
beling task. Across all classes, the existing system
implementation produced a good F1 score. How-
ever, as the model is based on simple proximity
measures, it has issues when dealing with OCR
text that contains composite grammatical structures
such as indirect speech, passive voice etc. In this
experiment, the n-words window size used for data
processing is n=3. As a result, there is potential

22



Entity Sentence
LinkingEntity List

Entity

Meme

Entity

Linked
terms

Entity

Linked
terms

Entity

Linked
terms

Entity

Linked
terms

Linked terms 
Similarity score

calculation(Using
Wu-Palmer method)

Role assignmentSimilarity Score

Hero Villain Victim Other
Similarity
Dictionary

Hero 
Dictionary

Villain 
Dictionary

Victim 
Dictionary

Figure 4: Framework-II architecture

Figure 5: Similarity Dictionary

for various future changes to increase the system’s
performance.

Further, in future experiments and add-ons, we
plan to leverage some of the SOTA(State Of The
Art) machine learning models such as SVM to dis-
cover distinct sentiment polarity boundaries for var-
ious sub-tasks to enhance the working of sub-tasks
and thereby improving the system’s role labeling
performance.

References
Shankar Biradar, Sunil Saumya, and Arun Chauhan.

2021. Hate or non-hate: Translation based hate
speech identification in code-mixed hinglish data set.
In 2021 IEEE International Conference on Big Data
(Big Data), pages 2470–2475. IEEE.

Shankar Biradar, Sunil Saumya, and Arun Chauhan.
2022. Combating the infodemic: Covid-19 induced
fake news recognition in social media networks.
Complex & Intelligent Systems, pages 1–13.

Miriam L. Boon. 2017. Augmenting media literacy
with automatic characterization of news along prag-
matic dimensions. ACM Conference on Computer
Supported Cooperative Work and Social Computing.

Melker Pripp Viktor Magnusson Christopher Kontio,
Klara Gradin. An exploration of satirical internet
memes effect on brand image. Linnaeus University.

Larry Birnbaum Diego Gomez-Zara, Miriam Boon.
2018. Detection of roles in news articles using natu-
ral language techniques. 23rd International Confer-
ence on Intelligent User Interfaces.

Daniel Dor. 2003. On newspaper headlines as relevance
optimizers. Journal of Pragmatics.

Melanie C. Green. Transportation into narrative worlds:
The role of prior knowledge and perceived realism.
Discourse processes.

James M. Jasper Jeff Goodwin and Francesca Polletta.
2009. Passionate politics: Emotions and social move-
ments. University of Chicago Press.

Melodrama and September 11. Journal of Communica-
tion. 2005. Villains, victims and heroes: Melodrama,
media, and September 11. Journal of Communication
55.

S. Nunes P. Fortuna. 2018. A survey on automatic
detection of hate speech in text. ACM Computing
Surveys (CSUR).

E. Loper S. Bird, E. Klein. 2009. Natural language pro-
cessing with python: analyzing text with the natural
language toolkit. O’Reilly Media, Inc.

Dietram A. Scheufele. 1999. Framing as a theory of
media effects. Journal of communication.

Shivam Sharma, Tharun Suresh, Atharva Kulkarni, Hi-
manshi Mathur, Preslav Nakov, Md. Shad Akhtar,
and Tanmoy Chakraborty. 2022. Findings of the con-
straint 2022 shared task on detecting the hero, the
villain, and the victim in memes. In Proceedings of
the Workshop on Combating Online Hostile Posts in
Regional Languages during Emergency Situations -
CONSTRAINT 2022, Collocated with ACL 2022.

Stefan Stieglitz and Linh Dang-Xuan. 2013. Emotions
and information diffusion in social media—sentiment
of microblogs and sharing behavior. Journal of man-
agement information systems.

M. Macy I. Weber T. Davidson, D. Warmsley. 2017.
Automated hate speech detection and the problem of
offensive language. Proceedings of the International
AAAI Conference on Web and Social Media.

23



Proceedings of the Workshop on Combating Online Hostile Posts in Regional Languages during Emergency Situations, pages 24 - 34
May 27, 2022 ©2022 Association for Computational Linguistics

Logically at the Constraint 2022: Multimodal role labelling

Ludovic Kun * , Jayesh Bankoti * , and David Kiskovski
Logically, London, UK

Abstract

This paper describes our system for the Con-
straint 2022 challenge at ACL 2022, whose
goal is to detect which entities are glorified,
vilified or victimised, within a meme . The
task should be done considering the perspec-
tive of the meme’s author. In our work, the
challenge is treated as a multi-class classifi-
cation task. For a given pair of a meme and
an entity, we need to classify whether the en-
tity is being referenced as Hero, a Villain, a
Victim or Other. Our solution combines (en-
sembling) different models based on Unimodal
(Text only) model and Multimodal model (Text
+ Images). We conduct several experiments and
benchmarks different competitive pre-trained
transformers and vision models in this work.
Our solution, based on an ensembling method,
is ranked first on the leaderboard and obtains a
macro F1-score of 0.58 on test set. The code
for the experiments and results are available at
here .

1 Introduction

The rapid rise in the amount of harmful content be-
ing spread online is becoming a major societal chal-
lenge, with still unknown negative consequences.
Large resources have been invested by many actors
in the field of social media to shield users from
harmful content. It is imperative to understand in
a systematic way how information is spread, and
be able to scalably monitor existing narratives and
flag hateful ones circulating using technology. One
way this is done is using entity recognition coupled
with entity sentiment (Kiritchenko et al., 2021).
The former technique is to support OSINT(open
source intelligence) analysts in understanding who
or what are the subjects of discussion, and the lat-
ter automates the process of analysing if they are
coupled with positive or negative feelings, in order
to assist with understanding the stance of online
users on specific topics. Efforts to tackle this chal-
lenge were mainly focused on English-language

text-based data formats such as articles (Wankhade
et al., 2022). However, the complexity of content
being posted online has drastically increased over
time, and the challenge of harmful content detec-
tion now extends to multimedia, including memes
(Alam et al., 2021). The emergence and prolifer-
ation of memes on social media have made their
analysis a crucial challenge to understand online
interactions. A point can also be made about the
study of entities sentiment online, as the polarising
portrayal of famous (or infamous) personalities or
institutions often give rise to inflammatory views
and content.

Extracting insights from memes is a novel field
and still has a lot of opportunities for growth. The
multimodality of text and image adds a layer of
complexity which contains more information, but
is also harder to extract. Indeed each modality
needs to understand their intrinsic properties but
also capture cross-modal semantic understanding
(Müller-Budack et al., 2021). This paper delves
into the field of multimodal semantic role labelling,
a new task with particular challenges.

Examples of the multimodal dataset (Sharma
et al., 2022) used to tackle this problem and pro-
vided as part of the CONSTRAINT competition
are presented in Figure 1. The first sample shows
a meme image displaying two politicians from op-
posite parties separated on two sides of the image,
with text around them, as well as the associated
JSON line input with the extracted text from the im-
age (also known as Optical Character Recognition
or OCR), as well as the entities’ mentioned labelled
roles. In this case, all entities are referenced in the
text of the image. In the second sample, however,
we notice that not all are mentioned in the text, and
visual information is needed to classify all entities.

Depending on the textual information in the im-
age, textual role classification is insufficient as
some memes’ underlying message requires under-
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Figure 1: CONSTRAINT dataset example

standing of the visual information it contains, es-
pecially with the use of humour and sarcasm often
associated with the format.
The work done in this competition aims at find-
ing unique and effective ways of tackling harmful
meme classification as seen in the current social
media space. An algorithm is designed for the task
of role labelling for memes using a twin model
(and ensemble) method. This Siamese network is
constructed by combining the output of pre-trained
State-of-the-Art (SoTA) models for both the visual
components in the form of a CNN (Efficientnet-B7
(Tan and Le, 2019)) and for textual components
using a transformer (DeBERTa (He et al., 2020)).
The feature outputs obtained from both branches
are then combined to obtain a final solution. Data
analysis and investigation into potential bias in the
dataset are also conducted to contextualise the task
and present the difficulties of curating accurate mul-
timodal datasets aimed at tackling the task for data
in the wild (Gao et al., 2021). In this paper, an
overview of past work in the field is presented (sec-
tion 2), followed by a deep dive into the problem
statement as well as the method followed to re-
spond to it (section 3), then data analysis (section
4). Experiments ran are presented in section 5,
with results and discussion in section 6, and finally
conclusion (section 7).

2 Related Work

There have been some work done with respect
to semantic role labelling in text. The idea of
ABSA(Aspect Based Sentiment Analysis) works
along the same line. Hence, utilisation of De-
BERTa has provided the SoTA results (Silva and
Marcacini) due to the disentangled attention im-
proving the focus more on the positional embed-
dings rather than just based on the word embed-
dings. Hence, improved results were also obtained
in various SNLI task for this algorithm(He et al.,
2020).They are nowadays very popular in Natural
Language Processing (NLP) as they usually get
SoTA for a variety of NLP tasks such as classifi-
cation, sentiment analysis, Named Entity Recogni-
tion, Translation, Question Answering, etc.

Classifying memes into relevant classes is a
field that has got much more interest over the past
few years. The Facebook Hateful meme competi-
tion(Kiela et al., 2020) was a very publicised ini-
tiative to try and augment the field’s capabilities.
The task was a binary classification of hateful/not
hateful meme based on a dataset curated by META.
The winning solutions all comprised of ensembles
of multimodal models. The Memotion competi-
tions(Sharma et al., 2020) are another example of
work done in the meme space. This time, the classi-
fication was based on sentiment (positive, negative,
neutral), as well as the strength of the sentiment
and the underlying aim of the meme (satirical, hu-
mour or harmful). Multimodal models here also
obtained the top scores.

Multimodal models have seen a change over the
past few years from twin networks like Siamese
(Gu et al., 2018) to models pretrained on multiple
multimodal tasks such as image captioning and vi-
sual question answering using transformers (Devlin
et al., 2018). Object detection is used in these mod-
els to extract image features thanks to pre-trained
two-staged detectors Faster R-CNN model (Ren
et al., 2015)), or single-stage detectors (YOLO V3
(Adarsh et al., 2020)). Inspired by BERT (Devlin
et al., 2018), models such as Uniter (Chen et al.,
2019) and VisualBERT (Li et al., 2019b) use a
transformer architecture to jointly encode text and
images, while LXMERT (Tan and Bansal, 2019)
and ViLBERT (Lu et al., 2019) innovated by split-
ting their architectures in two, where a different
transformer is applied to images and text individ-
ually before the features are combined by a third
transformer. OSCAR (Object-Semantics Aligned
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Pre-training )((Li et al., 2020)) add in the text in-
put the class objects detected from the images by
a Faster R-CNN detector called object tags. The
use of object tags in images as anchor points, sig-
nificantly ease the learning of alignments during
the pretraining. These models’ effectiveness are
demonstrated through their SoTA results on differ-
ent multimodal dataset tasks such as NLVR2. This
can be attributed to the models’ increased capability
to understand cross-modal correlations. However,
these models are only as good as the data they’ve
been pretrained on, which will present a challenge
for the use case of the competition tackled in this
paper. Another point is that the architectures of the
textual streams of these models are a few years old
(such as BERT) and inferior to the current SoTA
(DeBERTa).

3 Methodology

3.1 Problem Statement

The CONSTRAINT competition is a multimodal
semantic role labelling multi-class classification
problem. The aim is to classify the role of entities
present in a meme using the image, its textual in-
formation and the entities it contains. The different
classes are ("Hero", "Villain", "Victim", "Other").
The label applied for each entity depends on how
the entity is presented in the meme:

Hero: The entity is glorified
Villain: the entity is vilified
Victim: the entity is victimised,
Other: none of the above.

3.2 Ensembling :

Our final model is an ensemble of 5 classifiers
based on existing pretrained Unimodal (text) and
Multimodal (text + images) architectures. (see
figure 3) An ensemble combine several models
to obtain a better generalised one. It usually gives
a boost of performance in exchange for a more
time-consuming model compared to more shallow
model. Different methods of ensembling exist such
as bagging, boosting, stacking, etc. We consider
that this strategy will be very helpful to reduce the
overfitting given the small number of instances
we have, and how imbalanced the dataset is. To
combine our models, we average the predictions of
our individual models.

Figure 2: UniModal Model

3.2.1 Unimodal :
We experimented a few unimodal architectures
based on transformers (Vaswani et al., 2017) such
as DeBERTa and RoBerta (Liu et al., 2019) using
only texts (OCR) and entities provided. The idea
here was to see how much performance could be
obtained just by textual information. These models
are based on self-attention layers and an improved
version of the BERT method pretrained on millions
of sentences (Devlin et al., 2018) for language mod-
elling. We fine-tuned on these models and found
DeBERTa to be performing the best among the pre-
trained BERT models. For the fine-tuning, the last
FC layer added over pooler layer of DeBERTa. The
last layer was a FC layer of size 4 to provide us
with the respective role label. The architecture for
this structure is given (see figure 2) .

3.2.2 Multi-Modal :
We also experimented Multi Modal models which
include as input data : images and texts (OCR +
entity). We tried different approaches:
(1) The “Naive” approach consisted in extracting
text features with a strong Language model - De-
BERTa - and concatenating it with visual features
with Convolutional Neural Network - EfficientNet-
B7. We added on top of these concatenated features
a Linear Layer to predict the class.
(2) The second approach was based on fine-tuning
the whole image-text multimodal model. We ex-
perimented with two models: MMBT transformers
( Multimodal Bitransformers ) (Kiela et al., 2019)
and VisualBERT (Li et al., 2019b) which has been
pre-trained on classifying multimodal experiments.
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Figure 3: Final model used for the Constraint22 competition.

(i) The MMBT transformer model utilise bert-base-
uncased model as text encoder and the CLIP model
(Radford et al., 2021) as image encoder. The main
idea was to reuse the BERT text model we had fine-
tuned for the task and freeze the 12 encoder lay-
ers. Further we fine-tuned the MMBT multimodal
model by projecting the image embeddings to text
token space. (ii) The VisualBERT was pretrained
model (Li et al., 2019b) for image-and-language
tasks like VQA, VCR, NLVR2, and Flickr30Ks.
We used the detectron2 embeddings (Ren et al.,
2015) as image encodings with bert-base-uncased
as text encoder to finetune the model.
(3) The last architecture used was ViLT (Kim et al.,
2021) (Vision and Language Transformers) which
is one of the simplest architectures for a vision
and language model. ViLT is composed of a trans-
former module which extracts and processes textual
and visual features without using separate embed-
der as it can be the case for MMBT for instance.
That method gave a significant runtime and param-
eter optimisation. (see figure 5)

3.3 Meta Data extractions :

We attempted to extract meta data information from
images in order to improve the insight from those.
Indeed, using only the OCR was sometimes insuf-
ficient because the entities were not always present
in the text. Multiple strategies were investigated
for gathering insights from images.

3.3.1 Celebrity Detector :

The first observation made was in the image below
(see figure 4) , the MEME is talking about Don-
ald Trump (who is considered as a villain in the
author’s view). However he is not mentioned ex-
plicitly. His face is visible in the MEME though.
That is why we decided to use a celebrities face
detector which detects if a select famous face is vis-
ible in the MEME. The model is composed of two
main steps : (i) a face detector based on the popular
MTCNN face detector ((Zhang et al., 2016)) (ii)
the face recognition part is based on a ResNet Ar-
chitecture. We consider adding the face in the jsonl
provided by the host when the confidence score of
the face celebrities was above 0.95. The celebrity
detector comes from Giphy’s github.
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3.3.2 Sub Image Detector
The second observation made was that a MEME
can contain multiples "sub images". In fact, as in
the figure 4, the MEME contains two images in it.
A "sub images" detector was implemented based on
YoloV5 (https://github.com/ultralytics/yolov5). We
generated an artificial dataset, based on the Hateful
MEME competition (Kiela et al., 2020), where we
filtered and kept only the MEMEs with one image.
Different single images were then combined to cre-
ate one artificial MEME, with associated bounding
boxes of the multiple subimages it contained. For
the evaluation, 100 manually labelled images were
used. The YOLO checkpoint is shared in our github
solution. Our original idea was to extract with our
detector each sub images from the MEME and as-
sociate each sentence of the OCR to the correct sub
image with the name of the famous face if it existed.
However, the OCR provided did not contain the co-
ordinate of the sentence. We attempted to make the
OCRed text match an open source OCR framework
containing word coordinates, which yielded poor
results. Therefore, the final multimodal model used
the sub image as well as the face name into the text
processing. The input of the transformer for text
data was then as follows : "[CLS] Sentence OCR
[SEP] entity to classify [SEP] face names [SEP]"

4 Dataset

The competition dataset consists of 2 memes sub-
sets, one about US politics, and the other about
Covid-19, totalling 5552 images with associated
OCR and entity annotation in the training set, and
650 in the validation set. This size is very small
to expect to build any robust SoTA vision or multi-
modal capabilities, training from scratch.

The distributions of the 4 labels are heavily im-
balanced (see table 1). Over three quarters of the
entities belong to the "other" class, and of the re-
maining classes, "villain" appears around twice as
much as both the "hero" and "victim" class com-
bined. An analysis of the entities in the dataset
was undertaken and they were observed to be well
balanced amongst the 4 classes. Indeed, as can be
expected of using data from the political domain
over the past few years, examples of common men-
tions were of "Donald Trump", "Barrack Obama",
"The Republicans", "The Democrats". The fact
that they were all amongst the most cited entities
in each label indicates the sources used to curate
the dataset was unbiased politically. Table 2 shows

Figure 4: Constraint dataset example : The first MEME
contains two sub images whereas the second MEME
don’t have the entity we are looking for.

split other villain hero victim
train 13702 2427 475 910

train (ratio) 0.782 0.139 0.027 0.052
val 1589 305 54 121

val (ratio) 0.768 0.147 0.026 0.058

Table 1: distribution class of Constraint22 dataset

the top 5 most common entity per class.
The OCRed text was obtained by running the

Google OCR API on the images, which in some
examples leads to imperfect text detection or ex-
traction. These two issues materialise in the form
of either poorly clustered text paragraphs into the
appropriate text boxes, meaning sentences from
two separate paragraphs would be concatenated
together midway through, but also through more
basic spelling mistakes.

Another point relevant to meme analysis is the
presence of sub images inside each image. An im-
age might itself contain two separate images which
tell a different story, often contrasting between sen-
timents of entities in each, such as in figure 4.

A big challenge with this task of entity classifi-
cation is detecting where the entity is mentioned
whether in the OCR or in the image. Table 3 shows
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top-n entity other villain hero victim
1 donald trump donald trump donald trump donald trump
2 coronavirus joe biden barack obama america
3 joe biden democratic party green party people
4 barack obama republican party joe biden barack obama
5 mask barack obama libertarian party democratic party

Table 2: Top 5 most common entities per class in training dataset

split ratio matching
multimodal heighttrain 0.572

val 0.602

Table 3: Ratio of entities which are present in OCR
provided

the percentage of entities present in the OCR of the
image in the dataset. Some examples, such as in
figure 4, have one of the entities to classify not
present in neither the OCR nor the image, and must
be classified from understanding of context, which
makes the task more difficult.

5 Experiments

5.1 Experimental Setting :

To train and evaluate our different models, we used
the Google Cloud Service with VM using the V100
GPU (16GB) and A100(40GB). We use the famous
Pytorch framework with the Huggingface library in
python. All our training used mixed precision and
gradient accumulation in order to speed up some
training time and allow larger model training.

5.2 Data Analysis :

Data Analysis was performed in order to under-
stand the underlying problem better and find poten-
tial imbalances that could be leveraged for higher
performances. The distribution of the number of
entities per class, as well as each individual entity
for each class was computed. Based on an a given
entity, the aim was to try and predict which class it
would most likely belong. An issue we came across
was that some entities were mentioned in different
ways: "americans" vs "american people". A rule-
based approach was incorporated in an attempt to
group these similar terms together.

Analysis was running on the OCR as well as the
output of the celebrity detection model to deter-
mine if the entity was mentioned inside the text,
in the image, both or neither. References to single

entities in the textual format would vary, one ex-
ample being for the entity "Donald Trump", which
would be referenced as "Trump", "donald", "Don-
ald Trump" to name a few. A rule based classifier
was implemented to group these terms together for
the entities that showed up most frequently.

A prediction was made based on the heuristics of
the imbalances found to establish a baseline model,
by classifying all the entities as "other", which
is the class which contains over 75% of entities.
Learning models would have to beat the accuracy
of this rule based baseline to add value.

5.3 Augmentations :
Only one augmentation was used during the train-
ing. The augmentation was applied to the entity
which needed to be classified. In fact, the entities
provided were all without any punctuation and in
lowercase format. We created a simple script which
found the entity in the original text. The original
text could contain punctuation and/or uppercase
letter. We used this augmentation for the training,
not the inference of the test set.

5.4 Unimodal NLP :
We trained a few competitive transformer ar-
chitectures on text-only data, DeBERTa-v3 and
RoBERTa.

5.4.1 DeBERTa
Two experiements were conducted for DeBERTa
(1) The first was a direct approach where we found
the role for the entity based on the OCR extracted
by the google model. The input of the transformer
was as follows : "[CLS] Sentence OCR [SEP] en-
tity to classify [SEP]"
(2) The second approach consisted of incorporat-
ing image signals in the unimodal training. We ran
the celebrity face detection algorithm and further
added these faces names text with the extracted
OCR. The input of the transformer was as follow :
"[CLS] Sentence OCR "\n" face name [SEP] entity
to classify [SEP]"
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We utilized both DeBERTa-small and DeBERTa-
large for these experiments. During the training, a
batch size of 16 was used, with a sequence length
of 128 and a linear scheduler where the learning
rate was reduced linearly during the training. The
initial learning rate was 1e− 5, gradient accumula-
tion is set at 3 epochs, and the optimizer used was
AdamW. We trained these models for 6-7 epochs.

5.4.2 RoBERTa large
A batch size of 8 was used, with a sequence length
of 275 and a linear scheduler where the learning
rate was reduced linearly during the training. The
initial learning rate was 5e− 6, and the optimizer
used was AdamW. We trained these models for 6-7
epochs.

5.5 MultiModal

5.5.1 Naive Merging:
We used a batch size of 4 (A100 GPU), with a se-
quence length of 275. As a unimodal model, we
use the face name in the text input processing. We
use 4 sub images when they exist and the MEME
image. We use an attention system inspired by the
Word Attention in (Li et al., 2019a) , before con-
catenating the image features with the text features.
We use a linear scheduler where the learning rate
is reduced linearly during the training. The initial
learning rate is 5e − 6, gradient accumulation is
set at 3 epochs, and the optimizer used is AdamW.
We trained these models for 7-8 epochs with early
stopping of 2 epoch.

5.5.2 ViLT:
We use a batch size of 4, with a sequence length
of 275. As unimodal model, we use the face name
in the text input processing. We don’t use here a
linear scheduler, but ReduceLROnPlateau where
the learning rate is reduced by a factor of 0.5 when
there is no improvement during 5 epochs. The
initial learning rate is 2e − 5, and the optimizer
used is Adam. We trained these models for 7-8
epochs with early stopping of 2 epoch.

5.5.3 MultiModal : MMBT and VisualBERT
We use a batch size of 16, with a sequence length of
128. As for multimodal model, we use the image
embeddings obtained from CLIP(Radford et al.,
2021) and detectron2 (Ren et al., 2015) model in-
dividually for MMBT and VisualBERT. The text
model used in both the architecture is bert. We
use a linear scheduler where the learning rate is

reduced linearly during the training. The initial
learning rate is 1e − 5, gradient accumulation is
set at 3 epochs, and the optimizer used is AdamW.
We trained these models for 7-8 epochs with early
stopping of 2 epoch.

5.6 Ensembling :

To improve the robustness of our solution we de-
cide to combine 5 of our models (table 4). We
chose the models to combine based on the re-
sults of the validation score and also the diversity
they could bring. For instance, we did not select
DeBERTa-v3-small because it is just a smaller ver-
sion of DeBERTa-v3-large. We select only two
multimodal models, as most of them perform quite
badly compared to the unimodal. Otherwise they
would just harm the ensemble.

6 Results and discussion

Just the simple experiment classifying all entities
as "other" yielded 0.21 f1 score. We experimented
with various models starting with just the text-
based model, further adding image signals to using
the image embeddings and finally a fully image-
and-language based multimodal model to evaluate
the model architecture efficiency in predicting a
low resource multimodal problem. Here are some
observations :-
(1) Unimodal - We can see the difference in results
moving from "DeBERTa-v3-small" to "DeBERTa-
v3-large" in Table 4. We can also see 2% improve-
ment in the model when we tried to add image
signal naively by adding the celebrity face name in
text.
(2) Multi-Modal - We can see that multimodal
model under performed a lot as seen in Table 4. We
tried to fine-tune the Visual-BERT model and the
mmbt model i.e. pre-trained vision-and-language
model but they seem to under perform due to the
lack of pre-training data. As they had been pre-
trained on much less data and very different prob-
lem like VQA , it failed to capture the model under-
standing required for the transfer learning. So as to
solve this issue we went ahead and utilised trained
"DeBERTa-v3-large" model final output layer em-
beddings and concatenated them with pooled sub-
image embedding with EfficientNetB7. Thus we
utilised the transfer learning from both the models
to give us the optimum results.
(3) Ensemble - The ensemble approach was our
final approach where we combined all the different
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Model F1-score val (macro) F1-score test (macro)
(a) DeBERTa-v2-xlarge w/o face’s name 0.54 0.53
(b) DeBERTa-v3-small w/o face’s name 0.46 0.46
(c) DeBERTa-v3-small w face’s name 0.48 0.47
(e) DeBERTa-v3-large w/o face’s name 0.55 0.55
(f) DeBERTa-v3-large w/ face’s name 0.56 0.57
(g) RoBERTa-large w/ face’s name 0.53 0.51
(h) ViLT w face’s name 0.42 0.42
(i) Naive Multi Modal (DeBERTa-v3-large + Effi-
cientNetB7) w/ face’s name

0.525 0.55

(j) MMBT (BERT + CLIP) w/ face’s name 0.48 0.46
(k) VisualBERT w/ face’s name 0.43 0.44
Ensembling Mean(a, f, g, h, i) 0.578 0.583

Table 4: Experiments Results

Rank Team Final accuracy
1 Logically 58.671%
2 c1pher 55.240%
3 zhouziming 54.707%
4 smontariol 48.483%
5 zjl123001 46.177%
6 amanpriyanshu 31.943%
7 fharookshaik 23.855%
8 rabindra.nath 23.717%

Table 5: Constraint22 Leaderboard

model outputs . We tried various ensembles and
blending techniques but we got the best LB score
with averaging of ViLT, RoBERTa large, DeBERTa
large, naive multimodal and DeBERTa-xlarge mod-
els. Final test set results and competition leader-
board are presented in Table 5. Our best model
("Ensemble") outperforms all competition systems
and best baseline models. Test result of Ensemble
model achieved 0.58 avg. F1.

7 Conclusion

We described our participation in the CON-
STRAINT 2022 Shared Task on "Detecting the
Hero, the Villain, and the Victim in Memes" with
the implementation of various models. Ensemble
model based system outperforms all the models on
val set and test set. A challenge in this task is the
low resource of data available for training models.
Hence, transfer learning provides the best results.
The best performing model in this competi-
tion combines the simple averaging of ViLT,
RoBERTa large, DeBERTa large, naive multimodal

and DeBERTa xlarge models. The ensemble
seems to perform the best as the data size is
small and we use a large model to allow for
better transfer learning, This ultimately leads to
some overfit of models but applying the averaging
improves the results, like the boosted trees systems.

We found that there were two major challenges
with the problem :- (i) The entities were sometimes
not present in the image or the text. (ii) The size of
data required to learn this implicit learning was not
sufficient. This ultimately undermines the perfor-
mance of our deep learning architecture.
Creating a dataset for real-word multimodal prob-
lems, particularly the natural language inference
problem of role labelling is challenging (Le Bras
et al., 2020). We appreciate the work by the CON-
STRAINT 2022 organizers, yet, a more elaborate
and extensive data would make this dataset more
suitable for benchmarking. As an emergent re-
search field, we hope our extensive model analysis
and proposed solutions can act as baseline and in-
spire further work.
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A Appendix I

Figure 5: Example of Multimodal Architecture used
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Abstract

This paper describes the system we developed
for the shared task “Hero, Villain and Victim:
Dissecting harmful memes for Semantic role
labeling of entities” organized in the frame-
work of the Second Workshop on Combating
Online Hostile Posts in Regional Languages
during Emergency Situation (Constraint 2022).
We present an ensemble approach combining
transformer-based models and linguistic infor-
mation, such as the presence of irony and im-
plicit sentiment associated to the target named
entities. The ensemble system obtains promis-
ing classification scores, with a macro F-score
of 55%, resulting in a third place finish in the
competition.

1 Introduction

The exponential growth of social media such as
Twitter, Facebook or Youtube has created a variety
of novel ways to communicate. This daily exposure
to other users’ opinions and comments has become
a constant in many people’s lives. Unfortunately,
this new way of freely communicating online has
also given a forum to people who want to denigrate
others because of their race, color, gender, sexual
orientation, religion, etc., or to spread fake news
and disinformation. The automatic processing of
this user generated text by means of Natural Lan-
guage Processing (NLP) techniques may contribute
to an effective analysis of public opinion, but also
to the automatic detection of this harmful online
content.

One very popular mode of expression on so-
cial media today are internet memes. Memes are
often used for entertainment purposes, but they
are also used for online trolling, because of their
potential for spreading provocative and attention-
grabbing humor (Leaver, 2013). They have been
described both as speech acts (Grundlingh, 2018)
and performative acts, involving a conscious deci-
sion to either support or reject an ongoing social

discourse (Gal et al., 2016). Their multi-modal
nature, composed of a mixture of text and image,
makes them a very challenging research object for
automatic analysis. Research has already been pro-
posed to automatically process harmful memes in
various downstream tasks. A related shared task
was proposed by Kiela et al. (2020), who orga-
nized the hateful memes challenge, where systems
were developed to detect hate speech in multimodal
memes. Most systems participating to the task
applied fine-tuning of state-of-the-art transformer
methods, such as supervised multimodal bitrans-
formers (Kiela et al., 2022), ViLBERT (Lu et al.,
2019) and VisualBERT (Li et al.) to classify memes
as being hateful or not.

This paper presents our system developed to clas-
sify entities as hero, villain, victim or other, in
memes about two controversial topics provoking
a lot of hate speech and disinformation, namely
the presidential election in the US and the COVID-
19 pandemic spreading. To tackle the task, we
incorporated both transformer-based embeddings
as well as linguistic information (implicit entity
connotations and irony detection labels) into our
classifier.

The remainder of this paper is organized as fol-
lows. Section 2 introduces the shared task and data
sets, whereas Section 3 describes the information
sources and ensemble system we developed to la-
bel named entities in memes. Section 4 lists the
experimental results and provides a detailed analy-
sis and discussion. Section 5 ends with concluding
remarks and indications for future research.

2 Shared Task and Data

The research described in this paper was car-
ried out in the framework of the Constraint 2020
shared task: Hero, Villain and Victim: Dissecting
harmful memes for Semantic role labeling of enti-
ties (Sharma et al., 2022). Given a meme and an
entity, systems have to determine the role of the
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Villain Hero Victim Other Total nr
of entities

COVID-19 train memes
2700 memes 662 190 360 6022 7234

(1927 unique)
Politics train memes

2852 memes 1765 285 550 7680 10280
(2798 unique)

Total train memes
5552 memes 2427 (14%) 475 (3%) 910 (5%) 13702 (78%) 17514

(4398 unique)
Held-out test memes

718 memes 350 (14%) 52 (2%) 114 (5%) 1917 (79%) 2433
(1103 unique)

Table 1: Statistics of the training and test data set, showing the number of entities per class, and the unique number
of entities per data partition.

entity in the meme, namely:

• hero: “The entity is presented in a positive
light. Glorified for their actions conveyed via
the meme or gathered from background con-
text”

• villain: “The entity is portrayed negatively,
e.g., in an association with adverse traits like
wickedness, cruelty, hypocrisy, etc.”

• victim: “The entity is portrayed as suffering
the negative impact of someone else’s actions
or conveyed implicitly within the meme.”

• other: “The entity is not a hero, a villain, or a
victim.”

The task is conceived as a multi-class classifica-
tion task, which has to be analyzed from the meme
author’s perspective.

2.1 Training and Test Data

The task organizers provided training data for two
controversial topics triggering a lot of hostile social
media posts, and memes in particular, viz. the pres-
idential election and COVID-19 pandemic. Table 1
shows the statistics of the training and held-out test
data. As can be noticed, the data set is very skewed
towards the “other” category (78% of the training
and 79% of the test entities). It is also interesting
to mention that out of the 1103 unique test entities,
only 542 entities also appeared in the training data.

The data was provided in the following json
format, containing the OCR’ed text from the

meme, the file name of the corresponding meme,
and a list of gold entities per category:

{“OCR": "IF PROPERLY FITTED, ONE MASK
CAN\n SAVE MANY THOUSANDS OF LIVES\n
Dr. Fauci\nXESH\nHE WH\nWASE\n”, “image”:
“covid_memes_1797.png”, “hero”: [“dr. anthony fauci”],
“villain”: [“donald trump”], “victim”: [], “other”: [“mask”] }

Figure 1: covid_memes_1797.png

3 System Description

We approached the meme entity labeling task as a
multi-class classification task, where a category is
predicted for all entities occurring in the meme. To
this end, an ensemble classifier is built combining
probability scores output by various transformer-
based language models and linguistic information
assigning implicit sentiment to the entities and de-
tecting irony in the meme text. We first give an
overview of all different information sources in-
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Figure 2: Illustration of the MCQA setup and features obtained for the transformer-based language models.

corporated in the feature vector (Section 3.1), and
then describe the ensemble method combining the
various information sources into a feature vector
for classification (Section 3.2).

3.1 Information Sources

3.1.1 Transformer-based Language Models
The information used for our first feature group are
similarity probabilities per class output by state-of-
the-art transformer-based language models. As the
target entities do not (always) occur in the OCR’ed
meme text (for example, "Donald Trump" is an
entity not present in the text in Figure 1), we had
to find a different way to fine-tune the pre-trained
language models for labeling the entities. To tackle
this issue, we recast the labeling task as a multi-
ple choice QA task (MCQA), where the various
questions are formulated as “<entity> is a hero”,
“<entity> is a vilain”, etc. The model then appends
the question (OCR’ed meme text) to each option
individually, and computes a probability output for
the similarity.

Three different transformer-based pre-trained
language models were fine-tuned for the task, ap-
plying different transformer architectures, namely
BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) and pre-trained on different types of
data: (1) twitter-base-roberta, (2) bert-tweet, and
(3) COVID-bert.

twitter-base-roberta (Barbieri et al., 2020) is
trained on 58M tweets and is a language model ap-
plying a RoBERTa architecture. While Twitter data
is already closer to meme text than the standard
Wikipedia and Common Crawl text, the tweets col-
lected for training this language model are quite a

bit older than our shared task data set.

COVID-bert (Müller et al., 2020) is trained on
a corpus of 160M more recent tweets (spanning
the first half of 2019) about the corona virus. The
content of the tweets is, however, very related to
the content of the shared task data, as they contain
covid-related key words.

bert-tweet (Nguyen et al., 2020) uses similar
pre-training data to twitter-base-roberta but is a
larger architecture with significantly increased
and recent pre-training data. The large RoBERTa
architecture was trained on 850M English Tweets,
containing 845M Tweets streamed from 01/2012 to
08/2019 and 5M Tweets related to the COVID-19
pandemic.

Each pre-trained language model was optimized
using cross-entropy for the task of multiple-choice
QA as illustrated in Figure 2. Each entity along
with it’s possible class, is treated as a separate
multiple-choice option. The Language models
were fine-tuned for 5 epochs with an LR of 1e-5,
batch size of 4 per device, on 2 Tesla V100 GPUs.

3.1.2 Implicit Sentiment
The creation of the implicit sentiment feature was
motivated by the assumption that entities might
have a predominant connotation on Twitter. To de-
termine the implicit sentiment of the entities, we
collected 400 to 800 tweets containing each entity
and combined them into a large background cor-
pus of three million tweets. As memes and tweets
both originate from social media platforms, we
considered this the most reliable source for the im-
plicit sentiment from the perspective of most users,
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although we recognize that meme-makers might
have very different opinions about certain politi-
cians. We analyzed the sentiment of the collected
tweets with a pre-trained RoBERTa model (Heit-
mann et al., 2020)1 that was pre-trained using
15 data sets across different text types, including
tweets. We grouped the tweets per entity and con-
sidered the implicit sentiment of an entity to be
determined by the percentages of positive, negative
and neutral tweets for that entity in our background
corpus. Additionally, we constructed another cat-
egorical feature reflecting the dominant implicit
sentiment (positive, neutral or negative). This way,
we ended up with four implicit sentiment features:
the distribution values for positive, negative and
neutral tweets in the background corpus and the
dominant sentiment for that target entity based on
those values. These features were finally combined
with the output of the BERT question-answering
systems into the ensemble model.

3.1.3 Irony Detection
As we assume that a lot of memes contain figura-
tive language, and irony in particular, we modeled
a second linguistic feature by performing irony
detection on the OCR text. To detect irony, we
used a pre-trained RoBERTa model (Barbieri et al.,
2020)2, which contains the RobBERTa-base model
and was fine-tuned using the SemEval 2018 data
set for Irony Detection in English tweets (Van Hee
et al., 2018). The value of the resulting feature is
the probability score for the irony label (between 0
and 1).

In hindsight, we think most of the irony did not
occur inside the OCR text but is expressed in a
multi-modal way between the image and the text.
This was confirmed by the experimental results,
as the feature for irony detection inside the OCR
text did not increase the accuracy of our system for
entity classification.

3.1.4 FastText Embeddings
The final feature group we modeled is based on
FastText embeddings (Bojanowski et al., 2017). As
we scraped a relevant background corpus contain-
ing all target entities, we hypothesized this would
also be an interesting corpus for training embed-
dings. Although FastText outputs static, and not

1https://huggingface.co/siebert/sentiment-roberta-large-
english

2https://huggingface.co/cardiffnlp/twitter-roberta-base-
irony

contextualized embeddings, it was very popular
before the transformer-based revolution in NLP,
and is computationally cheap to train word vectors.
First, the background corpus was tokenised using
NLTK’s tokenizer for tweets3, which for instance
keeps hashtags intact. FastText embedddings were
then trained using the continuous-bag-of-words
(cbow) model, which predicts the target word ac-
cording to its context. The context here is repre-
sented as a bag of all words contained in a fixed size
window around the target word. This resulted in a
vocabulary of 61,871 words and 100-dimensional
word vectors for the Twitter background corpus.
The FastText embeddings of the entities were inte-
grated in the feature vector as 100 separate features.

3.2 Ensemble System

We trained an ensemble system combining the re-
sults from each of the information sources listed
above as features. We use the probability predic-
tions for each class from the fine-tuned language
model, an average score for each implicit sentiment
(positive, negative, neutral) present in the back-
ground corpus for the respective entity, the proba-
bility score for the irony associated with the OCR
text, and the 100-dimensional pre-trained FastText
embeddings for the entity text (averaged for multi-
ple tokens in an entity), resulting in a feature vector
containing 108 features. We explain the construc-
tion of the feature vector with the 4 sets of features
in Figure 3.

We experimented with 3 classifiers, Gradi-
ent Boosted Trees (XGBddoost), Random Forest
and Support Vector Machines as implemented in
sklearn (Pedregosa et al., 2011). We used grid
searching with 5-fold cross-validation to find the
optimal hyperparameters for each classifier, and
our final classifier in all cases is an SVM with an
RBF Kernel, a C value of 0.1 and a gamma value
of 0.01.

While experimenting with the different classi-
fiers and features, we calculated feature importance
according to the linear kernel SVM classsifier. The
respective scores reflecting the contribution of
the various features to solve the task are listed in
Figure 4.

3https://www.nltk.org/api/nltk.tokenize.html
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Figure 3: A visual summary of the ensemble setup and the features involved.

4 Experimental Results

A first set of experiments was carried out to assess
the classification performance of the different lan-
guage models. In this case, the classifier is trained
and evaluated on feature vectors containing simi-
larity scores for the four different labels. The first
three lines of Table 2 show the classification scores
for this multiple choice QA language model sys-
tems. It is clear from the results that the bert-tweet
model performs best, resulting in a Macro F1-score
of 0.5467. When adding implicit sentiment for the
target entities, the score only slightly improves.

For a second set of experiments, we created an
ensemble system containing various combinations
of the MCQA language model probability scores
per label, together with the implicit sentiment fea-
ture for the target entity. The best performing en-
semble appeared to be a combination of the twitter-
xlm-roberta, COVID-bert and bert-tweet similarity
scores per label, together with the implicit senti-
ment features, resulting in the best performance

scores on the held-out test set, viz. a macro F1-
score of 0.5514. Combining this ensemble system
with the irony detection and FastText word vec-
tor features resulted in a lower F-score (0.5495)
and precision (0.5201), but in a higher recall score
(0.6045).

Table 3 lists the precision, recall and F-scores per
entity label for the best performing system, being
the ensemble system containing the best three lan-
guage model predictions together with the implicit
sentiment feature. As expected, the Other category,
which represents 78% of the training targets, per-
forms best and the Hero category performs worst
(only 3% of training entities), especially obtaining
a very low recall of 0.27. For the other two labels,
Villain and Victim, precision and recall are better
balanced.

To gain more insights into the performance of
the best classifier, we constructed a confusion ma-
trix for all labels and performed an error analysis.
Completely in line with the classification scores per
label, we can notice in the confusion matrix (Fig-
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Figure 4: Feature importances of the classifier we used for our ensemble model. The features include the MCQA
values per label for each of our language models, the percentages of positive, negative and neutral tweets found for
the entity and the probability of the text being ironic.

Model Macro-F1 Precision Recall
MCQA twitter-xlm-roberta 0.3433 0.4211 0.2898
MCQA COVID-bert 0.5083 0.5188 0.4997
MCQA bert-tweet 0.5467 0.524 0.5812
MCQA bert-tweet + Sentiment 0.5471 0.5274 0.5814
MCQA ensemble + Sentiment 0.5524 0.5391 0.5725
MCQA ensemble + Sentiment + 0.5495 0.5201 0.6045
+ FastText + Irony

Table 2: Macro-averaged F1-scores, precision and recall for the various classification systems.

Label F1-score Precision Recall
Hero 0.33 0.41 0.27
Villain 0.55 0.55 0.54
Victim 0.45 0.44 0.46
Other 0.89 0.88 0.89

Table 3: Classification scores (F1-score, precision, re-
call) for the different named entity labels.

ure 5) that most of the missed labels are wrongly
predicted as “Other” (even up to 60% for the hero
label). Another remarkable fact is that 12% of the
victim labels are predicted as villain.

Apart from challenges posed by the data set it-
self, such as noise in the OCR text, very skewed
class distribution, or spelling mistakes in the target
entities 4, our error analysis revealed some other
trends in wrongly predicted named entity labels.

4Mistakes like “dr. dr. anthony fauci” and “valdimir
puitin”.

First, it is clear that labeling entities in memes is
a very hard task. Systems have to both understand
the OCR text, but also correctly process the picture
that sometimes contains crucial information. As
we only incorporate text processing features in our
ensemble system, a lot of the erroneous predictions
are caused because of lacking visual information
to correctly interpret the picture of the meme, as
illustrated by Figure 6.

In addition, some memes require a lot of com-
mon sense or factual/news knowledge. As an ex-
ample, we can refer to Figure 7, where the entity
Melania Trump had to be labeled as “Villain”, but
was predicted by the system as “Other”. It is im-
possible, however, to interpret this meme correctly
without knowing that Donald Trump’s wife, Mela-
nia, took center stage on the first day of the Re-
publican National Convention, and was accused
of the fact that a portion of her speech plagiarized
Michelle Obama.
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Figure 5: confusion matrix of the prediction results on
the held-out test set.

Figure 6: Meme requiring visual information features.

Figure 7: Meme requiring common sense/factual knowl-
edge.

5 Conclusion

In this paper, we describe the system proposed for
the Constraint 2022 shared task on labeling enti-
ties in memes as Hero, Villain, Victim or Other.
To tackle the task, we built an ensemble classi-

fier combining the output predictions of various
transformer-based language models with implicit
sentiment features for the target entities, irony pre-
dictions on the OCR text and FastText word vectors.
The best performing system combines the predic-
tions of three different language models with the
implicit sentiment feature, obtaining a Macro F1-
score of 55%. As the data set was very skewed, we
obtained much better results for the “Other” class
than for the other three labels. Especially for the
Hero class, only represented by 3% of the training
entities, classification appeared to be challenging
(F1-score of 33%).

The analysis of the results showed there is still
a lot of room for improvement. In future research,
we plan to integrate visual information into our
ensemble system, as it is clear that we lacked this
information to properly address this multimodal
task. In addition, we will investigate other ways
to set up the multiple choice QA system, in order
to construct better sentences containing the target
entities. Finally, the system would also benefit
from more semantic information, in order to model
entities that are now not explicitly mentioned in the
OCR text. It would, for instance, be interesting to
semantically link an OCR text line talking about
Brexit with the entity UK Government. This would
allow to inject some common sense into the meme
classification system.
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Abstract

Harmful or abusive online content has been in-
creasing over time, raising concerns for social
media platforms, government agencies, and
policymakers. Such harmful or abusive con-
tent can have major negative impact on soci-
ety, e.g., cyberbullying can lead to suicides, ru-
mors about COVID-19 can cause vaccine hes-
itance, promotion of fake cures for COVID-19
can cause health harms and deaths. The con-
tent that is posted and shared online can be tex-
tual, visual, or a combination of both, e.g., in
a meme. Here, we describe our experiments in
detecting the roles of the entities (hero, villain,
victim) in harmful memes, which is part of the
CONSTRAINT-2022 shared task, as well as
our system for the task. We further provide
a comparative analysis of different experimen-
tal settings (i.e., unimodal, multimodal, atten-
tion, and augmentation). For reproducibility,
we make our experimental code publicly avail-
able.1

1 Introduction

Social media have become one of the main commu-
nication channels for sharing information online.
Unfortunately, they have been abused by malicious
actors to promote their agenda using manipula-
tive content, thus continuously plaguing political
events, and the public debate, e.g., regarding the
ongoing COVID-19 infodemic (Alam et al., 2021d;
Nakov et al., 2022). Such type of content includes
harm and hostility (Brooke, 2019; Joksimovic et al.,
2019), hate speech (Fortuna and Nunes, 2018), of-
fensive language (Zampieri et al., 2019; Rosenthal
et al., 2021), abusive language (Mubarak et al.,
2017), propaganda (Da San Martino et al., 2019,
2020), cyberbullying (Van Hee et al., 2015), cyber-
aggression (Kumar et al., 2018), and other kinds of
harmful content (Pramanick et al., 2021; Sharma
et al., 2022b).

1https://github.com/robi56/harmful_
memes_block_fusion

The propagation of such content is often done
by coordinated groups (Hristakieva et al., 2022)
using automated tools and targeting specific in-
dividuals, communities, and companies. There
have been many research efforts to develop auto-
mated tools to detect such kind of content. Sev-
eral recent surveys have highlighted these aspects,
which include fake news (Zhou and Zafarani, 2020),
misinformation and disinformation (Alam et al.,
2021c; Nakov et al., 2021; Hardalov et al., 2022),
rumours (Bondielli and Marcelloni, 2019), propa-
ganda (Da San Martino et al., 2020), hate speech
(Fortuna and Nunes, 2018; Schmidt and Wiegand,
2017), cyberbullying (Haidar et al., 2016), offen-
sive (Husain and Uzuner, 2021) and harmful con-
tent (Sharma et al., 2022b).

The content shared on social media comes in
different forms: textual, visual, or audio-visual.
Among other social media content, recently, inter-
net memes became popular. Memes are defined as
“a group of digital items sharing common charac-
teristics of content, form, or stance, which were
created by associating them and were circulated,
imitated, or transformed via the Internet by many
users” (Shifman, 2013). Memes typically consist
of images containing some text (Shifman, 2013;
Suryawanshi et al., 2020a,b). They are often shared
for the purpose of having fun. However, memes can
also be created and shared with bad intentions. This
includes attacks on people based on characteristics
such as ethnicity, race, sex, gender identity, dis-
ability, disease, nationality, and immigration status
(Zannettou et al., 2018; Kiela et al., 2020). There
has been research effort to develop computational
methods to detect such memes, such as detecting
hateful memes (Kiela et al., 2020), propaganda
(Dimitrov et al., 2021a), offensiveness (Suryawan-
shi et al., 2020a), sexist memes (Fersini et al.,
2019), troll memes (Suryawanshi and Chakravarthi,
2021), and generally harmful memes (Pramanick
et al., 2021; Sharma et al., 2022a).
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Harmful memes often target individuals, organi-
zations, or social entities. Pramanick et al. (2021)
developed a dataset where the annotation consists
of (i) whether a meme is harmful or not, and
(ii) whether it targets an individual, an organiza-
tion, a community, or society. The CONSTRAINT-
2022 shared task follows a similar line of research
(Sharma et al., 2022c). The entities in a meme are
first identified and then the task asks participants
to predict which entities are glorified, vilified, or
victimized in the meme. The task is formulated as

“Given a meme and an entity, determine the role of
the entity in the meme: hero vs. villain vs. victim
vs. other.” More details are given in Section 3.

Memes are multimodal in nature, but the textual
and the visual content in a meme are sometimes
unrelated, which can make them hard to analyze
for traditional multimodal approaches. Moreover,
context (e.g., where the meme was posted) plays
an important role for understanding its content. An-
other important factor is that since the text in the
meme is overlaid on top of the image, the text
needs to be extracted using OCR, which can result
in errors that require additional manual post-editing
(Dimitrov et al., 2021a).

Here, we address a task about entity role labeling
for harmful memes based on the dataset released
in the CONSTRAINT-2022 shared task; see the
task overview paper for more detail (Sharma et al.,
2022c). This task is different from traditional se-
mantic role labeling in NLP (Palmer et al., 2010),
where understanding who did what to whom, when,
where, and why is typically addressed as a sequence
labeling problem (He et al., 2017). Recently, this
has also been studied for visual content (Sadhu
et al., 2021), i.e., situation recognition (Yatskar
et al., 2016; Pratt et al., 2020), visual semantic
role labeling (Gupta and Malik, 2015; Silberer and
Pinkal, 2018; Li et al., 2020), and human-object
interaction (Chao et al., 2015, 2018).

To address the entity role labeling for a poten-
tially harmful meme, we investigate textual, visual,
and multimodal content using different pretrained
models such as BERT (Devlin et al., 2019), VGG16
(Simonyan and Zisserman, 2015), and other vision–
language models (Ben-younes et al., 2019). We
further explore different textual data augmentation
techniques and attention methods. For the shared
task participation, we used only the image modal-
ity, which resulted in an underperforming system
in the leaderboard.

Further studies using other modalities and ap-
proaches improved the performance of our system,
but it is still lower (0.464 macro F1) than the best
system (0.586). Yet, our investigation might be use-
ful to understand which approaches are useful for
detecting the role of an entity in harmful memes.

Our contributions can be summarized as follows:

• we addressed the problem both as sequence
labeling and as classification;

• we investigated different pretrained models
for text and images;

• we explored several combinations of multi-
modal models, as well as attention mecha-
nisms, and various augmentation techniques.

The rest of the paper is organized as follows: Sec-
tion 2 presents previous work, Section 3 describes
the task and the dataset, Section 4 formulates our
experiments, Section 5 discusses the evaluation re-
sults. Finally, Section 6 concludes and points to
possible directions for future work.

2 Related Work

Below, we discuss previous work on semantic role
labeling and harmful content detection, both in
general and in a multimodal context.

2.1 Semantic Role Labeling
Textual semantic role labeling has been widely
studied in NLP, where the idea is to understand
who did what to whom, when, where, and why.
Traditionally, the task has been addressed using
sequence labeling, e.g., FitzGerald et al. (2015)
used local and structured learning, experimenting
with PropBank and FrameNet, and Larionov et al.
(2019) investigated recent transformer models.

Visual semantic role labeling has been ex-
plored for images and video. Yatskar et al. (2016)
addressed situation recognition, and developed a
large-scale dataset containing over 500 activities,
1,700 roles, 11,000 objects, 125,000 images, and
200,000 unique situations. The images were col-
lected from Google and the authors addressed the
task as a situation recognition problem. Pratt et al.
(2020) developed a dataset for situation recogni-
tion consisting of 278,336 bounding-box ground-
ings to the 11,538 entity classes. Gupta and Malik
(2015) developed a dataset of 16K examples in 10K
images with actions and associated objects in the
scene with different semantic roles for each action.
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Yang et al. (2016) worked on integrating lan-
guage and vision with explicit and implicit roles.
Silberer and Pinkal (2018) learned frame–semantic
representations of the images. Sadhu et al. (2021)
approached the same problem for video, develop-
ing a dataset of 29K 10-second movie clips, anno-
tated with verbs and semantics roles for every two
seconds of video content.

2.2 Harmful Content Detection in Memes

There has been significant effort for identifying
misinformation, disinformation, and malinforma-
tion online (Schmidt and Wiegand, 2017; Bondielli
and Marcelloni, 2019; Zhou and Zafarani, 2020;
Da San Martino et al., 2020; Alam et al., 2021c;
Afridi et al., 2020; Hristakieva et al., 2022; Nakov
et al., 2022). Most of these studies focused on tex-
tual and multimodal content. Compared to that,
modeling the harmful aspects of memes has not
received much attention.

Recent effort in this direction include categoriz-
ing hateful memes (Kiela et al., 2020), detecting
antisemitism (Chandra et al., 2021), detecting the
propagandistic techniques used in a meme (Dim-
itrov et al., 2021a), detecting harmful memes and
the target of the harm (Pramanick et al., 2021),
identifying the protected categories that were at-
tacked (Zia et al., 2021), and identifying offensive
content (Suryawanshi et al., 2020a). Among these
studies, the most notable low-level efforts that ad-
vanced research by providing high-quality datasets
to experiment with include shared tasks such as the
Hateful Memes Challenge (Kiela et al., 2020), the
SemEval-2021 shared task on detecting persuasion
techniques in memes (Dimitrov et al., 2021b), and
the troll meme classification task (Suryawanshi and
Chakravarthi, 2021).

Chandra et al. (2021) investigated antisemitism
along with its types as a binary and a multi-class
classification problem using pretrained transform-
ers and convolutional neural networks (CNNs) as
modality-specific encoders along with various mul-
timodal fusion strategies. Dimitrov et al. (2021a)
developed a dataset with 22 propaganda techniques
and investigated the different state-of-the-art pre-
trained models, demonstrating that joint vision–
language models performed better than unimodal
ones. Pramanick et al. (2021) addressed two tasks:
detecting harmful memes and identifying the social
entities they target, using a multimodal model with
local and global information.

Zia et al. (2021) went one step further than a bi-
nary classification of hateful memes, focusing on a
more fine-grained categorization based on the pro-
tected category that was being attacked (i.e., race,
disability, religion, nationality, sex) and the type of
attack (i.e., contempt, mocking, inferiority, slurs,
exclusion, dehumanizing, inciting violence) using
the dataset released in the WOAH 2020 Shared
Task.2 Fersini et al. (2019) studied sexist memes
and investigated the textual cues using late fusion.
They also developed a dataset of 800 misogynistic
memes covering different manifestations of hatred
against women (e.g., body shaming, stereotyping,
objectification, and violence), collected from dif-
ferent social media (Gasparini et al., 2021).

Kiela et al. (2021) summarized the participating
systems in the Hateful Memes Challenge, where
the best systems fine-tuned unimodal and multi-
modal pre-training transformer models such as Vi-
sualBERT (Li et al., 2019) VL-BERT (Su et al.,
2020), UNITER (Chen et al., 2020), VILLA (Gan
et al., 2020), and built ensembles on top of them.

The SemEval-2021 propaganda detection shared
task (Dimitrov et al., 2021b) focused on detecting
the use of propaganda techniques in the meme, and
the participants’ systems showed that multimodal
cues were very important.

In the troll meme classification shared task
(Suryawanshi and Chakravarthi, 2021), the best sys-
tem used ResNet152 and BERT with multimodal
attention, and most systems used pretrained trans-
formers for the text, CNNs for the images, and
early fusion to combine the two modalities.

Combining modalities causes several chal-
lenges, which arise due to representation issues
(i.e., symbolic representation for language vs. sig-
nal representation for the visual modality), mis-
alignment between the modalities, and fusion and
transferring knowledge between the modalities. In
order to address multimodal problems, a lot of ef-
fort has been paid to developing different fusion
techniques such as (i) early fusion, where low-
level features from different modalities are learned,
fused, and fed into a single prediction model (Jin
et al., 2017b; Yang et al., 2018; Zhang et al., 2019;
Singhal et al., 2019; Zhou et al., 2020; Kang et al.,
2020), (ii) late fusion, where unimodal decisions
are fused with some mechanisms such as averaging
and voting (Agrawal et al., 2017; Qi et al., 2019),

2http://github.com/facebookresearch/
fine_grained_hateful_memes
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and (iii) hybrid fusion, where a subset of the learned
features are passed to the final classifier (early fu-
sion), and the remaining modalities are fed to the
classifier later (late fusion) (Jin et al., 2017a). Here,
we use early fusion and joint learning for fusion.

3 Task and Dataset

Below, we describe the CONSTRAINT 2022
shared task and the corresponding dataset provided
by the task organizers. More detail can be found in
the shared task report (Sharma et al., 2022c).

3.1 Task

The CONSTRAINT 2022 shared task asked partic-
ipating systems to detect the role of the entities in
the meme, given the meme and a list of these enti-
ties. Figure 1 shows an example of an image with
the extracted OCR text, implicit (image showing
Salman Khan, who is not mentioned in the text),
and explicit entities and their roles. The example
illustrates various challenges: (i) an implicit entity,
(ii) text extracted from the label of the vial, which
has little connection to the overlaid written text,
(iii) unclear target entity in the meme (Vladimir
Putin). Such complexities are not common in the
multimodal tasks we discussed above. The textual
representation of the entities and their roles are dif-
ferent than for typical CoNLL-style semantic role
labeling tasks (Carreras and Màrquez, 2005), which
makes it more difficult to address the problem in
the same formulation.

By observing these challenges, we first at-
tempted to address the problem in the same for-
mulation: as a sequence labeling problem by con-
verting the data to CoNLL format (see Section 4.1).
Then, we further tried to address it as a classifica-
tion task, i.e., predict the role of each entity in a
given meme–entity pair.

3.2 Data

We use the dataset provided for the CONSTRAINT
2022 shared task. It contains harmful memes, OCR-
extracted text from these memes, and manually
annotated entities with four roles: hero, villian, vic-
tim, and other. The datasets cover two domains:
COVID-19 and US Politics. The COVID-19 do-
main consists of 2,700 training and 300 validation
examples, while US Politics has 2,852 training and
350 validation examples. The test dataset combines
examples from both domains, COVID-19 and US
Politics, and has a total of 718 examples.

Figure 1: An example image showing the implicit
(Salman Khan) and the explicit entities (from a text per-
spective) and their roles.

Class label Train Val Test

Count % Count % Count %

Hero 475 2 224 3 52 2
Villain 2,427 10 886 10 350 14
Victim 910 5 433 5 114 5
Others 13,702 83 6,937 82 1,917 79

Total 17,514 8,480 2,433

Table 1: Distribution of the entity roles in the combined
COVID-19 + US politics datasets.

For the experiments, we combined the two do-
mains, COVID-19 and US Politics, which resulted
in 5,552 training and 650 validation examples.

The class distribution of the entity roles, aggre-
gated over all memes, in the combined COVID-19
+ US Politics dataset is highly imbalanced as shown
in Table 1. We can see that overall the role of hero
represents only 2%, and the role of victim covers
only 5% of the entities. We can further see that
the vast majority of the entities are labeled with the
other role. This skewed distribution adds additional
complexity to the modeling task.

4 Experiments

Settings: We addressed the problem both as a se-
quence labeling and as a classification task. Below,
we discuss each of them in detail.

Evaluation measures: In our experiments, we
used accuracy, macro-average precision, recall, and
F1 score. The latter was the official evaluation
measure for the shared task.
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Figure 2: Example with text in BIO format.

4.1 Sequence Labeling
For the sequence labeling experiments, we first con-
verted the OCR text and the entities to the CoNLL
BIO-format. An example is shown in Figure 2. To
convert them, we matched the entities in the text
and we assigned the same tag (role label) to the
token in the text. For the implicit entity that is not
in the text, we added them at the end of the text and
we assigned them the annotated role; we labeled
all other tokens with the O-tag.

We trained the model using Conditional Random
Fields (CRFs) (Lafferty et al., 2001), which has
been widely used in earlier work. As features, we
used part-of-speech tags, token length, tri-grams,
presence of digits, use of special characters, token
shape, w2vcluster, LDA topics, words present in
a vocabulary list built on the training set, and in
a name list, etc.3 We ran two sets of experiments:
(i) using the same format, and (ii) using only enti-
ties as shown in Figure 2.

4.2 Classification
For the classification experiments, we first con-
verted the dataset into a classification problem. As
it contains all examples with one or more entities,
we reorganized the dataset so that an example con-
tains an entity, OCR text, image, and entity role.
Hence, the dataset size is now the same as the
number of entity instances rather than memes. We
ended up with 17,514 training examples, which is
the number of training entities as shown in Table 1.

We then ran different unimodal and multimodal
experiments: (i) only text, (ii) only meme, and
(iii) text and meme together. For each setting, we
also ran several baseline experiments. We further
ran advanced experiments such as adding attention
to the network and text-based data augmentation.
Figure 3 shows our experimental pipeline for this
classification task. For the unimodal experiments,
we used individual modalities, and we trained them
using different pre-trained models.

3More details about the feature set can be found at https:
//github.com/moejoe95/crf-vs-rnn-ner

Figure 3: Diagram of our experimental pipeline.

Note that for the text modality, we ran several
combinations of fusion (e.g., text and entity) ex-
periments. For the multimodal experiments, we
combined embedding from both modalities, and
we ran the classification on the fused embedding,
as shown in Figure 3.

4.2.1 Text Modality

For the text modality, we experimented using
BERT (Devlin et al., 2019) and XLM-RoBERTa
(Liu et al., 2019). We performed ten reruns for each
experiment using different random seeds, and then
we picked the model that performed best on the
development set. We used a batch size of 8, a learn-
ing rate of 2e-5, a maximum sequence length of
128, three epochs, and categorical cross-entropy as
the loss function. We used the Transformer toolkit
to train the transformer-based models.

Using the text-only modality, we also ran a dif-
ferent combination of experiments using the text
and the entities, where we used bilinear fusion to
combine them. We discuss this fusion technique in
more detail in Section 4.2.3.

4.2.2 Image Modality

For our experiments using the image modality, we
extract features from a pre-trained model, and then
we trained an SVM classifier using these features.
In particular, we extracted features from the penul-
timate layer of the EfficientNet-b1 (EffNet) model
(Tan and Le, 2019), which was trained using the
ImageNet dataset. For training the model using the
extracted features, we used SVM with its default
parameter settings, with no further optimization of
its hyper-parameter values. We chose EffNet as it
was shown to achieve better performance for some
social media image classification tasks (Alam et al.,
2021a,b).
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4.2.3 Multimodal: Text and Image
For the multimodal experiments, we used the
BLOCK Fusion (Ben-younes et al., 2019) ap-
proach, which was originally proposed for question
answering (QA). Our motivation is that an entity
can be seen like a question about the meme context,
asking for its role as an answer. In a QA setting,
there are three elements: (i) a context (image or
text), (ii) a question, and (iii) a list of answers.
The goal is to select the right answer from the an-
swer list. Similarly, we have four types of answers
(i.e., roles). The task formation is that for an entity
and a context (image or text), we need to determine
the role of the entity in that context.

BLOCK fusion is a multi-modal framework
based on block-superdiagonal tensor decomposi-
tion, where tensor blocks are decomposed into
blocks of smaller sizes, with the size character-
ized by a set of mode-n ranks (De Lathauwer,
2008). It is a bilinear model that takes two vectors
x1 ∈ RI and x2 ∈ RJ as input and then projects
them to a K-dimensional space with tensor prod-
ucts: y = T × x1 × x2, where y ∈ RK . Each
component of y is a quadratic form of the inputs,
∀k ∈ [1;K]:

yk =
I∑

i=1

J∑

j=1

Tijkx1ixj2 (1)

BLOCK fusion can model bilinear interactions
between groups of features, while limiting the com-
plexity of the model, but keeping expressive high
dimensional mono-model representations (Ben-
younes et al., 2019). We used BLOCK fusion in
different settings: (i) for image and entity, (ii) for
text and entity, and (iii) for text, image with entity.

Text and entity: We extracted embedding rep-
resentation for the entity and the text using a pre-
trained BERT model. We then fed both embedding
representations into linear layers of 512 neurons
each. The output of two linear layers is taken as
input to the trainable block fusion network. Then, a
regularization layer and linear layer are used before
the final layer.

Image and entity: To build embedding represen-
tations for the image and the entity, we used a
vision transformer (ViT) (Dosovitskiy et al., 2021)
and BERT pretrained models. The output of two
different modalities was then used as input to the
block fusion network.

Image, text, and entity: In this setting, we first
built embedding representations for the text and
the image using a pretraind BERT and ViT models,
respectively. Then, we concatenated these repre-
sentations (text + image) and we passed them to a
linear layer with 512 neurons. We then extracted
embedding representation for the target entity using
the pretraind BERT model. Afterwards, we merged
the text + image and the entity representations and
we fed them into the fusion layer. In this way, we
combined the image and the text representations as
a unified context, aiming to predict the role of the
target entity in this context.

In all the experiments, we uses a learning rate of
1e−6, a batch size of 8, and a maximum length of
the text of 512.

4.2.4 Additional Experiments

We ran two additional sets of experiments using
attention mechanism and augmentation, as using
such approaches has been shown to help in many
natural language processing (NLP) tasks.

Attention: In the entity + image block fusion
network, we used block fusion to merge the entity
and the image representations. Instead of using
the image representation directly, we used atten-
tion mechanism on the image and then we fed the
attended features along with the entity represen-
tation into the entity + image block. To compute
the attention, we used the PyTorchNLP library.4 In
a similar fashion, we applied the attention mecha-
nism to the text and to the combined text + image
representation.

Augmentation: Text data augmentation has re-
cently gained a lot of popularity as a way to address
data scarceness and class imbalance (Feng et al.,
2021). We used three types of text augmentation
techniques to balance the distribution of the differ-
ent class: (i) synonym augmentation using Word-
Net, (ii) word substitution using BERT, and (iii) a
combination thereof. In our experiments, we used
the NLPAug data augmentation package.5 Note
that we applied six times augmentation for the hero
class, twice for the villain class, and three times
for the victim class. These numbers were empiri-
cally set and require further investigation in future
work.

4http://github.com/PetrochukM/
PyTorch-NLP

5https://github.com/makcedward/nlpaug
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Exp. Acc P R F1

All tokens 0.51 0.32 0.21 0.24
Only entities 0.77 0.40 0.27 0.25

Table 2: Evaluation results on the test set for the se-
quence labeling reformulation of the problem.

5 Results and Discussion

Below, we first discuss our sequence labeling and
classification experiments. We then perform some
analysis, and finally, we put our results in a broader
perspective in the context of the shared task.

5.1 Sequence Labeling Results

Table 2 shows the evaluation results on the test set
for our sequence labeling reformulation of the prob-
lem. We performed two experiments: one where
we used as input the entire meme text (i.e., all to-
kens), and another one where we used the concate-
nation of the target entities only. We can see that
the latter performed marginally better, but overall
the macro-F1 score is quite low in both cases.

5.2 Classification Results

Table 3 shows the evaluation results on the test set
for our classification reformulation of the problem.
We computed the majority class baseline (row 0),
which always predicts the most frequent label in
the training set. Due to time limitations, our of-
ficial submission used the image modality only,
which resulted in a very low macro-F1 score of
0.23, as shown in row 1. For our text modality ex-
periments, we used the meme text and the entities.
We experimented with BERT and XLM-RoBERTa,
obtaining better results using the former. Using
the BLOCK fusion technique on unimodal (text +
entity) and multimodality (text + image + entity)
yielded sizable improvements. The combination
of image + text (rows 6 and 9) did not yield much
better results compared to using text only (row 4).
Next, we added attention on top of block fusion,
which improved the performance, but there was
no much difference between the different combi-
nations (rows 7–9). Considering only the text and
the entity, we observe an improvement using text
augmentation. Among the different augmentation
techniques, there was no performance difference
between WordNet and BERT, and combining them
yielded worse results.

Exp. Acc P R F1

Baseline

0 Majority 0.79 0.20 0.25 0.22

Image modality

1 EffNet feat + SVM 0.72 0.24 0.25 0.23

Text modality

2 BERT 0.76 0.42 0.36 0.37
3 XLM-RoBERTa 0.75 0.38 0.32 0.32

Multimodality/Fusion

BLOCK fusion
4 Entity + Text 0.74 0.44 0.43 0.43
5 Entity + Image 0.74 0.39 0.39 0.39
6 Entity + (Text + Image) 0.75 0.43 0.42 0.41

Attention
7 Entity + Text 0.72 0.42 0.48 0.44
8 Entity + Image 0.71 0.42 0.48 0.44
9 Entity + (Text + Image) 0.71 0.42 0.49 0.44

Augmentation
10 Entity + Text (WordNet aug) 0.76 0.48 0.46 0.46
11 Entity + Text (BERT aug) 0.74 0.46 0.46 0.46
12 Entity + Text (Mix aug) 0.77 0.49 0.41 0.43

Table 3: Evaluation results on the test set for our clas-
sification reformulation of the problem. Our official
submission for the shared task is shown in italic.

5.3 Role-Level Analysis

Next, we studied the impact of using attention and
data augmentation on the individual entity roles:
hero, villain, victim, and other.

Table 4 shows the impact of using attention on
(a) entity + image (left side), and (b) entity + [image
+ text] (right side) combinations. We can observe a
sizable gain for the hero (+0.09), the villain (+0.06),
and the victim (+0.07) roles in the former case (a).
However, for case (b), there is an improvement for
the victim role only; yet, this improvement is quite
sizable: +0.16.

Table 5 shows the impact of data augmenta-
tion using WordNet or BERT on the individual
roles. We can observe sizable performance gains
of +0.11 for the hero role, and +0.04 for the villain
role, when using WordNet-based data augmenta-
tion. Similarly, BERT-based data augmentation
yields +0.12 for the hero role, and +0.02 for the
villain role. However, the impact of either aug-
mentation on the victim and on the other role is
negligible.
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E+I, w/o Att. E+I, w/ Att. E+[I+T], w/o Att. E+[I+T], w/ Att.

Role P R F1 P R F1 P R F1 P R F1

Hero 0.06 0.02 0.03 0.09 0.15 0.12 0.22 0.12 0.15 0.09 0.21 0.12
Villain 0.35 0.44 0.39 0.40 0.51 0.45 0.39 0.54 0.45 0.39 0.54 0.45
Victim 0.30 0.25 0.28 0.33 0.39 0.35 0.23 0.18 0.20 0.31 0.45 0.36
Other 0.86 0.84 0.85 0.88 0.81 0.84 0.87 0.84 0.85 0.89 0.77 0.82

Table 4: Role-level results on the test set with (w/) or without (w/o) attention between the context (text, image) and
the entity. (E: Entity, I: Image, Att.: Attention, T: Text)

No Aug. Aug. WordNet Aug. BERT

Role P R F1 P R F1 P R F1

Hero 0.21 0.12 0.15 0.33 0.21 0.26 0.30 0.25 0.27
Villain 0.36 0.49 0.42 0.41 0.52 0.46 0.39 0.51 0.44
Victim 0.31 0.27 0.29 0.30 0.27 0.29 0.29 0.27 0.28
Other 0.87 0.83 0.85 0.87 0.84 0.86 0.87 0.83 0.85

Table 5: Role-level results on the test set for the entity + text combination with and without augmentation.

5.4 Official Submission
For our official submission for the task, we used
the image modality system from line 1 in Table 3,
which was quite weak, with a macro-F1 score of
0.23. Our subsequent experiments and analysis
pointed to several promising directions: (i) combin-
ing the textual and the image modalities, (ii) using
attention, (iii) performing data augmentation. As a
result, we managed to improve our results to 0.46.
Yet, this is still far behind the F1-score of the win-
ning system: 0.5867.

6 Conclusion and Future Work

We addressed the problem of understanding the
role of the entities in harmful memes, as part of the
CONSTRAINT-2022 shared task. We presented
a comparative analysis of the importance of dif-
ferent modalities: the text and the image. We fur-
ther experimented with two task reformulations
—sequence labeling and classification—, and we
found the latter to work better. Overall, we ob-
tained improvements when using BLOCK fusion,
attention between the image and the text represen-
tations, and data augmentation.

In future work, we plan to combine the sequence
and the classification formulations in a joint multi-
modal setting. We further want to experiment with
multi-task learning using other meme analysis tasks
and datasets. Last but not least, we plan to develop
better data augmentation techniques to improve the
performance on the low-frequency roles.
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Abstract

We propose our solution to the multimodal
semantic role labeling task from the CON-
STRAINT’22 workshop. The task aims at clas-
sifying entities in memes into classes such as
“hero” and “villain”. We use several pre-trained
multi-modal models to jointly encode the text
and image of the memes, and implement three
systems to classify the role of the entities. We
propose dynamic sampling strategies to tackle
the issue of class imbalance. Finally, we per-
form qualitative analysis on the representations
of the entities.

1 Introduction

Social media memes can be defined as “pieces
of culture, typically jokes, which gain influence
through online transmission” (Davison, 2012).
More specifically, memes are visual templates usu-
ally associated with a textual caption. Analysing
memes involves many unique challenges that dif-
fer from classical multimodal tasks such as image
captioning and visual question answering. While
unimodal models can often perform well on multi-
modal datasets (Agrawal et al., 2018), memes in-
volve a lot of entanglement – stylistic or semantic
– between the two modalities, such as the caption
contradicting the image. This makes memes in-
trinsically multimodal. Furthermore, pragmatics
– the context’s contribution to meaning – plays a
key role in the interpretation of memes. In particu-
lar, phenomenons such as irony are challenging to
detect. Even human annotators have difficulties in
interpreting a meme correctly without knowledge
of the community in which the meme was shared.

In this paper, we tackle the shared task on
multimodal semantic role labeling of the CON-
STRAINT’22 workshop (Sharma et al., 2022).
Given a (meme, entity) pair,1 the goal is to clas-
sify the entity’s role in the meme into one of four

*These authors contributed equally.
1We take each (meme, entity) pair as independent sam-

classes (hero, villain, victim or other)
from the perspective of the author of the meme.
The multimodality of the problem stems from the
meme, which is given as an (image,OCR) pair,
where OCR (for Optical Character Recognition) is
the caption extracted from the image. The dataset
covers one language, English, and two domains,
COVID-19 and US politics. Figure 1 shows a sam-
ple from the training set.

Understanding memes involves a lot of common-
sense and cultural knowledge on the political stance
of the entities. Thus, it requires models pre-trained
on a large amount of data, capable of recognising
key entities such as political figures in both modal-
ities, and of inferring their relationship, their role
and the public opinion of a community on them.
To evaluate the task’s difficulty, we manually an-
notate a set of samples. With 5 annotators, we
reach an average Macro-F1 of 0.65 (see details in
Appendix A), less than 10 points above the best
system submitted to the shared task.

We propose systems relying on several multi-
modal (vision–language) pre-trained models: One
For All (OFA, Wang et al., 2022), CLIP (Radford
et al., 2021) and VisualBERT (Li et al., 2019). We
use these models as encoders to extract multimodal
meme representations. These encoders are intro-
duced in Section 3. We then design several neural
network classifiers to handle these representations
in a task-specific fashion. These classifiers are pre-
sented in Section 4.1.

The CONSTRAINT’22 dataset is characterised
by a large class imbalance, with the most frequent
class gathering 78% of the samples in the train set,
while the least frequent one is conveyed by less
than 3% of the samples. However, the challenge
is evaluated using a Macro-F1 metric and calls
for balanced performances across all classes. To
handle this discrepancy, we developed several sub-

ples, thus considering all entities of a meme independently
during training and inference.
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Figure 1: In this meme, the OCR is: “WEARS A
MASK THE SAME WAY\nEXIT\nHE HANDLES
THE\nPANDEMIC \nmakeameme.org\n”. There are
two entities, “Donald trump” labeled as villain and
“mask” labeled as other.

sampling strategies that we present in Section 4.2.
Our best results are obtained by ensembling pre-

dictions from all of our models, using various en-
sembling methods. The details of the ensembling
methods are given in Section 4.3. Finally, we
present our performance in Section 5 along with
a qualitative analysis of our models. We highlight
the limitations of the dataset, task and methods in
Section 6.

To summarise, our whole architecture is built
on freely available pre-trained models. We only
fine-tune these models for the multimodal seman-
tic role labeling task. This makes computational
training cost particularly low. Our system can be
characterised by:

• Simple classifier design on top of deep pre-
trained model.

• Handling of class imbalance through
carefully-designed sampling strategies.

Our code is available at: https://github.
com/smontariol/mmsrl_constraint.

2 Related Work

Multimodal semantic role detection in memes is a
relatively unique task, compared to other language–
image multimodal task such as object classification
and entity action detection, it requires a lot more
contextual and cultural background. In this section,
we list some related problems before introducing
tools to tackle the task at hand in the next section.

In recent years, social media platforms have seen
a wave of multimodal data in diverse media types.
This attracted the interest of researchers to com-
bine modalities to solve various tasks with joint
representations, where the model’s encoder takes
all the modalities as input, or separated representa-
tions, where all modalities are encoded separately

(Baltrušaitis et al., 2018).
In the CONSTRAINT’22 challenge, we tackle

multimodal semantic role labeling (SRL). SRL is
originally a Natural Language Processing (NLP)
task which consists in labeling words in a sentence
with different semantics roles to determine Who
did What to Whom, When and Where (Gildea and
Jurafsky, 2002; Carreras and Màrquez, 2005); these
roles are also known as thematic relations. It was
extended to the computer vision domain through
Visual SRL. Visual SRL benchmarks focus on sit-
uation recognition in images (Silberer and Pinkal,
2018; Pratt et al., 2020); these tasks heavily rely
on object detection systems for visual groundings
(Yang et al., 2019). This differs from the methods
we need to implement for the shared task, where
the entities do not necessarily appear in the image.
Moreover, in our case, the semantic role is taken
from the point of view of a political argumenta-
tive: the perception of the entity by the author of
the meme. This involves completely different fea-
tures compared to labeling the thematic relations
of the entity; in particular, cultural and contextual
knowledge on the background of the meme.

Another similar task is multimodal named entity
recognition, which aims at identifying and classify-
ing named entities in texts and images. It requires
more in-domain knowledge compared to multi-
modal SRL; but most multimodal NER datasets
are text-centric, with the image being an additional
feature for the text-based prediction (Arshad et al.,
2019; Chen et al., 2021), while our task is more
symmetrical or even image-centric.

Finally, many shared task on memes have been
proposed in recent years, with a large variety of
tasks: emotion classification (e.g. MEMOTION task
at SemEval 2020 Sharma et al., 2020); hateful
meme detection (e.g. the Hateful Meme Chal-
lenge Kiela et al., 2020) event clustering (e.g.
DANKMEMES at EVALITA 2020 (Miliani et al.,
2020)); more fine-grained hateful content analysis
(Fine-Grained Hateful Memes Detection Mathias
et al., 2021, aiming at classifying the target attacked
by the meme and the type of attack); or and detec-
tion of persuasion techniques (e.g. Semeval 2021
Task 6, Dimitrov et al., 2021).

3 Multimodal Encoding

Since we experiment with deep neural networks,
we need to obtain distributed representations of
our inputs. To this end, we use pre-trained mod-
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els with good performances on popular datasets.
These models are multimodal transformers, that
we use to encode image and caption’s OCR into
a common latent space. While transformers were
originally developed for natural language process-
ing (Vaswani et al., 2017; Devlin et al., 2019), they
subsequently became ubiquitous in computer vi-
sion models as well (Dosovitskiy et al., 2021). To
process an image, it is first cut into a sequence of
P × P × C patches. These patches are then pro-
jected into the transformer input dimension, either
using a single linear layer, or using a full-fledged
CNN architecture.

The output of a transformer has the same length
as its input. We call this length N ; it is the number
of patches in the image, the number of tokens in the
OCR, or the sum of the two for multimodal trans-
formers. Thereafter, we refer to an encoded meme
image i and OCR o as encfull(o, i) ∈ RN×d. This
output can be further pooled into a fixed-size rep-
resentation encpool(o, i) ∈ Rd. We now describe
what models are behind these encoder functions.

3.1 CLIP and VisualBERT

The multi-modal features are extracted from the
caption’s OCR and the meme image using two
vision-language models, CLIP and VisualBERT.

CLIP (Contrastive Language–Image Pre-
training, Radford et al., 2021) is trained using text
as supervision to encode images, with 400 million
image–text pairs available on the internet. The
training task is to predict which text is associated
with an image, from all text snippets of the batch,
using a contrastive objective instead of a predictive
one for computational efficiency. CLIP trains
an image encoder and a text encoder jointly,
maximizing the cosine similarity of the image
and text embeddings in the joint representation
space for positive pairs, and minimizing similarity
of negative pairs. The strength of this task is to
offer large robustness and zero-shot capability to
the model, to transfer to many classification tasks.
Image encoding is done using a variation of the
Vision Transformer (ViT, Dosovitskiy et al., 2021).
Text encoding is done using a GPT-like language
model (Radford et al., 2019).2

Similar to CLIP, we use a VisualBERT model
(Li et al., 2019) trained on visual commonsense

2The sequence length is limited to 76 byte-pairs. In the
CONSTRAINT task corpus, 76 byte-pairs corresponds to the
95th quantile of OCR text length in the test set, and slightly
more in the train set.

reasoning and image captioning. VisualBERT uses
self-attention to align parts of the text with regions
of the image and build a joint representation. It
mostly differs from CLIP in its training procedure
in three phases: task-agnostic pre-training, task-
specific pre-training, and task-specific fine-tuning.
Moreover, VisualBERT does not include an im-
age encoder; the patch features are extracted be-
forehand with pre-trained image classification and
segmentation models. We extract features using
FasterRCNN (Ren et al., 2015), EfficientNet (Tan
and Le, 2019) and VGG (Simonyan and Zisserman,
2015). Bucur et al. (2022) showed that EfficientNet
features prove useful for sentiment and emotion
analyses of meme, while Pramanick et al. (2021)
prove the efficiency of VGG for detecting harmful
memes and identifying their target.

The output of both CLIP and VisualBERT can
either be pooled (encpool) or be used as-is (encfull).

3.2 OFA

A second method we experiment with to obtain
a distributed representation of text and images
is OFA (One For All, Wang et al., 2022). OFA
is based on an encoder–decoder architecture pre-
trained on several visual, textual and cross-modal
tasks. A key point of OFA is to leverage a diverse
set of training tasks to obtain good zero-shot per-
formances. Despite this claim, we did not obtain
satisfactory zero-shot results. We hypothesize that
this is due to the noisy OCR and to the nature
of meme role labeling which is radically different
from what OFA was pre-trained on.

All tasks are expressed as sequence-to-sequence
problems, such that a single OFA model can be
used without the need of task-specific layers. For
example, one of the pretraining task is image cap-
tioning; for this task, the model is trained to predict
the caption given the image and the text “What
does the image describe?” as inputs.

The input image and text are fed jointly to the
encoding transformer using modality-specific po-
sitional embeddings. The image representation is
built from 16× 16 patches embedded by a ResNet
(He et al., 2016). The decoding transformer is
trained as a causal language model conditioned on
the encoder’s output with a standard cross-entropy
loss. When the output is constrained on a small
number of classes, the model is trained and evalu-
ated on the task’s output domain, not on the whole
output vocabulary.
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For the meme role labeling task, we feed OFA
with the image as well as the following instruction:

“What is the category of ENTITY between hero,
villain and victim? OCR”

As we detail in the next Section 4, we train OFA
either as a sequence to sequence problem (resulting
in a pair of models encOFA–decOFA) or by adding
a classification head on top of the decoder (which
can be used as a standard encpool).3

4 Models

We now describe how we use the encoded text and
images for semantic role labeling.

4.1 Classification

We experiment with three different methods to clas-
sify a (meme, entity) pair, depending on what kind
of representation we get from the encoder. The rep-
resentation of the meme is composed of the image’s
representation along with the encoded caption’s
OCR, and any extra features such as the list of enti-
ties related to the meme. For ease of notation, we
group under “OCR” all extra features which were
extracted from the meme, and we refer to them
using a single variable o = (OCR, caption, . . . ).
Image features are referred to by i and the encoded
list of entities by e. All classifiers are illustrated in
Figure 2.

Multilayer perceptron (MLP) When the output
of the encoder is of fixed size, we use a 2-layers
MLP classifier. The input of the classifier is made
from the encoding of the OCR, image and entity.
The representation of the entity is obtained using
the same transformer used to process the OCR.
The output of the model is a softmax on the four
possible roles:

P (r | o, i, e) ∝ expMLP

([
encpool(o, i)
encpool(e)

])

r

.

This model is trained using a standard cross-
entropy loss. Depending on the encoder, we either
train the MLP alone, or the MLP and the encoder
jointly.

Attention When the representations of the OCR
and image are not pooled along the sequence’s
length, we use an attention mechanism. In this

3For the OFA model, encpool refers to the output of the
penultimate layer of OFA’s decoder, while we use encOFA to
reference only the OFA’s encoder.

case, the query of the attention is the entity we
wish to classify, while the memory is built from a
concatenation of the image and OCR encoded by
CLIP or VisualBERT:

αj ∝ exp
(
encpool(e)

TWk encfull(o, i)j

)
,

a = ReLU


∑

j

αjWv encfull(o, i)j


 ,

where Wk and Wv are parameters used to project
the encoded meme for use as attention key and
value. We classify the attention output a, using a
softmax layer P (r | o, i, e) ∝ exp(Wpa)r.

Since the encoders already use positional em-
beddings, we do not add this information to our
classifier’s attention. However, we do use segment
embeddings to distinguish the vectors encoding the
image, OCR or entity list in the encoder’s output.
We use different MLP layers depending on whether
a vector correspond to an input image, OCR or en-
tity list. This model is also trained by minimizing
the cross-entropy with gold labels.

Seq2seq When using an OFA encoder, we also
attempt to stay in the sequence to sequence frame-
work and train the model to generate the class la-
bels. In this case, if we denote the label’s tokens by
ℓ, the model is trained to maximize the likelihood
that the meme (o, i) has the gold target ℓ:

P (ℓk | ℓ<k, o, i) ∝ decofa(encofa(o, i), ℓ<k)ℓk ,

where ℓ<k = [ℓ1, ℓ2, . . . , ℓk−1]
T refers to the list

of previous tokens. To evaluate this model, the log-
likelihood of the possible labels are summed along
sequence length:

r̂ = arg max
r

P (r | o, i) ∝
∏

k

P (ℓ
(r)
k | ℓ(r)<k, o, i),

where ℓ(r) designates the list of tokens for the label
r, such as [vil,lain]T.

Additional features As explained in Section 2,
our task is quite different from most multimodal
tasks on which the encoders were trained; it is
much more abstract and requires a lot of additional
background knowledge. Thus, when using CLIP
and VisualBERT, we add supplementary features
as input to the classification model (MLP and at-
tention).

We add as textual features the list of entities
associated with the meme, this list is directly avail-
able in the dataset. We encode the entities’ names
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Figure 2: Our three classifiers. Note that each classifier uses a different combination of encoders. MLP is used with
encpool, Attention requires encfull, while Seq2seq requires an encOFA–decOFA pair.

using the same encoder as the system (CLIP or Vi-
sualBERT).4 We also add to the system the image
features that were extracted using VGG, Efficient-
NET and FRCNN.

4.2 Dealing with Class Imbalance

The dataset faces a large class imbalance, with the
class other being over-represented (78% in the
train set) and classes hero and victim consist-
ing of only 2.7% and 5.2% of the train set respec-
tively. Thus, training on the raw dataset might
lead to overfitting and over-predicting the majority
class. Moreover, recall that the evaluation metric is
Macro-F1, which weighs each class equally; hence
the importance of solving the class imbalance is-
sue.

Our first solution was to weight labels in the loss.
This loss penalisation led to poor performances;
we suspect this is due to the working of the opti-
mization algorithm we used. Adam and its vari-
ants estimate the distribution of the gradients using
exponential moving averages; these estimates are
faulty when the magnitude of the loss changes of-
ten.

A common strategy is over-sampling the low-
frequency classes and under-sampling the high-
frequency ones. Each (meme, entity) pair is
dropped with a pre-defined probability, following
various class sampling strategies. We evaluated 6
different sampling strategies illustrated in Figure 3:

4We also experiment with adding generated captions as
features. We generate them using an OFA model trained for
automatic caption generation. However, the captions are very
generic and descriptive; for example the entities names are
not captured by the model. This features does not improve
the systems, hence we do not further develop it in the results
section.

Micro does not subsample. This optimize the
Micro-F1, which puts more weight on sam-
ples labeled other due to their sheer number.

Macro subsamples memes such that the label dis-
tribution is uniform. This implies dropping a
large amount of other samples in order to
lower their frequency.

In-between is a compromise between micro and
macro, balancing between matching the eval-
uation loss and seeing a more diverse set of
samples.

Interpolate drifts from micro to macro during
training. For the first epoch, the memes are
sampled according to the empirical distribu-
tion (micro); while the last epoch is sampled
to have a uniform label distribution (macro).

Cycle alternates between micro and macro (2-
epoch short cycle) or between micro, macro
and two different in-between (4-epoch long
cycle).

For the last two strategies, the sampling rates are
updated at the end of each epoch during training.
In general, these dynamic sampling strategies per-
formed better than sampling strategies with a fixed
rate for the whole training duration.

4.3 Ensembling

In order to further improve our results, we build
several ensemble of our models. We filter-out mod-
els with a low validation macro-F1 and experiment
with several ensembling techniques. Due to the
small size of the dataset, we did not create an addi-
tional split to evaluate our ensembling approach. In
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Figure 3: Target frequencies of the various strategies
during training. The micro strategy corresponds to using
the empirical class distribution in the dataset, that is hero
2.7%, villain 13.9%, victim 5.2% and other 78.2%.

this context, overfitting the validation set is a risk.
Two of the ensembling methods we evaluate are
therefore non-parametric. These non-parametric
strategies take the average or the median probabil-
ity assigned to each class by all models.

Preliminary results indicate that training a lin-
ear model to weight the output of our various
models is tedious and does not improve over non-
parametric strategies. We therefore turn towards
gradient boosted trees (Friedman, 2001) trained by
XGBoost (Chen and Guestrin, 2016). XGBoost
builds an ensemble of decision trees, whose inter-
nal nodes correspond to conditions on our models’
output, and whose leaves correspond to a predicted
semantic role. Boosted trees have the potential
to outperform non-parametric methods by better
capturing the scale of various models’ output, how-
ever it has the downside of being very prone to
overfitting.

5 Results

5.1 Experimental process

The train set consists of 17 514 (meme, entity) pairs,
the validation set 2 069 pairs and the test set 2 433
pairs. We did all the training on the datasets from
the two domains, COVID-19 and US politics jointly.
The test set contains examples from both domains.
The evaluation is done with Macro-F1 score; the
OCR and the list of entities are provided along with
the image of the meme. We run all experiments
5 times to check for the robustness of results and
perform statistical testing.

For CLIP, we use the biggest L/14 CLIP-ViT
model built on the Vision Transformers (Dosovit-
skiy et al., 2021). Both preliminary self-supervised
fine-tuning and fine-tuning while doing the classifi-
cation failed. This is probably due to the size and

the format of the shared task dataset, much smaller
and quite different from the training data of the pre-
trained model; any fine-tuning leads the model to
forget the knowledge it learned during pre-training.
Consequently, we freeze all layers and tune only
the classifier, with the architectures described in
Section 4.

For VisualBERT, we fine-tune the
visualbert-vcr-coco-pre model trained
on caption generation and visual commonsense
reasoning.

For OFA encpool with an MLP classifier, we ob-
tained better results by fine-tuning the whole model
from the vqa_large_best checkpoint5 using a
small 0.1 label smoothing and feeding the OCR and
entity both to the encoder – along with the image
– and to the decoder. Our OFA seq2seq model fol-
lows the same setup using the ofa_base check-
point.

In the dataset, several entities are associated with
more that one label. As this situation is infrequent,
we consider the small amount of samples with mul-
tiple labels does not warrant a full-fledged multi-
label classification setup. Thus, our models output
a single categorical distribution. When multiple
labels ought to be predicted for an entity (the entity
appears twice in the list of entities associated with
the meme), we predict them in order of likelihood.

5.2 Quantitative results

Classifier results. Table 1 compares our main
models on the CONSTRAINT’22 test set. We mea-
sure the statistical significance of our results using a
one-sided Welch’s unequal variances t-test (Welch,
1947) under the null hypothesis that the macro-F1

are equals. Some hyperparameters are optimized
on a per-model basis. In particular, using the list of
entities as additional feature improves the perfor-
mance for VisualBERT and CLIP-attention but not
for our best CLIP-MLP model.

A CLIP encpool together with an MLP classi-
fier reached the best performances among our non-
ensembling model pool, significantly (p < 0.0004)
improving over the OFA MLP combination. Using
the unpooled features of the transformers (encfull)
with an attention classifier underperform compared
to the encpool+MLP approach. However this dif-
ference is not significant in the case of Visual-
BERT (p < 0.3). In particular, attention-based

5This refers to an OFA model pre-trained on 8 tasks then
fine-tuned on VQA from the official OFA repository.

60



Encoder Classifier
Macro-F1

mean std

OFA MLP 44.6 0.5
OFA Seq2seq 44.0 0.9

CLIP MLP 47.0 0.5
CLIP∗ Attention 42.3 1.7

VisualBERT∗ MLP 43.1 0.2
VisualBERT∗ Attention 42.3 1.8

Ensemble mean 47.9 -
Ensemble median 47.5 -
Ensemble XGBoost 47.6 -

Challenge’s top score 58.7 -
Human 65.5 4.6

Table 1: Comparison of the best systems with the dif-
ferent encoders and classification architectures. All
systems are run 5 times with 25 epochs. Encoders with
a ∗ in exponent are augmented with the list of entities
as feature.

Sampling
Macro-F1

mean std

micro 38.3 1.0
in-between 44.1 0.3
macro 42.3 0.6
interpolate 46.3 0.8
short cycle 47.0 0.5
long cycle 46.5 0.5

Table 2: Sampling results with the CLIP model and
MLP classifier, with 500 batch per epoch.

approaches have more variance than their MLP
counterpart. The OFA seq2seq model reaches per-
formances within the error margin of the OFA MLP
model (p < 0.14), which is not surprising since the
two models are relatively close. The gap between
VisualBERT and OFA is somewhat significant with
p-values between 0.001 and 0.07 depending on the
pairwise comparison. As expected, ensembling
leads to the best result, regardless of the ensem-
bling strategy; human annotators far exceed current
model performances. We further develop human
annotation in Section 6.

Sampling results. Table 2 compares the differ-
ent sampling strategies represented in Figure 3 for
training a CLIP encoder with MLP model. As
expected, using the empirical class distribution

(micro strategy) leads to the worse score. While
the macro strategy is in theory what we should
maximise to improve the Macro-F1, it is second
worst among all strategies. The dynamic strategies,
which use evolving sampling frequencies during
training clearly outperform static strategies. In par-
ticular, for training CLIP, the short cycle strategy
outperforms the other ones, but the difference with
long cycle and interpolate is not statistically signif-
icant (p-values > 0.05). We observe similar tenden-
cies with systems based on OFA and VisualBERT,
with a slight advantage to the interpolate strategy
over the cycling ones for the former.

Despite the different subsampling strategies, the
per-class performances vary widely, see for exam-
ple the results for the CLIP MLP model with a
short cycling subsampling strategy:

% hero villain victim other

F1 20 50 33 84
Precision 15 46 26 90
Recall 33 56 45 79

We observe similar results with all hyperparame-
ter combination. These performances somewhat
follow the empirical distribution of the classes,
with the rarest class hero having the worst per-
formance, and victim being not much better.
This makes us consider sub-sampling other even
below 25%. However, this observation-inspired
“super-macro” strategy did not prove successful,
reaching an average Macro-F1 or 40.0, higher than
the micro strategy but lower than the macro one.

5.3 Qualitative analysis

We extract the embeddings of all entities in the train
set as their are embedded by the CLIP model, right
before being fed into the MLP or being used as
query for the attention mechanism. Keeping only
the ones occurring more than 30 times, we perform
a PCA on their embeddings and represent the first
two components in Figure 4. Each point represents
an entity, its colour depends on the distribution of
labels that are attributed to the entity, normalised
by the global frequency of each label in the full
dataset. We keep only the two most frequent labels
associated with the entity for colouring. We can see
that inanimate objects tend to be labeled as other.
On the other hand, large political parties are nearly
always portrayed as villain with America as a
victim. The somewhat unexpected heroic status
of the libertarian party can be explained by the pres-
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Figure 4: PCA of entity embeddings from CLIP. The
explained variance is 33%+18%. The entities appearing
more than 30 times, with labels attached to the 16 most
frequent ones. The color of the embeddings reflect
the role attached to the entity in the train set ( hero,
villain, victim, other). When the entity is

assigned different roles, the color are mixed together;
e.g. covid19 appears twice as often as other as it
does as villain.

ence of advertisements in the form of memes in the
dataset. We can see that CLIP was able to sepa-
rate the entities according to their probable class
even before processing the meme. Still, the model
can’t clearly distinguish between most heroes and
villains without seeing the meme, which is to be
expected.

6 Discussion

The multimodal aspect is crucial in this task. When
looking at entity names, only 15% have an exact
surface form match in the caption’s OCR; more-
over, the OCR is often incomplete or noisy (see
example in Figure 1 with the “Exit” sign popping
in the middle of the caption). Thus, using only the
text is far from sufficient. On the other hand, recog-
nising the entities in the image of the meme is not
an easy task. As stated in the introduction, the im-
age and the text are often not directly related. More-
over, the image often contains elements not seen in
common image datasets; for example, meme cre-
ators often perform montages like swapping faces
and objects. Overall, a lot of commonsense and
cultural knowledge is needed for the model to un-
derstand what the meme is about.

The absence of contextual information also
makes the task difficult for humans. To evaluate
the difficulty of the task, we performed human an-
notation of a sample of 100 (image, entity) pairs

with five annotators. Details of annotation process
can be found in Appendix A. The average pair-
wise Cohen’s κ (Cohen, 1960), used to measure the
inter-annotator agreement, is 0.47. It indicates a
“moderate” agreement according to Cohen (1960).
However, it also shows that less than one third
of the annotations are reliable (McHugh, 2012).
Moreover, the macro-F1 scores are relatively low:
the average is 0.65 and the maximum 0.69. Hav-
ing metadata such as source website and date of
publication of the meme would help human and
algorithmic annotators alike.

Finally, from a real-world point of view, this task
is not entirely complete: the OCR and the list of
entities are already provided in the dataset, and we
only have to perform the classification. In a real-
life setting, we would create a multi-task system
jointly extracting the caption, detecting entities and
classifying them; the three tasks complementing
each other.

7 Conclusion

In this work, we propose several systems to solve
the task of classifying entity roles in memes. We fo-
cus on comparing classification models – MLP, At-
tention and Seq2seq systems – on top of pre-trained
multimodal encoder: CLIP, VisualBERT and OFA.
Our best standalone system uses the CLIP encoder
with MLP classifier, but our best score is obtained
using ensembling of a large number of models. We
also compare several sampling strategies to deal
with the class imbalance issue, proposing dynamic
sampling methods that outperform the standard uni-
form (“macro”) sampling.

As a preliminary future work, more or less
straightforward processing can be performed on
the dataset, at the entity-level (using an entity
linker to resolve surface forms to entity identifiers,
e.g. merging entities "US" and "United States"
together); at the OCR-level (performing lexical
normalization (Samuel and Straka, 2021) to deal
with OCR errors and meme-specific syntax); and at
the image-level (removing the text from the image,
for a less noisy image embedding).

To improve the model, entity representation is
key. We wish to train global entity embedding,
shared across the whole dataset, and contextualised
entity embeddings, aligning the entity’s vector rep-
resentation in the image and in the OCR of the
meme (when there is an explicit mention of it).
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A Human Annotations

To assess the quality of the dataset and put our
results into perspective, we hand labeled part of
the datasets. The team of five annotators is com-
posed of researchers in Natural Language Process-
ing. One of them is American native and the other
4 are European. Two of them are in the 40-50s
age range and three of them are in the 20-30s.
The annotators were all given the same 100 sam-
ples to label. To have a better estimate of the
macro-F1, we sampled 25 memes for each gold
role. The annotator were given the class defini-
tions and were informed that the labels had a uni-
form distribution. The annotation script as well
as the answers of the annotators are available with
the remainder of our code at https://github.
com/smontariol/mmsrl_constraint.

We compute the macro-F1 score of each anno-
tator, resulting in an average score of 0.65. The
minimum score was 0.57 and the maximum 0.69.
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These scores show the difficulty of the task for a
human. For comparison, the best score during the
challenge was 0.58, still considerably lower than
the human best score.

To measure the inter-annotator agreement, we
compute the average pair-wise Cohen’s κ (Cohen,
1960). It is similar to measuring the percentage of
agreement, but taking into account the possibility
of the agreement between two annotators to occur
by chance for each annotated sample. The average
Cohen’s κ is 0.47, indicating a “moderate” agree-
ment according to Cohen (1960). However, it also
indicates that less than one third of the annotations
are reliable (McHugh, 2012).
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Abstract

During the COVID-19 pandemic, the spread
of misinformation on online social media
has grown exponentially. Unverified bogus
claims on these platforms regularly mislead
people, leading them to believe in half-baked
truths. The current vogue is to employ man-
ual fact-checkers to verify claims to combat
this avalanche of misinformation. However,
establishing such claims’ veracity is becom-
ing increasingly challenging, partly due to the
plethora of information available, which is dif-
ficult to process manually. Thus, it becomes
imperative to verify claims automatically with-
out human interventions. To cope up with
this issue, we propose an automated claim
verification solution encompassing two steps
– document retrieval and veracity prediction.
For the retrieval module, we employ a hybrid
search-based system with BM25 as a base re-
triever and experiment with recent state-of-the-
art transformer-based models for re-ranking.
Furthermore, we use a BART-based textual
entailment architecture to authenticate the re-
trieved documents in the later step. We report
experimental findings, demonstrating that our
retrieval module outperforms the best baseline
system by 10.32 NDCG@100 points. We es-
cort a demonstration to assess the efficacy and
impact of our suggested solution. As a byprod-
uct of this study, we present an open-source,
easily deployable, and user-friendly Python
API that the community can adopt.

1 Introduction

The escalating drift of online social media plat-
forms has led to a massive rise in online content
consumers. Participation in these platforms has
swung into another correspondence, which is
no longer limited by physical barriers. Because
of their speed and focused information, these
platforms facilitate the dissemination of personal
thoughts and information to a much larger audi-
ence. However, at the same time, these platforms

have enriched an equally docile environment for
malicious users to promulgate fake news, bogus
claims, rumors and misinformation. There have
been numerous cases where the propagation of
malicious unverified content has influenced the
entire society. One such concrete example is
the 2016 Presidential Elections in the United
States, which witnessed the alarming impact
of false news, with many citizens swayed by a
fraudulent website (Grave et al., 2018). Allcott
and Gentzkow (2017) revealed that nearly 25%
of American citizens visited a fake news website
that aimed at manipulating the general public’s
cognitive process and consequently clouted the
eventual conclusion of the election. Another recent
example is the global pandemic of COVID-19.
When the entire world went into lockdown,
the virtual world encountered a great closeness
transforming social media platforms into the
primary conduits for information consumption
and dissemination. Consequently, there has been
an accretion of 50%-70% in total Internet hits in
the year 2020 (Beech, 2020). Around the same
time, enormous social media posts with unverified
bogus claims about the pandemic began to arise,
frequently spurring life-threatening remedies
(Naeem and Bhatti, 2020). Such claims had an
unprecedented impact, resulting in monetary
damage and the loss of priceless human lives. A
study revealed that at least 800 individuals died
worldwide in the first quarter of 2020 due to
misinformation about COVID-19 (Coleman, 2020).

Motivation: A slew of such incidents has
continued to emerge from the worldwide com-
munity in recent years. Thousands of people
read these unverified claims online and spread
misinformation if the claims’ integrity is not
corroborated. As a result, a variety of manual
fact-checking organizations have evolved to
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address this concerning issue. Unfortunately,
the enormity of misinformation floating around
on the Internet has developed into a global
infodemic1 making their efforts untenable. To
alleviate this bottleneck, the process of automating
fact-checking has recently garnered a lot of
consideration in the research world. Vlachos and
Riedel (2014) formalized the task of fact-checking
and claim verification as a series of components
– identifying claims to be evaluated, extracting
relevant shreds of evidence, and delivering verdicts.
As a result, this facilitated the establishment of
automated fact-checking pipelines composed
of subcomponents that can be mapped to tasks
well-studied in the NLP community. The task
of retrieving relevant information has gained a
lot of impetus in recent years, especially with
the introduction of tools like PYSERINI2 and
BEIR3. Furthermore, advancements were made
by establishing datasets of either claims acquired
from fact-checking websites (Wang, 2017) or
datasets curated specifically for research (Thorne
et al., 2018a). The recent release of the CORD-19
dataset4, consisting of more than 500,000 articles,
has provided access to thousands of scientific
articles on the prevention techniques, spread,
transmission, and cures of the COVID-19. The
dataset consists of more than 500,000 articles.

State-of-the-art and Challenges: Previous
research in the realm of claim verification and fact-
checking has primarily concentrated on structured
data, often in the form of subject-predicate-object
statements (Dong et al., 2015; Nakashole and
Mitchell, 2014). Several research on detecting
false claims on social media included network
metadata such as user profile characteristics,
user-user interactions, popularity attributes based
on the number of likes or followers, etc (Kumar
et al., 2016; Qazvinian et al., 2011). Most notably,
all of these procedures use black-box approaches,
and hence, do not articulate why a statement is
considered verified. Another pressing issue is
that the input claim does not coexist naturally
with the corresponding review articles. As a
result, obtaining the relevant articles via internet

1https://www.who.int/health-topics/
infodemic

2https://github.com/castorini/pyserini
3https://github.com/UKPLab/beir
4https://allenai.org/data/cord-19

is critical. There is, however, a disparity between
the human—crafted review articles generated
specifically for claim verification in the fact
database and the report articles gathered from the
web. Meanwhile, methods such as ClaimBuster5

and Google’s Fact Check Explorer6 have been
developed to check the legitimacy of the statement
by assessing trust criteria utilizing internet.
However, these existing methods are not intended
to investigate the veracity of the evidence and
hence fail to meet the previously identified issues.

Our Contributions: To address the aforemen-
tioned issues, we create an end-to-end claim
verification system capable of establishing the
integrity of a query claim and explaining its
decisions with supporting evidence. Our model
takes in as input the claim whose veracity is to be
verified. Due to the diversity of natural language
idioms, the first major problem in developing
such a system is identifying connected snippets
of a claim. Thus, we utilize well-known retrieval
systems for this task. The system selects relevant
articles from either the CORD-19 dataset or
our in-house dataset, ClaVer, using a host of
different models ranging from BM25 to intricate
hybrid searchers. Users can additionally opt to
retrieve more fine-grained results where the model
selects relevant snippets in the article. Eventually,
the model verifies the claim by calculating the
entailment of the input claim concerning the
retrieved articles.

Through this work, we make the following con-
tributions:

1. To allay the unavailability of a COVID-19
centric annotated dataset for claim verifica-
tion in Twitter, we develop ClaVer, a new
dataset of claim-evidence pairs based on a sub-
set of COVID-19-related claims reaped from
a recently released large-scale claim-detection
dataset, LESA (Gupta et al., 2021).

2. We propose an end-to-end claim verification
system encompassing two steps to validate the
claims proffered online provided high-quality
editorial review articles and Twitter posts.

5https://idir.uta.edu/claimbuster/api/
6https://toolbox.google.com/factcheck/

explorer
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3. We evaluate our retrieval model against mul-
tiple state-of-the-art systems concerning our
dataset, ClaVer. According to the compar-
ison, BM25 surpasses all other existing sys-
tems by a wide margin.

4. We provide an open-source, easily deployable,
and user-friendly Python API based on our
proposed solution for claim verification. We
also accompany a demonstration to evaluate
the efficacy and usage of the API.

2 Related Work

The challenge of verifying claims on online social
media has garnered considerable attention in the
last several years. Initially, the task of automatic
claim verification and fact-checking were investi-
gated in the context of computational journalism
(Cohen et al., 2011; Flew et al., 2012), and journal-
ists and professional fact-debunkers manually ver-
ified claims utilizing various information sources.
However, that was not just time-consuming but also
introduced substantial human bias in it. The recent
advancement in NLP and information retrieval (IR)
has equipped journalists and online social media
users with tools enabling automatic claim verifica-
tion. In the past few years, plenty of work has been
proposed to fact-check online claims. Vlachos and
Riedel (2014) presented the initial pioneering work
in this domain. They published the first claim verifi-
cation dataset, which included 106 statements taken
from fact-checking websites like PolitiFact. How-
ever, they lacked justification for the verdict, which
verification systems typically require. To address
this issue, Wang (2017) prolonged this approach
by introducing 12.8K claims from PolitiFact along
with their explanations. The Fact Extraction and
Verification (FEVER) shared task was launched to
advance research in this direction (Thorne et al.,
2018b). The organizers of the FEVER shared task
constructed a large-scale dataset of 185445 claims
based on Wikipedia articles, each of which comes
with several evidence sets.

Traditionally, the existing claim verification
systems primarily rely on textual content and/or
social context. The content-based methods essen-
tially acquire the n-grams (Wang, 2017), semantics
(Khattar et al., 2019), writing styles (Gröndahl
and Asokan, 2019), etc. Besides textual-content,
auxiliary knowledge around social-context has also
been extensively examined for verification tasks.

These context-based methods emphasize collecting
user profile-based (Shu et al., 2019), propagation
structure-based (Wei et al., 2019), source-based
(Pennycook and Rand, 2019), etc. Zhi et al. (2017)
introduced ClaimVerif that provides a credibility
score for a user given a claim and also gives
supporting evidences that justify the credibility
score. Hanselowski et al. (2018) presented their
approach to the FEVER task (Thorne et al., 2018b)
which was introduced to expedite the development
of fact verification systems, in which they used
entity linking for document retrieval and Enhanced
Sequential Inference Model for determining the
entailment. Ma et al. (2019) used Hierarchical
Attention Networks with sentence-level evidence
embeddings. Despite the fact that these tactics
produce good performance results, it is challenging
for these approaches to provide adequate reasons
for claim verification outcomes.

As a result, current research has focused on inter-
pretable claim verification, which develops interac-
tive models to examine the distinction. Attention-
based interaction models (Popat et al., 2018), gate
fusion interactive models (Wu and Rao, 2020), co-
herence modelling interactive models (Ma et al.,
2019), and graph-aware interaction models are
among the interactive models. The granularity
of captured semantic conflicts involves word-level
(Popat et al., 2018), sentence-level (Ma et al., 2019),
and multi-feature (Wu and Rao, 2020) conflicts. Su
et al. (2020) came up with a question-answering-
based model that mines relevant articles from the
CORD-19 dataset and summarizes them to an-
swer pressing questions about the COVID-19 pan-
demic. Recently, Pradeep et al. (2021) proposed
a T57 transformer-based architecture for abstract
retrieval, sentence selection and label prediction
and perform claim verification. Similar to us, they
also utilized the CORD-19 (Wang et al., 2020) cor-
pus as the knowledge base to retrieve shreds of
evidences. These methods, which employ semantic
conflicts to verify claims, reflect a certain degree
of interpretability. But not all conflicts can be used
as valid evidence to reasonably explain the results,
and they also include considerable conflicts unre-
lated to claims or even interfere with the verified
results. It is difficult for automatic claim verifi-
cation to provide reasonable explanations for the

7https://huggingface.co/transformers/
model_doc/t5.html
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Table 1: Examples from ClaVer dataset along with the evidence and corresponding labels.8

Claim: 1

@CNN Boosting our immune systems will help deter the virus. It’s our only defense aside from n95 masks and goggles

Evidence Label
First, there’s the not-so-great news. Despite claims you may have seen on the Internet, there’s
no magic food or pill that is guaranteed to boost your immune system and protect you against
coronavirus...There are ways to keep your immune system functioning optimally, which can help
to keep you healthy and give you a sense of control in an uncertain time...For a starter dose of
immune-boosting vitamins, minerals and antioxidants, fill half of your plate with vegetables and fruits.

SUPPORTED

Claim: 2
@AFP @EvelDick It’s much more than a coincidence that China has a bioweapons lab with sloppy protocols in Wuhan.
Wonder if this is another booboo? Seems like a very bad place to have a bioweapons lab. The whole "this came from
snakes" Chinese party line makes me think the virus was manufactured.
Evidence Label
As the Covid-19 pandemic continues its destructive course, two theories are being widely aired...The
lab is one of 20 such facilities under the Chinese Academy of Sciences, but is the only one dealing
with virology. Fully compliant with ISO standards, the Wuhan facility interacts regularly with a
host of outside experts. Like other labs, its aim is to protect populations against new viruses...

REFUTED

verification results; the demand for interpretable
claim verification is growing, with the goal of pro-
viding end-users with grounds to debunk rumours
by showing the incorrect elements of claims. Exist-
ing methods in this assignment investigate seman-
tic conflicts between claims and relevant articles
by creating various interactive models to explain
verification results.

3 Description of the Datasets

For our experiments, we adopt two datasets. Their
details are shown as follows:

1. CORD-19 Dataset (Wang et al., 2020):
CORD-19 dataset consists of over ∼ 500, 000
articles (over ∼ 200, 000 containing full text)
taken from various scientific publications
about COVID-19, SARS-COV2 and other
viruses. This dataset provides access to trust-
worthy scientific sources of information to
mitigate the spread of misinformation.

2. LESA Dataset (Gupta et al., 2021): LESA
dataset consists of ∼ 10, 000 tweets that were
mined from various sources and were manu-
ally annotated for the binary classification task
of claim detection. Furthermore, we develop a
validation set – Claim Verification (ClaVer)
by selecting a subset of claims from the LESA
dataset and annotating those claims with rele-
vant articles that provide additional context for
the claim, as shown in Table 1. These articles
are gathered from reliable online news sources

and contain additional extensive information
that may be used to verify the authenticity of
the claim. The articles can “Refute" or “Sup-
port" the claim. In other circumstances, the
claim may be that the annotated article does
not give conclusive evidence. These articles
lack sufficient information to support or re-
ject the claim’s veracity and hence labelled
for “Not Enough Information". These articles
are also stored in our global knowledge base
of articles along with the articles taken from
the CORD-19 dataset.

4 Our Approach

Adhering to the standard of automated claim veri-
fication and fact-checking systems (Thorne et al.,
2018b), our proposed approach also consists of a
two-step pipeline – Document Retrieval and Ve-
racity Prediction. In this section, we present the
techniques employed for retrieval and veracity pre-
diction components. Besides the current approach,
we had also employ alternative techniques using
Rapid Automatic Keyword Extraction or RAKE
(Rose et al., 2010) and SciSpacy (Neumann et al.,
2019) for keyword extraction and searching our
corpus using the extracted keywords. Figure 1 il-
lustrates the general architecture of our proposed
claim verification approach. Once a textual claim is
submitted, the document retrieval module extracts
the top-k relevant documents from the knowledge
base. The retrieved documents are then passed to
the veracity prediction module that figures out an
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Claim
Document
Retrieval 

Model

Veracity
Prediction  

Model

Evidence 1

Evidence n

Evidence 3

Evidence 2

Evidence 1 SUPPORTED 0.896

Evidence n SUPPORTED 0.365

Evidence 3 NEI 0.006

Evidence 2 REFUTED 0.051

Dataset

Figure 1: An overview of the proposed evidence-based claim verification pipeline. The significant components
have been highlighted to correspond to the two stages of our experimental setup: (a) a document retrieval module
that uses one of the given datasets to retrieve top-k relevant documents for the corresponding input claim, and (b) a
veracity prediction module that seeks to establish the retrieved documents’ credibility against the input claim.

entailment decision for the claim with respect to
the retrieved evidences.

4.1 Document Retrieval
Inspired by IR systems, the retrieval problem we
attempt to address is defined as follows: Given a
textual claim c and a set of documents D, we aim
to retrieve the top-k documents from D relevant
to c. Our retrieval pipeline consists of two broad
categories of retrieval systems, namely Sparse Re-
trieval and Dense Retrieval.

1. Sparse Retrieval Model: Over the years,
lexical approaches like TF-IDF and BM25
have dominated textual information retrieval.
We also utilize the BM25 scoring function
(Robertson et al., 1995) as the backbone
model for sparse retrieval. We use the sparse
retrievers for both the ClaVer as well as
CORD-19 datasets. In this case, we also pro-
vide an extra option of getting finer-grained
results. This step scans through the retrieved
article and provides a relevant part of the ar-
ticle. We use a BioBERT (Lee et al., 2019)
language model which is pre-trained on large-
scale bio-medical corpora. We compute the
hidden representation of each paragraph in the
article using the language model and calculate
its cosine similarity with the hidden represen-
tation of the claim. The paragraph with the
highest value is then selected.

2. Dense and Hybrid Retrieval Models: More
recently, dense retrieval approaches were pro-

posed to get better retrieval results. They are
capable of capturing semantic matches and
try to overcome the (potential) lexical gap.
Dense retrievers map queries and documents
in a shared, dense vector space (Gillick et al.,
2018). This allowed the document represen-
tation to be pre-computed and indexed. We
provide the option of dense retrievers specif-
ically for our ClaVer dataset. Using dense
indexes for CORD-19 dataset is difficult be-
cause of the huge size of the corpora. To use
the dense and hybrid searchers, we first in-
dex our ClaVer data using the FAISS (John-
son et al., 2017) library. For our dense re-
triever, we use the simple dense searcher pro-
vided by the PYSERINI (Lin et al., 2021) li-
brary while initializing it with COVID-BERT
weights. The hybrid searcher uses a com-
bination of sparse and dense retrievers and
computes a weighted interpolation of the in-
dividual results to arrive at the final rankings.
We use the TCT-ColBERT (Lin et al., 2020)
architecture to encode our queries into the
same representation space as the encoded doc-
uments.

4.2 Veracity Prediction

Given a claim and the evidence gathered through
document retrieval system, veracity prediction
module seeks to establish the evidence’s credibility
in terms of a veracity score. To verify the veracity
of our retrieved articles, we leverage a BART-based
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Table 2: Sample response generated by our proposed system leveraging ClaVer dataset for extraction.

Claim

Story about how #HydroxyChloroquine likely help people recover from #Coronavirus. IMO, it was never touted as
the cure but as option for treatment doctors should consider and it appears to work in some cases....39 in one place.

Outputs
Technique Evidence Retrieved8 Label Veracity

Ours Chloroquine and hydroxychloroquine, a pair of old drugs used
to treat and prevent malaria, are the latest compounds to be
thrust into the limelight as people tout them as treatments for the
novel coronavirus. On Sunday, March 29, the US Department
of Health and Human Services accepted 30 million doses of
hydroxychloroquine sulfate from Novartis and 1 million doses
of chloroquine phosphate from Bayer...The World Health Orga-
nization is sponsoring a large international clinical trial called
SOLIDARITY to study six drugs that could be rapidly deployed
for the fight the coronavirus, including chloroquine and hydrox-
ychloroquine.

CONTRADICTION 0.82737

Dense As of now, no study says coronavirus can be cured by drinking
lots of water or gargling with warm saltwater. Though it is true
that warm salt water has long been used as a home remedy
to soothe a sore throat, but till now, there is no evidence that
it can also ward off the novel coronavirus. A report by fact-
check website "Snopes" also says that there is no proof that
coronavirus remains in the throat for four days as mentioned in
the viral post.

NEUTRAL 0.99825

Hybrid As of now, no study says coronavirus can be cured by drinking
lots of water or gargling with warm saltwater. Though it is true
that warm salt water has long been used as a home remedy
to soothe a sore throat, but till now, there is no esidence that
it can also ward off the novel coronavirus. A report by fact-
check website "Snopes" also says that there is no proof that
coronavirus remains in the throat for four days as mentioned in
the viral post.

NEUTRAL 0.99825

(Lewis et al., 2020) Natural Language Inference
(NLI) model that returns one of the three classes
for each claim-evidence pair: Entailment, Neutral
and Contradiction (as shown in Table 2). The map-
ping of these labels with our use case is done in the
following way:

• If the model outputs ‘Entailment’, it means
that the given claim’s veracity can be posi-
tively supported by the retrieved article.

• If the model outputs ‘Contradiction’, it means
that the given claim’s veracity is refuted by
the retrieved article which makes the claim
dubious.

• If the model outputs ‘Neutral’, it means the
retrieved article does not provide enough evi-
dence to either support or refute the claim.

5 Evaluation

We compare the findings of our retrieval system
BM25 to those of other existing systems. We em-
ploy a collection of claims and ground-truth labels
from our ClaVer dataset for quantitative evalua-
tion. The test data set consists of claims excluded
from the knowledge base in the retrieval phase.
For this, we develop a manually annotated dataset
with ∼ 1000 claims obtained from Twitter and
build a knowledge-base of ∼ 400 articles from
reliable sources, equipping a testing ground to vali-
date the results. Table 3 presents experimental re-
sults based on Normalized Discounted Cumulative
Gain (NDCG@k) scores, Mean Average Precision
(MAP@k) and Mean Average Recall (MAR@k)
scores for different values of k. We find that using
BM25 outperforms all other baseline systems for
retrieval task. The NDCG@100 score of the BM25

71



Table 3: Performance of various retrieval techniques on ClaVer dataset. (NDCG: Normalized Discounted
Cumulative Gain, MAP: Mean Average Precision and MAR: Mean Average Recall)

Technique NDCG@1 NDCG@10 NDCG@100 MAP@1 MAP@10 MAR@1 MAR@10
Ours 24.71 36.75 45.73 24.71 32.14 24.71 51.72
CrossEncoder MS Marco 22.99 35.41 35.41 22.99 31.12 22.99 48.85
CrossEncoder CovidBERT 3.41 15.04 15.04 3.41 3.41 3.49 36.36
SentenceBERT MS Marco 18.97 32.09 32.58 18.97 26.83 18.97 49.43

  Vaccines are not effective against COVID-19 Submit

Evidence 1 Evidence 2

Evidence 3 Evidence 4

Link of the Document: https://doi.org10.108021645515 2020. 
1735227..

COVID-19, an emerging coronavirus infection advances and 
prospects in designing and developing vaccines, immuno...

The article belongs to neutral category with a confidence of 0.9328

Link of the Document: https://oypost.com/2020/01/29/no-corona
virus-isnt-linked-to-corona-beer-cantbe-cured-with-bleach/

Despite the catchy name, no,.…

The article belongs to neutral category with a confidence of 0.9982

Link of the Document: https://oypost.com/2020/01/29/no-corona
virus-isnt-linked-to-corona-beer-cantbe-cured-with-bleach/

Despite the catchy name, no, coronavirus has nothing to do...

The article belongs to neutral category with a confidence of 0.9982

Link of the Document: https://www.who.int/news-room9-3-detail/
herd-immunitylockdowns- andcovid-19 

Herd immunity, also known as 'population immunity, is the indirect 
protection from an infectious d…

The article belongs to neutral category with a confidence of 0.9903

CLAVER

CORD-19 CLAVER

Dense SearchCLAVER Hybrid Search

BM25 BM25

Figure 2: User-interface of our proposed tool after the claim has been submitted.

retrieval model improves the baseline method by
more than 10% out of the whole testing set. We find
that BM25 detects relevant snippets with higher
precision and recall than other existing retrieval
systems.

6 Demonstration

In this section, we demonstrate how our proposed
claim verification pipeline works. Figure 2 depicts
an example claim as well as the model’s output
results. Users enter a claim into our system as a
query, and the system evaluates whether or not it
is a validated claim. In practice, the system takes
somewhere around 20 and 80 seconds to execute
a single user query, depending on the number and
length of articles obtained by the search engine.

The input section of our tool, as shown in Figure
2, provides a query text box where the user can
enter any natural language text as an input claim
for evaluation, as well as a specific configuration to

8Links of article sources can be found at: https://
cutt.ly/lFwsxXa

limit the number of articles to be retrieved. Follow-
ing the submission of the claim, the tool’s back-end
server does its analysis. It returns three sets of out-
puts: (i) a set of articles employing the various
approaches, (ii) a claim category, and (iii) a verac-
ity score. The output also presents the technique
utilized for retrieval (pink) and from which knowl-
edge base the shreds of evidence were extracted
(blue). The most intriguing aspect of the system
is that it links resources from the web, where the
article was retrieved, allowing individuals to make
their own decisions based on them.

Not all information is equally reliable, and some-
times even the trusted sources contradict one an-
other. This calls into question the assumptions
behind most current fact-checking research, which
relies on a single authoritative source. As a result,
we offer results for a common claim from several
models and knowledge bases. For demonstration,
we practice the widely spread claim “Vaccines are
not effective against COVID-19" as an input as
shown in Figure 2, and the tool returned the top-
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ranked shreds of evidence. The first two pieces of
evidence come from the BM25 model, which was
run on the CORD-19 dataset and our data, respec-
tively. Furthermore, evidences 3 and 4 collected
articles from our dataset using a dense and hybrid
retrieval strategy, respectively. We can see that all
four pieces of evidence assigned the same label
to the claim, but their truthfulness scores differed
from each other.

7 Conclusion

In this work, we verged upon claim verification
on online social media towards coping with mis-
information. We bestowed a claim verification
system that evaluates the authenticity of a user-
supplied query claim and justifies the verdict cor-
roborating evidence. We explored multiple re-
trieval methodologies and published user research
findings, demonstrating the utility of the BM25
method. Unlike other tools, our system learns the
distributed representations to encapsulate the se-
mantic relations between the claim and the evi-
dence. Our approach uses a two-step training pro-
cess to provide a high-quality veracity score as
well as best-suited articles, leveraging data from
formal articles and web-based informal texts. We
have made the source codes and the dataset public
at the following link: https://github.com/
LCS2-IIITD/claim_verification.
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Abstract

Recently, detection and categorization of unde-
sired (e. g., aggressive, abusive, offensive, hate)
content from online platforms has grabbed the
attention of researchers because of its detrimen-
tal impact on society. Several attempts have
been made to mitigate the usage and propa-
gation of such content. However, most past
studies were conducted primarily for English,
where low-resource languages like Bengali re-
mained out of the focus. Therefore, to facilitate
research in this arena, this paper introduces
a novel multilabel Bengali dataset (named M-
BAD) containing 15650 texts to detect aggres-
sive texts and their targets. Each text of M-
BAD went through rigorous two-level annota-
tions. At the primary level, each text is labelled
as either aggressive or non-aggressive. In the
secondary level, the aggressive texts have been
further annotated into five fine-grained target
classes: religion, politics, verbal, gender and
race. Baseline experiments are carried out with
different machine learning (ML), deep learning
(DL) and transformer models, where Bangla-
BERT acquired the highest weighted f1-score
in both detection (0.92) and target identifica-
tion (0.83) tasks. Error analysis of the mod-
els exhibits the difficulty to identify context-
dependent aggression, and this work argues
that further research is required to address these
issues.

1 Introduction

Social media platforms have become a powerful
tool to spontaneously connect people and share
information with effortless access to the internet.
These platforms provide users with a cloak of
anonymity that allows them to speak their opinions
publicly. Unfortunately, this power of anonymity is
misused to disseminate aggressive, abusive, hatred
and illegal content. In the recent past, these medi-
ums have been used to incite religious, political
and communal violence (Hartung et al., 2017). A
significant portion of such incidents has been com-

municated through textual content (Kumar et al.,
2020a; Feldman et al., 2021). Therefore, it has
become crucial to develop automated systems to
restrain the proliferation of such undesired or ag-
gressive texts. This issue has been taken seriously
in English, German, and other high-resource lan-
guages (Caselli et al., 2021; Aksenov et al., 2021).
However, minimal research effort has been made
in low-resource languages, including Bengali. Sys-
tems developed in English or other languages can
not detect detrimental texts written in Bengali due
to the significant variations in language constructs
and morphological features. Nevertheless, people
use their regional language to communicate over
social media. Therefore, developing benchmark
datasets and regional language tools is monumen-
tal to tackle the undesired text detection challenges.
This work develops M-BAD containing 15650 texts
using a two-level hierarchical annotation schema.
In level-1, texts are categorized into binary classes:
aggressive or non-aggressive. In level-2, 8289 ag-
gressive texts are further annotated with multilabel
targets. These labels are used to identify aggres-
sion’s target into five fine-grained classes, such as
religion, gendered, race, verbal and politics (de-
tailed taxonomy discussed in Section 3). Proper
annotation guidelines and the detailed statistics of
the dataset is described to ensure M-BAD’s qual-
ity. Several experiments are performed using ML,
DL and transformer models to assess the task. The
experiments demonstrate that (i) transformer mod-
els are more effective in detecting aggressive texts
and their targets than ML/DL counterparts, (ii)
covert propagation of aggression using ambiguous,
context-dependent and sarcastic words is difficult
to identify. The significant contributions of this
work can be summarized as follows,

• Study two new problems from the perspective
of low-resource language (i.e. Bengali), (i)
detecting aggressive texts and (ii) identifying
the multilabel targets of aggression.
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• Release a new benchmark aggressive dataset
labelled with the target of aggression and de-
tailed annotation steps.

• Perform baseline experimentation on the de-
veloped dataset (M-BAD) to benchmark the
two problems, providing the first insight into
this challenging task.

Reproducibility: The resources to reproduce
the results are available at https://github.com/omar-
sharif03/M-BAD. The appendix contains details
about data sources, annotators and a few samples
of M-BAD.

2 Related Work

This section briefly describes the past studies re-
lated to aggression and other undesired content
detection concerning non-Bengali and Bengali lan-
guages.

Non-Bengali aggressive text classification: Ku-
mar et al. (2018a) compiled a dataset of 15000 ag-
gression annotated comments in English and Hindi
with three classes: overtly aggressive, covertly ag-
gressive, non-aggressive. In their subsequent work
(Kumar et al., 2020b), Bengali aggressive com-
ments were added in the corpus. Early works with
neural network techniques such as LSTM (Nikhil
et al., 2018), CNN (Kumari and Singh, 2020), com-
bination of shallow and deep network (Golem et al.,
2018) achieved good accuracy. However, with the
arrival of BERT based models, it acquired superior
performance and outperformed all the models on
these datasets (Risch and Krestel, 2020; Gordeev
and Lykova, 2020; Sharif et al., 2021). Bhardwaj
et al. (2020) developed a multilabel dataset in Hindi
with five hostile classes: fake, defamation, offen-
sive, hate, non-hostile. Their baseline system was
implemented with m-BERT embedding and SVM.
Leite et al. (2020) introduced a multilabel toxic
language dataset. The dataset contains 21k tweets
manually annotated into seven categories: insult,
LGBTQ+phobia, obscene, misogyny, racism, non-
toxic and xenophobia. They also performed base-
line evaluation with the variation of BERT models.
In a similar work, Moon et al. (2020) developed
a corpus to detect toxic speech in Korean online
news comments.

Bengali aggressive text classification: No sig-
nificant research has been conducted yet to detect
multilabel aggression in Bengali. The scarcity of
benchmark corpora is the primary reason behind

this. Few works have been conducted to develop
datasets and models in other correlated domains
such as hate, abuse, fake and offence. Karim et al.
(2021) developed a hate speech dataset of 3000
samples with four categories: political, personal,
religious, geopolitical. Emon et al. (2019) pre-
sented a dataset comprised of 4.7k abusive Bengali
texts collected from online platforms. They pro-
posed LSTM based classifier to categorize texts
into seven classes. However, they did not in-
vestigate other DL models’ performance, which
might get similar accuracy with less computational
cost. To detect the threat and abusive language,
a dataset of 5.6k Bengali comments is created by
Chakraborty and Seddiqui (2019). In recent work,
Sharif and Hoque (2021a) introduced a benchmark
Bengali aggressive text dataset. They employed
a hierarchical annotation schema to divide the
dataset into two coarse-grained (aggressive, non-
aggressive) and four fine-grained (political, reli-
gious, verbal, gendered) aggression classes. In
their later work (Sharif and Hoque, 2021b), they
extended the dataset from 7.5k texts to 14k texts.

Differences with existing studies: As far as
we are concerned, very few works have been ac-
complished to detect aggressive texts and iden-
tify the target of aggression (e.g. religion, gender,
race). Existing works (Sharif and Hoque, 2021b;
Zampieri et al., 2019; Kumar et al., 2018b) have
framed it as a multi-class classification problem
and ignored the overlapping phenomena of classes.
However, a text can express aggression towards
multiple targets simultaneously. Suppose a text has
an aggressive write up against political women, ex-
pressing political and gendered aggressions. The
proposed work addresses the issues that are pre-
viously overlooked and differs from the existing
research in the following ways, (i) develop a novel
Bengali aggressive text dataset annotated with the
multiple targets of an aggressive text. As our knowl-
edge goes, this is the first attempt to develop such
a dataset in Bengali, (ii) illustrate a detailed anno-
tation guideline which can be followed to develop
resources for the similar domains in Bengali and
other low-resource languages, (iii) perform experi-
mentation with multilabel classes with various ML,
DL and transformer-based models.

3 Dataset Development Taxonomy

This work presents a two-level hierarchical anno-
tation schema to develop a novel multilabel ag-
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gression dataset in Bengali (M-BAD). Level-1 has
two coarse-grained categories: aggressive and non-
aggressive. In contrast, level-2 has five fine-grained
multilabel target classes (religion, politics, verbal,
gender, race). This work differs from previous
work done by Sharif and Hoque (2021b) in two
ways; (i) overlapping phenomena between aggres-
sion targets are considered, (ii) a new target class
(i.e., racial aggression) is added into the M-BAD.
Figure 1 illustrates the taxonomic structure of M-
BAD.

Figure 1: Taxonomic structure

Because of the subjective nature of the dataset,
it is crucial to have a clear understanding of the
categories. It helps develop a quality dataset by
mitigating annotation biases and reducing ambi-
guities. After analyzing past studies (Sharif and
Hoque, 2021b; Bhardwaj et al., 2020; Zampieri
et al., 2019; Vidgen et al., 2021) on textual aggres-
sion and other related phenomena, we differentiate
between the coarse-grained and fine-grained cate-
gories.

Coarse-grained Aggression Classes : The sys-
tem initially identifies an input text as aggressive
(AG) or non-aggressive (NoAG) classes.

• (AG): excite, attack or seek harm to the indi-
vidual, group or community based on a few
criteria such as gender identity, political ideol-
ogy, sexual orientation, religious belief, race,
ethnicity and nationality.

• (NoAG): do not contain any aggressive state-
ments or express any evil intention to harm
others.

Fine-grained Target Classes: An AG text is fur-
ther classified into five fine-grained categories: re-
ligious aggression (ReAG), political aggression

(PoAG), verbal aggression (VeAG), gendered ag-
gression (GeAG) and racial aggression (RaAG).
Each of the classes is defined in the following:

• ReAG: excite violence by attacking reli-
gion, religious organization or religious belief
(Catholic, Hindu, Jew, or Islam, etc.) of a
community

• PoAG: demean political ideology, provoke
followers of political parties, or incite people
in against law enforcement agencies and state.

• VeAG: seek to do evil or harm others, de-
nounce the social status by using curse words,
obscene words, outrageous and other threat-
ening languages.

• GeAG: attack an individual or group by mak-
ing aggressive reference to sexual orientation,
sexuality, body parts, or other lewd contents.

• RaAG: insult or attack some and promote ag-
gression based on race.

4 M-BAD: Multilabel Aggression Dataset

As far as we are concerned, no dataset is avail-
able to date for detecting or classifying multilabel
aggressive texts and their targets in Bengali. How-
ever, the availability of a benchmark dataset is the
prerequisite to developing any deep learning-based
intelligent text classification system. This draw-
back motivates us to construct M-BAD: a novel
multilabel Bengali aggressive text dataset. This
work follows the guidelines and directions given
by (Sharif and Hoque, 2021b; Vidgen and Derczyn-
ski, 2021) to ensure the quality of the dataset. This
section briefly describes the data collection and
annotation steps with detailed statistics of M-BAD.

4.1 Data Collection

We have manually accumulated 16000 aggressive
and non-aggressive texts from different social plat-
forms within the duration from 16 June to 27 De-
cember 2021. During this period, we only collected
those texts that were posted, composed or shared
after 1 January 2020. Potential texts were accu-
mulated from YouTube channels and Facebook
pages affiliated with political organizations, reli-
gion, newsgroups, artists, authors, celebrities, etc.
Appendix A presents detailed statistics of the data
collection sources.
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Aggressive texts were cumulated from com-
ments and posts that express aggression or excite
violence. User profiles were also scanned who
promoted, shared, or glorified aggression infor-
mation to acquire additional texts. On the other
hand, non-aggressive posts have been collected
from news/comments/posts related to sports, edu-
cation, entertainment, science and technology. Fur-
thermore, while collecting aggressive texts, many
data samples were found that did not express any
aggression. Such texts were added to the corpus.
We did not store any personal information (name,
phone number, birth date, location) of the users
during data accumulation. Each sample text is
anonymized in the dataset. Thus, we do not know
who has posted or created the collected texts. Fi-
nally, a few preprocessing filters are applied to
remove inappropriate texts. 255 samples are dis-
carded based on the following filtering criteria, (i)
contains non-Bengali texts, (ii) has length fewer
than three words, (iii) duplication. Remaining
15745 texts passed to the annotators for manual
labelling.

4.2 Annotation Process

Section 3 describes the annotation schema and class
definitions used to annotate the texts. Six annota-
tors carried the annotation: four undergraduate and
two graduate students. An expert verified the label
in case of disagreement. Appendix B illustrates the
detailed demographics of annotators. Annotators
were split into three groups (two in each), and each
group labelled a different subset of processed texts.
To achieve quality annotations, we trained the an-
notators to define classes and associated examples.
We tried to ensure that annotators understood what
an aggressive text is and how to determine the tar-
get of aggression. Moreover, annotators are care-
fully guided in the weekly lab meetings.

Two annotators annotated each text, and the fi-
nal label was assigned based on the agreement be-
tween the annotators. In case of disagreement, an
expert resolve the issue through deliberations with
the annotators. During the final label assignment,
we found 95 texts that did not fall into any de-
fined aggression categories and subsequently dis-
carded them. Finally, we get M-BAD, an aggres-
sion dataset annotated with their targets containing
15650 texts. Appendix C shows few samples of
M-BAD.

We measure the inter-annotator agreement us-

κ-score Average

Level-1 AG 0.85 0.77NoAG 0.69

Level-2

ReAG 0.55

0.62
PoAG 0.61
VeAG 0.62
GeAG 0.67
RaAG 0.65

Table 1: Kappa (κ) score on each annotation level

ing kappa score (Cohen, 1960) to check the valid-
ity of annotations. Table 1 presents the κ-score
on both coarse-grained and fine-grained classes.
The table shows that agreement is higher (0.77) in
coarse-grained classes. The agreement is consis-
tently ‘moderate’ (≈ 0.62) among the fine-grained
classes but a bit lower in ReAG. Scores indicate
difficulty in detecting targets of aggression by the
annotators. Analysis reveals that sarcastic, implicit
and ambiguous words made this difficult.

4.3 Dataset Statistics
For training and evaluation purposes, the developed
M-BAD is divided into the train (80%), test (10%),
and validation (10%) split using a stratified strategy.
The identical split ratio is used for both coarse-
grained and multilabel fine-grained experiments.
Table 2 presents the class-wise distribution of the
texts for both Level-1 and Level-2. It is noticed
that the distributions are slightly imbalanced with
Level-2, which will be very challenging to handle
in a multilabel setup.

Class Train Test Valid Total
ReAG 2391 327 305 3023
PoAG 2408 310 275 2993
VeAG 3939 498 472 4909
GeAG 1306 148 167 1621
RaAG 175 21 28 224
NoAG 5893 710 758 7361
AG 6642 840 807 8289

Table 2: Number of instances in train, test and validation
sets for each category

Class #Words #Unique
words

Avg.
#words/text

Level-1 AG 80553 17413 12.12
NoAG 106573 24617 18.08

Level-2

ReAG 30748 9093 12.85
PoAG 28410 8496 11.79
VeAG 42342 11587 10.74
GeAG 13817 4796 10.57
RaAG 1711 1206 9.77

Table 3: Training set statistics in each level and class
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To obtain in-depth insights, training set is further
analyzed which is reported in Table 3. The statis-
tics illustrated that in Level-1, NoAG class has
the highest number of words (≈106k) and unique
words (≈24k) compared to the AG class. Mean-
while, in Level-2, VeAG has the maximum number
of words (≈42k) and unique words (≈11k) while
RaAG class has the lowest (≈1.7k, ≈1.2k). How-
ever, the average number of words per text ranges
from 10 to 12 among the aggression categories.
Figure 2 shows the histogram of the texts length
of each category. It is observed that ≈5000 texts
of NoAG class have a length between ≈15-40. On
the other hand, most of the length of the texts falls
between 5-30 in VeAG class while ≈ 1000 texts of
RaAG class has a length < 20. It is also noticed
that only a small number of texts have length > 50.

Figure 2: Histogram of the text length for each cate-
gories

PoAG VeAG GeAG RaAG
ReAG 0.38 0.47 0.36 0.18
PoAG 0.42 0.29 0.16
VeAG 0.50 0.25
GeAG 0.23

NoAG
AG 0.22

Table 4: Jaccard similarity of 400 most frequent words
between each pair of classes

We calculated the Jaccard similarity scores be-
tween the most 400 frequent words for quantitative
analysis. Table 4 presents the similarity values
among each pair of categories from Level-1 and
Level-2. The VeAG-GeAG pair obtained the high-
est similarity score (0.50), while the PoAG-RaAG
pair got the lowest score (0.16). It is observed that
VeAG class has maximum similarity with almost
all the classes except RaAG.

5 Methodology

Several computational models are investigated to
develop the target aware aggression identification
system. At first, the investigation is carried out
for classifying the aggressive texts, and then we
develop models for categorizing the target of the
aggression (ReAG, PoAG, VeAG, GeAG, RaAG)
considering the multilabel scenario. Machine learn-
ing and deep learning-based methods are employed
to build the system. This section briefly discussed
the techniques and methods used to develop the
system.

5.1 ML-based methods

Two ML-based methods, Logistic Regression (LR)
(Sharif and Hoque, 2019) and Naive Bayes with
Support Vector Machine (NBSVM) (Wang and
Manning, 2012) have been investigated for the clas-
sification task. Bag of words (BoW) features are
used to train these models. The LR model is built
with the ‘lbfgs’ optimizer and ‘l2’ regularization
technique. Apart from this, the inverse regulariza-
tion parameter C settled to 1.0. On the other hand,
for NBSVM, the additive smoothing (α) and regu-
larization parameters (C) are settled at 1.0 whereas
the interpolation value is selected to β = 0.25.

5.2 DL-based Methods

Several popular DL methods are also investigated
including BiGRU (Marpaung et al., 2021) and pre-
trained transformers (Vaswani et al., 2017) to iden-
tify the multi-label textual aggression.

BiGRU+FastText: The FastText (Joulin et al.,
2016) embeddings are used as the input of the Bi-
GRU model. Before that, a 1D spatial dropout
technique is applied over the embedding features
and then fed to a BiGRU layer with 80 hidden units.
The last time step hidden output from the BiGRU
is passed to a 1D global average pooling and a
1D global max-pooling layer. Subsequently, the
two pooling layers outputs are concatenated and
propagated to the classification layer.

Pretrained Transformers: In recent years, trans-
former (Vaswani et al., 2017) models trained on
multilingual and monolingual settings achieved
outstanding result in solving undesired text clas-
sification related tasks (Sharif and Hoque, 2021b;
Hossain et al., 2021). As our task deals with a
dataset of low-resource language, we employed
three transformer-based models: (i) Multilingual
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Bidirectional Encoder Representations for trans-
formers (m-BERT) (Devlin et al., 2018) (ii) BERT
for Bangla language (Bangla-BERT) (Bhattachar-
jee et al., 2021), and (iii) BERT for Indian lan-
guages (Indic-BERT) (Kakwani et al., 2020). The
models have culled from the hugging face1 trans-
formers library and fine-tuned them with default
arguments on the developed dataset.

Both ML and DL-based models are trained for
two classification tasks: coarse-grained and mul-
tilabel fine-grained. To allow the reproducibility
of the models and mitigate the training complex-
ity, we use identical hyperparameters values for
both classification tasks. We employed the Ktrain
(Maiya, 2020) wrapper that provides easy training
and implementation of the models. For multilabel
classification, we enabled the Ktrain default mul-
tilabel settings. The BiGRU+FastText model is
trained with a learning rate of 7e−3 while the trans-
former models with 8e−5. The models are trained
using the triangular policy method (Smith, 2017)
for 20 epochs with a batch size of 32. To save
the best intermediate models, we utilized the early
stopping criterion.

6 Experiments

The experiments were carried out in a google col-
laboratory platform with a GPU environment. The
evaluation of the dataset is performed based on
the weighted f1-score. Due to the highly skewed
distribution of the classes, we considered macro
f1-score (MF1) as our primary metric in multilabel
evaluation. Besides, the individual class perfor-
mance is measured through precision (P), recall
(R), and f1-score (F1) matrices.

6.1 Results

Table 5 presents the outcome of the different mod-
els on the test set concerning the coarse-grained
classification. In terms of weighted f1-score
(WF1), both LR and NBSVM obtained an iden-
tical score of 0.91 while BiGRU + FastText and
m-BERT model got a slightly low score (0.90).
However, the Bangla-BERT model achieved the
highest F1 across the two coarse-grained classes
(AG/NoAG = 0.92) and thus outperformed all the
models by achieving the highest WF1 score of
0.92.

Table 6 reports the evaluation results of the mul-
tilabel fine-grained classification. The outcome il-

1https://huggingface.co/

AG NoAG
Method P R F1 P R F1 WF1

LR 0.93 0.90 0.91 0.89 0.92 0.91 0.91
NBSVM 0.94 0.89 0.91 0.89 0.94 0.91 0.91
BG+FT 0.88 0.93 0.90 0.92 0.87 0.89 0.90
m-BERT 0.90 0.89 0.90 0.89 0.90 0.89 0.90

Indic-BERT 0.88 0.90 0.89 0.89 0.87 0.88 0.89
Bangla-BERT 0.93 0.91 0.92 0.91 0.93 0.92 0.92

Table 5: Performance of the Coarse-grained classifi-
cation on the test set. Here, BG+FT represents Bi-
GRU+FastText model

lustrates that the NBSVM obtained the lowest MF1
(0.61) and WF1 score (0.77). Both Indic-BERT
and BiGRU+FastText models acquired identical
WF1 of 0.79. Meanwhile, macro and weighted
f1-score is slightly (MF1 ≈4%, WF1 ≈ 1%) im-
proved with the m-BERT model. However, the
Bangla-BERT model exceeds all the models by
achieving the highest MF1 (0.72) and WF1 (0.83).
In terms of class-wise performance, Bangla-BERT
obtained the highest f1-score in four fine-grained
aggression classes: ReAG (0.94), PoAG (0.92),
VeAG (0.81), and GeAG (0.68). One interesting
finding is that in RaAG class, some models (LR,
NBSVM, Indic-BERT) did not identify a single
instance correctly. Moreover, the models’ perfor-
mance degrades with the classes (GeAG, RaAG)
having fewer training samples than other classes.
Thus, a large dataset with balanced data distribution
needs to be developed for classifying the problem-
atic multilabel samples.

6.1.1 Error Analysis
The results confirmed that Bangla-BERT is the best
performing model in both coarse-grained and fine-
grained classification tasks (Table 5, 6). We per-
form a thorough error analysis to know the model
mistakes across different classes.

Quantitative analysis: Figure 3 shows the confu-
sion matrices for the Bangla-BERT model. Figure
3 (a) depicts that with coarse-grained classification,
the model incorrectly identified 73 (out of 807) and
56 (out 758) instances as NoAG and AG texts, re-
spectively. The confusion matrices for fine-grained
classes are shown in Figure 3 (b)-(f). It is noticed
that in ReAG and PoAG classes model misclassi-
fied 20 (out of 305) and 23 instances (out of 275),
respectively. The model yields the most incorrect
predictions (24 out of 28) with RaAG class. The
reason might be that the model did not get enough
samples for learning and thus failed to discern the
correct class in the testing phase. Meanwhile, in
the case of VeAG, the model gets confused and mis-
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ReAG PoAG VeAG GeAG Racism
Method P R F1 P R F1 P R F1 P R F1 P R F1 MF1 WF1

LR 0.93 0.84 0.88 0.93 0.81 0.86 0.74 0.75 0.75 0.75 0.51 0.61 0.00 0.00 0.00 0.66 0.77
NBSVM 0.93 0.85 0.89 0.95 0.82 0.88 0.74 0.73 0.74 0.72 0.47 0.57 0.00 0.00 0.00 0.61 0.77
BG+FT 0.89 0.89 0.89 0.90 0.85 0.87 0.75 0.74 0.75 0.67 0.64 0.66 0.50 0.11 0.18 0.67 0.79
m-BERT 0.92 0.89 0.90 0.90 0.93 0.92 0.81 0.71 0.76 0.71 0.60 0.65 0.50 0.25 0.33 0.71 0.80

Indic-BERT 0.89 0.90 0.89 0.94 0.87 0.90 0.75 0.75 0.75 0.68 0.64 0.66 0.00 0.00 0.00 0.64 0.79
Bangla-BERT 0.94 0.93 0.94 0.93 0.92 0.92 0.79 0.82 0.81 0.70 0.66 0.68 0.67 0.14 0.24 0.72 0.83

Table 6: Fine-grained classification performance on the test set. Here, MF1 indicates the macro f1-score

(a) NoAG (b) ReAG (c) PoAG

(d) VeAG (e) GeAG (f) RaAG

Figure 3: Confusion matrices of each category for Bangla-BERT model

classifies other classes instance (103 out of 232)
as VeAG. The appearance of outrageous words in
other fine-grained aggressive classes may be the
reason for this confusion. Table 7 presents the false-
negative rate (FNR) of the fine-grained categories.
We noticed that the FNR is very high with GeAG
(0.34) class while ReAG (0.065) and PoAG (0.08)
classes FNR is deficient.

False negative Rate
ReAG 20/305 (0.065)
PoAG 23/275 (0.08)
VeAG 83/472 (0.17)
GeAG 57/167 (0.34)
RaAG 4/28 (0.14)

Table 7: Error analysis for each fine-grained category

Qualitative Analysis: Figure 4 shows some cor-
rectly and misclassified sample texts from fine-
grained classification tasks. The output predictions
are obtained from the Bangla-BERT model. It is ob-

served that the first two samples are correctly clas-
sified into different fine-grained aggression classes.
However, in the third example, the model was only
able to identify the text as ReAG and incorrectly
predicted it as VeAG. Similarly, in the case of the
last example model, it was not even able to clas-
sify it as RaAG. These examples illustrate the un-
derlying difficulties of the multilabel classification
problem. From the analysis, we found that the texts
implicitly express aggression, which makes it ardu-
ous for the model to determine the multiple classes
simultaneously. Moreover, some words have ex-
tensively appeared in the fine-grained classes. Per-
haps, these words confuse the model to distinguish
the classes and thus makes the task more difficult.
Adding more training samples across all the classes
might eradicate the problem to some extent.

7 Conclusion

This paper presented a multilabel aggression iden-
tification system for Bengali. To accomplish the
purpose, this work introduced M-BAD, a multilabel
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Figure 4: Some correctly and incorrectly classified samples by the Bangla-BERT model

benchmark dataset consisting of 15650 texts. A
two-level hierarchical annotation schema has been
followed to develop the corpus. Among the lev-
els, Level-1 is concerned with either aggressive
or not aggressive, whereas Level-2 is concerned
with the targets (religious, political, verbal, gen-
der, racial) of the aggressive texts in a multilabel
scenario. Several traditional and state of the art
computational models have been investigated for
benchmark evaluation. The results exhibit that the
Bangla-BERT model obtained the highest weighted
f1-score of 0.83 for the multilabel classification.
The error analysis revealed that it is challenging to
identify the multiple targets of aggressive text as
words are frequently overlapped across different
classes. In future, we aim to mitigate this issue by
exploring multitask learning and domain adaption
approaches. Moreover, future work considers in-
cluding more data samples with a significant period
to minimize the bias towards a limited set of events.
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Appendix

A Data Sources

Data samples were collected from public
post/comment threads of Facebook and YouTube.
We did not store the profile information of any
users. The data collection procedure is consistent
with the copyright and terms of service of these
organizations 2. Potential texts were culled from
more than 200 Bengali YouTube channels and
Facebook pages. The popularity and activity status
of a few data sources are presented in table A.1.

B Annotator Demographics

Past studies (Suhr et al., 2021; Zhou et al., 2021) on
benchmark dataset creation have emphasized know-
ing about the demographic, geographic, research
and other related information of the annotators.
Since aggression is a very subjective phenomenon,
annotators perspective and experience play a cru-
cial role in developing the dataset. Six students and
an expert were involved in our dataset construc-
tion process. Annotators demographic information,
research experience, the field of research, and per-
sonal experience of viewing online aggression are
summarized in table B.1.

Some key characteristics of the annotators’ pool
are, (i) native Bengali speakers, (ii) have prior ex-
perience of annotation, (iii) not an active member
of any political parties, (iv) not hold extreme view
against religion, (v) viewed online aggression. Be-
fore requiting, the annotators’ necessary ethical
approval was taken, and they are substantially paid
according to university regulations.

C Data Samples

The authors would like to state that the examples
referred to in the figure C.1 presented as they were
accumulated from the source. Authors do not use
these examples to hurt individuals or promote ag-
gressive language usage. The goal of this work is
to mitigate the propagation of such language.

2https://www.facebook.com/help/1020633957973118,
https://www.youtube.com/static?template=terms

84



Page/channel name Type Affiliation No. of followers/
subscribers

Reactions per
post (in avg.)

Frequency of
posting)

Bidyanondo FP Non political org. 5M 10k 10 post/day
Prothom Alo FP/YC Newsgroup 14M 4.5k 180 post/day
Rafiath Mithila FP Artist 3.8M 15k 4 post/week
Mizanur Azhari YC Religious speaker 1.9M 50k 1 post/month
Jamuna tv FP/YC Media 12.9M 3.7k 80 post/day
Awami League FP/YC Political org. 890k 4.6k 15 post/day
Abu Toha Adnan FP Religious speaker 2M 18k 10 post/week
Salman BrownFish YC/FP Musician 3M 15k 7 post/month
Arif Azad FP Author 742k 87k 8 post/month
Somoynews tv FP/YC Media 8.1M 2K 120 post/day
Basher kella FP Political 45k 400 15 post/day
Roar Bangla FP/YC Media 50K 300 3 post/day
Shakib Al Hasan FP Public figure 15.3M 50k 15 post/month

Table A.1: Activity and popularity statistics of a few sources from where data were gathered. FP indicates a
Facebook page, and YC denotes a YouTube channel. Reactions are counted in terms of likes, comments and shares.

AN-1 AN-2 AN-3 AN-4 AN-5 AN-6 Expert
Research-status Undergrad RA Undergrad Graduate RA Graduate Professor

Research area NLP NLP NLP NLP NLP NLP NLP, Social
computig, HCI

Experience (years) 1 1 0.5 2.5 1.5 3 21
Prior annotation experience yes yes no yes yes yes yes

Gender Male Male Female Female Male Male Male
Age 22 23 22 25 23 26 47
Religion Islam Hindu Hindu Islam Islam Islam Islam

Viewed online aggression yes yes yes yes yes yes yes
Targeted by online aggression yes no no yes no yes yes

Table B.1: Summary of annotators information.

Figure C.1: Few samples of M-BAD
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Abstract

This study investigates how fake news uses
a thumbnail for a news article with a focus
on whether a news article’s thumbnail repre-
sents the news content correctly. A news article
shared with an irrelevant thumbnail can mis-
lead readers into having a wrong impression
of the issue, especially in social media envi-
ronments where users are less likely to click
the link and consume the entire content. We
propose to capture the degree of semantic in-
congruity in the multimodal relation by using
the pretrained CLIP representation. From a
source-level analysis, we found that fake news
employs a more incongruous image to the main
content than general news. Going further, we
attempted to detect news articles with image-
text incongruity. Evaluation experiments sug-
gest that CLIP-based methods can successfully
detect news articles in which the thumbnail is
semantically irrelevant to news text. This study
contributes to the research by providing a novel
view on tackling online fake news and misin-
formation. Code and datasets are available at
https://github.com/ssu-humane/
fake-news-thumbnail.

1 Introduction

We have been suffering from the infodemic as well
as the coronavirus pandemic (Zarocostas, 2020).
The proliferation of fake news during the pandemic
has been a significant threat to the world by induc-
ing hate crimes against East Asians, reinforcing the
wrong beliefs of anti-vaxxers, etc. Fake news is de-
fined as “fabricated information that mimics news
media content in form but not in organizational
process or intent” (Lazer et al., 2018). Motivated
by the fact that unreliable sources generate most
false articles, a line of research has attempted to
understand the distinct characteristics of fake news
sources. A notable study is Horne and Adali (2017),
which focused on textual patterns of news articles

∗Correspondence: kunwoo.park@ssu.ac.kr

Figure 1: An example of a news article shared on Twitter.
A visual summary of the article well represents the main
content.

and identified that overall title structure and the use
of proper nouns in titles are significant markers that
differentiate fake news from general news. Sim-
ilarly, from consumption and spreading patterns
on social media, Vosoughi et al. (2018) found that
fake news spreads faster, deeper, and broader than
general news. Other researchers showed that the
reliability of news media could be predicted by
various media-level features, including web traffic
toward a news website (Baly et al., 2018).

In this study, we investigate the use of images
in fake news articles; in particular, we focus on
a thumbnail, an image displayed as a preview to
a news article. When a news article is shared on
social media, its title and thumbnail image are the
only visible information before a user clicks the
link. Since many readers skim news without care-
fully checking the content (Gabielkov et al., 2016),
the visuals can mislead users into having a wrong
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impression if the thumbnail does not represent the
news content. Fake news sources are less likely
to follow the journalistic standard but tend to em-
ploy undesirable techniques such as clickbait head-
lines (Chen et al., 2015). Therefore, we hypothe-
size that unreliable sources may use a less relevant
image for the thumbnail to the news text to attract
clicks and promote false beliefs.

To examine the hypothesis, we propose using
CLIP (Radford et al., 2021), a deep multimodal
representation that allows representing image and
text in the same embedding space. Across three
datasets, we measure image-text similarity over
the CLIP embedding and confirm that the fake
news media tend to use the semantically less rele-
vant photograph in news content than trustworthy
sources. Going further, we test CLIP’s ability to de-
tect the incongruity between news image and text.
Multi-faceted evaluation experiments highlight that
the CLIP-based methods can enable article-level
detection on the unrepresentative thumbnail.

We summarize the contributions of this study
three-fold.

1. We make a novel observation that fake news
sources tend to use a less relevant news thumb-
nail than trustworthy media outlets.

2. We propose a new problem for detecting mis-
informed news articles using semantic incon-
gruity between news text and thumbnail.

3. The paired dataset and manually annotated
samples will be released for future usage.

2 Related Works

2.1 Multimodal representation
Researchers have explored methods that compute
vector representations of multiple modalities (i.e.,
image and text) and align semantically similar con-
tent to the same embedding space. As examples of
such attempts, building pretrained models trained
with image-caption pairs shows potential as gen-
eral backbone models of vision-and-language (VL)
tasks (Lu et al., 2019; Chen et al., 2020). More
recently, researchers collected large-scale image-
caption data from the web and successfully trained
models with a contrastive objective function. These
models show robust performance in VL understand-
ing tasks such as “image classification” and “image
retrieval” even in the zero-shot setting (Radford
et al., 2021; Jia et al., 2021; Kim et al., 2021).

As pretrained VL models can map semantically
similar images and text descriptions into similar
embedding spaces, they can be used to measure
the quality of the image caption. Recent stud-
ies suggest a huge potential in building a better
image-captioning metric using VL models (Lee
et al., 2020, 2021; Hessel et al., 2021). Similarly,
our study leverages the pretrained VL model to
understand the relationship between news text and
images.

2.2 Fake news detection
Fake news detection has been actively studied in
data mining and computational linguistics (Shu
et al., 2017). Technically, it was tackled as a clas-
sification problem; after collecting fact-checked
claims on websites such as PolitiFact1, researchers
trained a classification model with a wide range
of features on text patterns, source characteristics,
audience reactions, etc. Ma et al. (2016) employed
a recurrent neural network that captures patterns
of contextual information of relevant posts over
time. Ruchansky et al. (2017) introduced a model
called CSI that incorporates the text of an article,
the user response, and the source for the detection.
Most recently, researchers developed a fake news
detection framework that represents social contexts
as a graph and learns through a graph neural net-
work (Nguyen et al., 2020). This study does not
aim to predict news veracity but to detect the case
where the news thumbnail does not represent the
main stories. While there have been a handful of
studies tackling fake news detection using multi-
modal cues (Singhal et al., 2019; Qi et al., 2019;
Giachanou et al., 2020; Khattar et al., 2019), to the
best of our knowledge, no studies tackled the de-
tection problem on incongruity between news text
and image, nor investigated how fake news uses
the thumbnail.

3 Media Difference on Semantic
Similarity of News Text and Image

3.1 Problem and hypothesis
We aim at understanding media differences in the
semantic relevance of the thumbnail picture to news
text. Horne and Adali (2017) suggested that fake
news exhibits text patterns that are qualitatively
different. Similarly, we assume that fake news
may exhibit a distinct pattern in the use of news
photographs:

1https://www.politifact.com/
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H. Fake news would use (semantically) a
less relevant photograph to the news title
for its thumbnail than general news.

We set the news title and thumbnail image,
which is set as meta_img of the news HTML, as
the target of analysis due to the following rea-
sons. Journalism research suggests that a news
title should provide a concise summary of the news
article (Smith and Fowler Jr, 1982), and thus we
consider the title as a proxy of the news article.
Among images, we use the meta_img because it is
automatically used as a preview when being shared
on social media. That is, when a news article is
shared, the thumbnail picture and news title be-
come the first content shown to the users. There-
fore, if a thumbnail does not represent the main
story of a news article correctly, it could mislead
readers into having a wrong impression of the target
issue because social media users tend to consume
news snippets without clicking the link (Gabielkov
et al., 2016).

3.2 Method

Figure 2: An illustration of CLIPScore

To test the hypothesis, we used CLIP that rep-
resents a pair of image and text into a multimodal
space (Radford et al., 2021), which is the state-of-
the-art model in multimodal representation learn-
ing. As shown in Figure 2, we computed visual
CLIP embedding v and textual CLIP embedding
c of news article. Then, we measured the cosine
similarity for v and c to measure their semantic
relevance, also known as CLIPScore (Hessel et al.,
2021)2. We use the ViT-B/32 (Dosovitskiy et al.,
2020) as backbone, and hence c,v ∈ R512.

Type Whole COVID COVID-wo-faces

General 106,409 33,310 10,964
Fake 3,306 870 480

Total 109,715 34,180 11,444

Table 1: Dataset size

3.3 Data Collection

We collected news articles through the web links
shared by official media accounts on social media,
following a similar process proposed in a previ-
ous work (Park et al., 2021). Our data collection
pipeline consists of the following steps.

Target media selection: To evaluate the main
research hypothesis, we selected nine news out-
lets that run certified media accounts on Twitter as
the target of analysis. Specifically, we focused on
the five general news (FoxNews, New York Post,
Reuters, The Guardian, Slate) and four fake news
media (ActivitisPost, Judicial Watch, End Time
Headlines, WorldNetDaily). The target list of fake
news was selected from the media sources that
were labeled as red news in a previous study (Grin-
berg et al., 2019), which is defined as “spreading
falsehoods that clearly reflect a flawed editorial
process.” We selected the five general news from
those labeled green in the same previous work. We
confirmed the general media sources considered in
this study are well balanced against the political
bias rating3.

Tweet collection: We collected tweets from Jan-
uary 2021 until the time of data collection (Septem-
ber 2021) using the Twint library4. We excluded
tweets that do not contain URLs to their news arti-
cles.

News article collection: For each of the news
URLs, we obtained the news title, body text, and
URL for the thumbnail by using the newspaper3K
library5. We stored the news data in JSON format
and downloaded the images by the wget command.
When the news data do not provide URLs for the
thumbnail or we cannot download any images from
the thumbnail URL, we did not include it in our
data collection.

2The original implementation of CLIPScore applies a para-
metric ReLU to the cosine similarity. We used its canonical
form without the ReLU function.

3http://www.allsides.com
4https://github.com/twintproject/twint
5https://newspaper.readthedocs.io
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Figure 3: News examples with CLIPScore in each dataset. URLs of news articles are available in Appendix.

To see the robustness of the findings, we con-
structed two filtered versions of datasets for the
analysis in addition to the original dataset (Whole).
First, we limited the scope of the news topic to
COVID-19 by selecting news articles containing
at least one of the COVID-19 related keywords:
coronavirus, corona, covid-19, corona virus, covid,
covid19, sars-cov-2, pandemic, chinese virus, chi-
nesevirus, and corona. The COVID-19 issue has
been covered extensively during the period of CLIP
training, and thus we assumed the CLIP embedding
could understand the COVID-19 context better than
random events. We call the COVID-19 filtered
dataset COVID. Next, to minimize the number of
false negatives (i.e., the model considers a relevant
pair irrelevant), we further filtered out news articles
in which the thumbnail picture contains faces from
the COVID dataset (COVID-wo-faces. In a pre-
liminary analysis, we found that CLIP is not good
at matching a person’s name in text and their ap-
pearance in an image, especially when they are not
famous (e.g., the example in the bottom left of Fig-
ure 3 and Figure A1.)). We detected images with
a face by the face detection model of the Google
Cloud Vision6. Table 1 presents the size of three

6https://tinyurl.com/ydfu2js3

datasets that covers news articles from January to
August 2021. We expect that the data leakage issue
is minimal because our dataset period is less likely
to overlap with the dataset used for training CLIP7.

3.4 Results
Figure 3 presents the title-image pairs with the
CLIPScore values. The three examples in the top
row present the pairs with a high CLIPScore, which
were sampled from the top-500 news articles in
terms of CLIPScore. The bottom three examples
were randomly selected from the bottom-500 ex-
amples in terms of CLIPScore. The high-score
examples demonstrate the capability of CLIP in un-
derstanding a written text and the appearance of a
visual object. On the other hand, the three examples
at the bottom demonstrate two scenarios where a
low CLIPScore can represent. First, the New York
Post example from the whole dataset suggests that
the CLIP encoder has difficulty recognizing a per-
son’s appearance in an image, a name in a text,
or both. Second, the low-score examples for the
COVID and COVID-wo-faces datasets represent
the cases where a thumbnail does not represent the
news text, suggesting the potential of CLIPScore

7CLIP paper was released on Feb 26th, 2021, which does
not explicitly mention the period of the training dataset.
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(a) Whole (0.596∗∗∗) (b) COVID (0.545∗∗∗) (c) COVID-wo-faces (0.594∗∗∗)

Figure 4: CDFs of the CLIPScore measured for each dataset. Values within the parenthesis indicate Cohen’s d
corresponding to the difference of CLIPScore between general and fake news (∗∗∗: p<0.001 by the t-test).

for capturing news articles with an unrepresenta-
tive thumbnail. Therefore, we used CLIPScore for
understanding the media difference between fake
news and trustworthy media in terms of semantic
relevance between news title and thumbnail across
the three datasets. The observations from the fil-
tered datasets can function as a robustness check.

Figure 4 presents the difference of the seman-
tic relevance of news title and thumbnail between
fake and general news, measured by CLIPScore.
We conducted the t-test to evaluate the statistical
significance of a difference and calculated the Co-
hen’s d for its effect size. The x-axis presents the
CLIPScore threshold, and the y-axis presents the
probability that the CLIPScore takes a value less
than or equal to the threshold from the distribu-
tion. Results indicate that fake news tends to have
a lower CLIPScore than general news with a statis-
tical significance across the three datasets. The cor-
responding effect size is 0.596, 0.545, and 0.594 for
the Whole, COVID, and COVID-wo-faces dataset,
respectively. The values are considered medium
effect sizes, which suggests that fake news tends
to use a thumbnail picture that is semantically less
similar to the news title than general news and
therefore supports the main hypothesis in §3.1.

4 Detection of News Articles with the
Incongruous Image

4.1 Motivation

As we observed in the previous section, Fake news
media tend to use a photograph that is semanti-
cally less relevant to the news text than general
news. Motivated by the observation, we turned
to a detection problem aiming at identifying news
articles with the incongruous thumbnail among ar-
ticles shared by fake news outlets. We focused on
the scope of detection of fake news media because
the potential negative impact of image-text incon-

gruity can be worse when used to promote false
claims. Also, previous research suggested visuals
can give a more significant impression to readers
than textual signals (Seo, 2020).

Formally, we define the problem as a classifica-
tion task using image-text multimodal data: given
a pair of news text T and image I , we aim at pre-
dicting the binary incongruity label L on whether
I is semantically (in-)congruent with T .

4.2 Data generation

Figure 5: An illustration of data generation process (T :
news title, I: thumbnail image).

A significant challenge in implementing a clas-
sification model for the target task is the lack of a
dataset. While we have more than 20k image-text
pairs, they are unlabeled, and it is costly to anno-
tate the incongruity label for all the pairs manually.
Therefore, inspired by a previous study (Yoon et al.,
2019), we utilized an alternative method that gen-
erates a pair of I and H with the incongruity label
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Figure 6: CLIP-classifier’s model architecture. The
value within parenthesis indicates the output dimension
size.

L automatically. The data generation method is
language-agnostic, such that it can be easily ex-
tended to any other language as long as one can
construct a pool of trustworthy news articles.

Figure 5 demonstrates the data generation pro-
cess. At first, among the news articles generated
by trustworthy news sources in the COVID-wo-
faces dataset, we selected the top 75% of the image-
text pairs in terms of CLIPScore to be congruent
samples. As a result, we obtained 8223 target
samples. We manually inspected the bottom-100
samples and confirmed that the image represents
the news content well. To be used for generating
train/validation/test datasets in the next step, we
divided the 8223 pairs into three pools: 6575, 824,
and 824, respectively.

The next step is to generate news articles with the
incongruity between news title and thumbnail. As
shown in Figure 5(a), for each pair in the congruent
dataset, we randomly sampled two different pairs,
one from the same media and another from one of
the other outlets. We called the two pairs sampled.
Then, as in Figure 5(b), we automatically generated
samples with the incongruity by linking the image
of the target article (I1) to the title of the sampled
articles (T2, T3). That is, the class ratio is 2:1 in
the dataset. We applied the generation process to
each pool separately, and therefore there are no
overlapped articles between one dataset to another.

In total, we obtained 8223 congruent and 16446
incongruent pairs, and there are 19725, 2472, and
2472 samples for train/validation/test, respectively.

4.3 Experimental Results

We used a machine equipped with the AMD Ryzen
Threadripper Pro 3975WX CPU and two Nvidia
RTX A6000 GPUs for the experiments. We eval-
uated three different methods for detecting image-

Model Validation Test

ACC. AUROC ACC. AUROC

ViLT (zero-shot) 0.646 0.667 0.601 0.624
CLIPScore (zero-shot) 0.942 0.985 0.934 0.984

CLIP-classifier 0.920 0.977 0.927 0.975

Table 2: Evaluation on the generated set.

text incongruity among fake news articles.

• ViLT (zero-shot): As a baseline model, we
employed a recent vision-and-language pre-
trained model, ViLT (Kim et al., 2021), which
was fine-tuned on the MS COCO dataset.
Using the cosine similarity between image
and text vectors, we implemented a simple
threshold-based classifier; If a similarity value
is above the threshold, the model predicts
the text well represents the image. Other-
wise, a pair is considered unmatched. We ob-
tained the decision threshold by a class-wise
unweighted average for the similarity scores
measured on all samples in the validation set.
The obtained threshold was also used for test
set inference.

• CLIPScore (zero-shot): Using the pretrained
CLIP model, we computed the CLIPScore
for each news title and thumbnail pair for im-
plementing a threshold-based classifier. The
decision threshold was obtained following the
same procedure used for ViLT (zero-shot).

• CLIP-classifier: Figure 6 shows the neural
architecture of the proposed model. CLIP-
classifier takes as input c (text embedding) and
v (visual embedding) from CLIP’s text and vi-
sual encoder, respectively, and classifies the
pair as ‘congruent’ (well-matched) or ‘incon-
gruent’ (not-well-matched). The model was
trained to minimize the binary cross-entropy
loss by the AdamW optimizer (at a learning
rate of 0.001) with a batch size of 128. We did
not update the CLIP backbone during training.
We used gradient clipping with a threshold of
1.0 and early stopping.

Table 2 presents the evaluation results of the
three models. The two CLIP-based models out-
performed ViLT (zero-shot) with a large margin.
These observations suggest that the CLIP pre-
trained model is more generalizable than the ViLT
model, and hence it is more suitable for the detec-
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Figure 7: Manual evaluation results on the top-k fake
news articles by CLIPScore and CLIP-classifier’s pre-
dictions score

tion of fake news articles that use an unrepresenta-
tive thumbnail.

To test the ability of CLIP in real-world detec-
tion, we conducted additional experiments with
human annotations. We supposed a situation where
it is required to detect fake news articles using
the incongruous thumbnail. Hence, we inferred
prediction scores for the fake news samples in
the COVID-wo-faces dataset by CLIPScore and
CLIP-classifier, respectively. Then, we manually
inspected the top-200 examples of each model in
terms of the prediction score to test whether the
models correctly predict the samples of an unrep-
resentative thumbnail. We considered the incon-
gruous label as the positive label; Hence, a higher
prediction score indicates a model predicts a given
pair having the incongruity between news title and
thumbnail picture with higher confidence. For con-
sistency, we used (1− similarity) for the predic-
tion score of CLIPScore.

Figure 7 shows the top-k precision of each
model’s prediction on the fake news articles. The
x-axis represents the number of evaluated articles
after being sorted by a model’s prediction score.
The y-axis shows the precision of the top-k articles
evaluated by humans. Two authors participated
in the manual annotation process and obtained a
complete inter-annotator agreement after several
iterations. They examined a total of 259 news-
thumbnail pairs on whether the image represents
the news content. We release the paired dataset
with manual annotation for broader usage on the
github repository.

Results show that CLIPScore outperformed
CLIP-classifier, especially for the highly-ranked
examples. The model achieved a precision of 0.8
for k=10, 0.85 for k=20, and 0.87 for k=30; its

performance gap against CLIP-classifier is around
0.1. The gap decreased as more examples were
evaluated; the precision difference is 0.05 for
k=200. The observation highlights the represen-
tation power of the CLIP backbone and implies
that the two CLIP-based methods could be incor-
porated for more effective detection in practice.

5 Limitation and Future Direction

This study bears several limitations. First, the
findings were observed from the dataset of nine
news media. Even though they are well-balanced
against political bias and trustworthiness, the find-
ings could not represent general patterns and thus
should be carefully interpreted. Future studies
could examine the hypothesis using more extensive
data. Second, since this study employs CLIP as a
backbone, our results are subject to unknown bi-
ases which CLIP might learn from training. Future
studies could adopt pretraining tasks to mitigate the
issues. Third, we focused on news titles as a proxy
of news content. The method could be invalid for
some cases where the news title is incongruent with
the main text (Yoon et al., 2019). Future studies
could develop a method that exploits body text as a
reference, which contains more fruitful information
yet is more challenging to be analyzed.

6 Conclusion

This paper examined the usage of news thumb-
nails and asked whether fake news sources exhibit
distinct patterns. By applying CLIP to the pair
of news title and image, we identified the differ-
ence between fake news and trustworthy media
sources in the image-text similarity: Fake news
tends to use a less similar thumbnail picture to the
news text than general news. Next, we tackled
the article-level detection problem that targets fake
news articles in which the thumbnail picture does
not represent the news content. To the end, we gen-
erated a paired dataset of 24,669 image-text pairs,
each image of which is semantically (in-)congruent
to the text. Evaluation experiments showed that
CLIP-based models could detect news articles with
an unrepresentative thumbnail with high accuracy.
These observations highlight the potential of CLIP
for identifying these misinformed articles in the
real world. To the best of our knowledge, this
is one of the initial attempts to understand fake
news characteristics in the use of thumbnail and
focus on its semantic representativeness to news
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content. We hope our methodology and dataset can
not only make an impact on the ongoing efforts
to curtail fake news dissemination, but also con-
tribute to broader research communities on vision
and language.
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A Appendix

Figure A1: An example of news article that CLIP has
difficulty at matching a person’s name and face (CLIP-
Score: 0.04694, URL: https://tinyurl.com/y4y89b3x).

CLIPScore Source URL

Whole High Foxnews https://tinyurl.com/ydrc32kl
Low New York Post https://tinyurl.com/y7794djr

COVID High The Guardian https://tinyurl.com/y8r7o2b7
Low World Net Daily https://tinyurl.com/yalznxnn

COVID-
wo-faces

High Reuters https://tinyurl.com/ydozsybd
Low Activist Post https://tinyurl.com/ycjkbell

Table A1: URLs for news articles in Figure 3
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Abstract

The COVID-19 pandemic has created severe
threats to global health control. In particu-
lar, misinformation circulated on social me-
dia and news outlets has undermined public
trust in government and health agencies. This
problem is further exacerbated in developing
countries or low-resource regions where the
news may not be equipped with abundant En-
glish fact-checking information. This poses a
question: “are existing computational solutions
toward misinformation also effective in low-
resource regions?" In this paper, to answer this
question, we make the first attempt to detect
COVID-19 misinformation in English, Spanish,
and Haitian French populated in the Caribbean
region, using the fact-checked claims in US-
English. We started by collecting a dataset
of real & false claims in the Caribbean re-
gion. Then we trained several classification
and language models on COVID-19 from high-
resource language regions and transferred this
knowledge to the Caribbean claim dataset. The
experimental results show the limitations of
current false claim detection in low-resource
regions and encourage further research toward
the detection of multi-lingual false claims in
long tail.

1 Introduction

In this work, we refer to false claim as assertions
that are not supported by facts and are made with
the objective of misleading or deceiving the pub-
lic (Molina et al., 2021). Social media platforms
enable people to independently publish and share
media content without scrutiny filters for credibil-
ity and integrity1. Therefore, inaccurate, false, ma-
licious, and propagandistic content have become
abundant in social media. Furthermore, when false
claims travel across regions and often get trans-
lated/modified, it becomes increasingly difficult for

1https://www.who.int/news-room/feature-
stories/detail/immunizing-the-public-against-misinformation

machine learning (ML) models to detect such false
claims. Online surveillance (i.e., false claim de-
tectors) systems are often primarily pre-trained on
high-resource languages (e.g., English, Chinese).
Despite significant progress in ML models, how-
ever, building and maintaining ML models in low-
resource languages (e.g., Tagalog, Haitian Creole)
are still challenging due to its scarce data or lan-
guage lexicon and translation barriers which are
indigenous to low-resource language settings.

This poses a natural question: “how effective
are computational ML solutions developed in
high-resource regions to detect false claims cir-
culating in low-resource regions?" In this paper,
to answer this question, we propose the first thor-
ough case study on the detection of false claims in
the Caribbean Islands.

Fact-checking initiatives are scarce and inept in
low-resource settings, especially for the Caribbean
Islands due to the cultural and linguistically di-
verse nature of their languages. The Caribbean
region is a developing, heterogeneous, intercon-
nected archipelago that is vulnerable to false claims
campaigns. It consists of 35 states and territories
bordering the Gulf of Mexico and Caribbean Sea2.
The Caribbean has six official languages: Spanish,
English, French, and Dutch, as well as two indige-
nous Creoles (Haitian Creole and Papiamento)3.
Our data curation initiative shows that this region
lacks essential technological resources and infras-
tructure to combat false claim propagation. Few
fact-checking organizations exist, and they have
limited data covering the Caribbean. Major news
outlets such as Loop News make significant ef-
forts to debunk false claims. These initiatives are
essential but inadequate to effectively respond to
prevailing false claims during crises.

In particular, we studied two research questions:

2https://studyincaribbean.com/about-caribbean.html
3https://www.caribbeanandco.com/caribbean-languages/
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RQ1: How do ML models trained in high-resource
languages perform with current Caribbean
false claims?

RQ2: Are more sophisticated ML techniques (e.g.,
Transfer Learning), useful to detect false
claims in the Caribbean?

Note that the focus of our investigation is on the
COVID-19 related false claims in the Caribbean
islands. ML models trained in high-resource lan-
guages are not easily transferable to low-resource
languages. One of the main challenges comes from
data scarcity (i.e., lack of labeled training data in
low-resource languages). This issue is further exac-
erbated by the application of false claims detection
that suffers from imbalance (i.e., where the num-
ber of labeled false claims is significantly smaller
than that of labeled true claims). Therefore, to thor-
oughly study false claims in the Caribbean Islands,
more sophisticated ML techniques that address in-
digenous nuances need to be tested.

2 Related Work

Since the onset of the COVID-19 pandemic, mis-
information in different languages has been cir-
culating on social media. The COVID-19 mis-
information datasets can be roughly divided into
two categories: monolingual and multilingual.
CoAID (Cui and Lee, 2020), ReCOVery (Zhou
et al., 2020), CMU-MisCOV19 (Memon and Car-
ley, 2020), CHECKED (Yang et al., 2021) and
COSTRAINT task dataset (Patwa et al., 2020) are
monolingual datasets in high-resource languages
(English or Chinese). CoAID is a diverse COVID-
19 misinformation dataset, including 5,216 news
about COVID-19, and ground truth labels. Mul-
tilingual datasets contain news pieces in multiple
languages. MM-COVID (Li et al., 2020) contains
false & real news content in 6 different languages.
FakeCovid (Shahi and Nandini, 2020) has 5,182
COVID-19 fact-checking news pieces in 40 lan-
guages.

With the urge to combat the infodemic in devel-
oping countries or immigrant communities speak-
ing low-resource languages, researchers have been
studying how to transfer the pre-trained models
on high-resource domains to low resource do-
mains. Du et al. (2021) proposed a cross-lingual
false claims detector called “CrossFake”, which
is trained based on a high-resource language (En-
glish) COVID-19 news corpus and used to pre-

dict news credibility in a low-resource language
(Chinese). Bang et al. (2021) proposed two model
generalization methods on COVID-19 fake news
for more robust fake news detection in different
COVID-19 misinformation datasets. In this paper,
we chose the false claim detection in the Caribbean
region as a showcase. It is a challenging problem
due to the multiculturalism and multilingualism
of Caribbean people. We studied how to lever-
age the pre-trained models from high-resource re-
gions (CoAID) to detect misinformation in a low-
resource region (Caribbean false claim data).

3 Main Proposal: Datasets and Research
Questions

3.1 Caribbean Claims Dataset

This investigation utilized CoAID, a high-resources
language COVID-19 false claims dataset written
in English and curated from the United States (Cui
and Lee, 2020). CoAID corpus comprises of
260,037 claims and news articles (Cui and Lee,
2020). This study assessed CoAID’s pre-trained
baseline models ability to accurately detect false
claims in Caribbean dataset, given indigenous data
challenges such as scarcity and language barrier.

Fact-checking institutions are trustworthy
sources for determining the veracity of claims
(Shu et al., 2019). They use rigorous methods
to investigate the veracity and correctness of
assertions, including references and URLs where
false claims originate (Shu et al., 2019). Unfortu-
nately, the Caribbean territory lacks these critical
technological resources, notably fact-checking
institutions with adequate regional data to combat
the spread and growth of false claims. Instead,
majority of fact-checking is primarily performed
by respected Caribbean news outlets such as Loop
News that do not consistently adhere to stringent
fact-checking procedures. As a result, Caribbean
fact-checked false claims are primarily assertions
rarely linked to original content or the origin of
such claims. This is the reason why we study
Caribbean false claims detection in this work
(Molina et al., 2021).

We manually crawled the accessible fact-
checking and news organization websites given
the aforementioned status quo. Then, we extract
only original assertions, or alternatively extract the
annotated claims when the original assertions were
inaccessible. See Table 1 for all web sources that
are crawled. We further inspect the Caribbean web
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Table 1: Web sources and news claim articles curated from
each source

Institution Source Name # Articles

News Outlet Loop 188
News Outlet Diario Libre 35
News Outlet Aljazeera 25
News Outlet St. Lucas Times 7
News Outlet GBN 3
News Outlet St. Vincent Times 3
News Outlet Barbados Today 2
News Outlet Mikey LiVE 1

Fact-checker Poynter 9

Table 2: The language composition of the curated
Caribbean dataset.

Language Qty. %

English 171 63%
Spanish 66 24%
French 36 7%

sources and solicited data from 9 institutions’ web-
sites detailed in Table 1. The final dataset totaled
273 articles published mostly between 2019 and
2022. All data collected are COVID-19 claims ex-
cept for two Dominican Republic vaccine-related
health claims published in 2010. The corpus con-
sists of 121 annotated news and 152 original news
claims. The dataset covers 3 of 6 official languages
spoken in the Caribbean: English, Spanish and
French (Table 2). The labels are comprised of 54%
real claims and 46% false claims (Table 4). See
Table 4 for the character length distribution of the
two labels. The contents of our Caribbean dataset
contains language cues that help ML model dis-
tinguish between false and real claims (Cui et al.,
2020).

3.2 RQ1: Baseline Model Performance on
Caribbean False Claims

To establish a baseline, we used pre-trained mod-
els trained on a large amount of English moder-
ated COVID-19 data. Since CoAID contains a
large amount of English news claims in the United
States (Cui and Lee, 2020), the baseline models
were trained on CoAID. We sectionized RQ1 ex-
periment into three sub tasks to ascertain empirical
explainability. Each task uses different test sets to
answer RQ1.

Task I Get the baseline performance using the
CoAID dataset . Test set is CoAID dataset.

Task II Assess CoAID models’ ability to predict

Caribbean English false claims. Test set is
Caribbean English claims.

Task III Assess the baseline model with another En-
glish Caribbean claims translated from Span-
ish and French. Test set is a translated to
English Caribbean claims dataset .

3.3 RQ2: Applying Transfer Learning
This experiment adopted a self-supervised BERT-
based transformer model, pre-trained on a large
corpus of monolingual data. We encode the news
using BERT. We adopt the binary cross-entropy
loss function in the training. We fine-tuned the
BERT model using the CoAID dataset and used it
to conduct RQ2 experiments.

Our hypothesis is that the answer to RQ1 will
not be sufficient to solve the task of detecting false
claims accurately in Caribbean languages. There-
fore, we propose a more sophisticated method to
improve model’s performance. Specifically, we
studied the performance of transfer learning using
a pre-trained BERT model. We break RQ2 ex-
periment in two tasks to answer this question and
maintain empirical consistency with RQ1 experi-
ments.

Task IV Assess fine-tuned BERT model’s ability to
predict Caribbean English false claims. Test
set is Caribbean English claims.

Task V Assess the fine-tuned BERT model with an-
other English Caribbean claims translated
from Spanish and French. Test set is a trans-
lated to English Caribbean claims dataset .

Table 3: Caribbean dataset composition of false and real
news by RQs tasks respectively

RQS Tasks Claims False Real Total

RQ1: T2 & RQ2: T4 Original-En 95 76 171
RQ1: T3 & RQ2: T5 Translated-En 52 50 102

4 Empirical Evaluation

4.1 Set-Up
This research has three main test sets.

Table 4: Dataset statistics

Corpus Size Minchar Meanchar Maxchar

Real claims 126 67 1187 3141
false claims 147 26 183 969
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Train Set (CoAID)
Face masks always protect against…
Antibiotics kill coronavirus…
Taking a hot bath does not prevent…
The new coronavirus CANNOT be…

Test Set (Non-English)

COVID-related shut down in Saint…

Estados Unidos está “reclutando”…
Le nombre de personnes infectées…

Test Set (Translated)
The United States is “recruiting”…
The number of people infected…

Google Translation

Fine-tuning

MLP

Prediction

LSTM

BiGRU

RNN

CNN

RF

BERT

Models

Trinidad and Tobago's COVID-19…

Test Set (English)

Predicting

Figure 1: The framework overview of the false claim
detector. For RQ1, we train the models on CoAID
dataset and test on English Caribbean dataset and Trans-
lated English Caribbean dataset. For RQ2, we fine-
tune the BERT model with CoAID dataset, and English
Caribbean dataset and Translated English Caribbean
dataset.

1. CoAID Test Set: this is only used for RQ1.

2. Original Caribbean English Set: this is used
for RQ1: Task II and RQ2: Task IV (Table
3).

3. Translated-English Caribbean Set: this is used
for RQ2: Task III and RQ2: Task V (Table
3).

Given the unique challenges with Caribbean
false claims data, this research selected five base-
line models:

• Long short-term memory (LSTM)

• Bidirectional Gated Recurrent Unit (BiGRU)
(Bahdanau et al., 2015)

• Recurrent Neural Network (RNN)

• Convolutional Neural Network (CNN)

• Random Forest (RF)

The framework overview is shown in Figure 1.
For the first task in RQ1, we first encode the news
using GloVe (Pennington et al., 2014), a language
pre-training model, and fit the embeddings into the
models. The Glove wordembedding is used for
all the baseline models except for Random Forest,
which encodes the text with TF-IDF.

The baseline models were evaluated using F1,
Kappa and Precision-Recall Area Under the Curve
(PR AUC) scores from the models’ output:

1. Area Under the Precision-Recall
Curve (PR-AUC):

PR-AUC =
n∑

k=1

Prec(k)∆Rec(k),

where k is the k-th precision and recall oper-
ating point (Prec(k),Rec(k)).

2. F1 Score: F1 Score = 2 · (Prec ·
Rec)/(Prec + Rec), where Prec is precision
and Rec is recall.

3. Cohen’s Kappa: κ = (po − pe)/(1 − pe),
where po is the observed agreement (identical
to accuracy), and pe is the expected agreement,
which is probabilities of randomly seeing each
category.

One of our primary interests is the precision-
recall of the positive class, which is the positive
false claim classification in our assessment of the
models’ performance.

We implement all models with Keras. The train
and test sets use the 75:25 ratio, respectively. For
all models, we use RMSProp (Hinton et al., 2012)
with a mini-batch of 50 and the training epoch is
30. In order to have a fair comparison, we set
the hidden dimension as 100 for all models. For
the pre-trained BERT model, we use a BERT base
model4 (uncased) pre-trained on a large corpus of
English data. All methods are trained on an Ubuntu
20.04 and Nvidia Tesla K80 GPU.

4.2 Results
First, to establish the research baseline perfor-
mance, we pre-trained machine learning models
on CoAID claims in English and tested them on
English Caribbean false claims. Table 5 details the
performance of the baseline models. LSTM model
demonstrated high accuracy with F1 and Kappa
evaluation matrices; however, CNN has the highest
PR AUC predictive accuracy.

Next, Task II was performed using a total of 171
claims consisting of 95 false and 76 real Caribbean
news claims detailed in table 3. Task I results are
shown in table 6. Compared to Task I baseline
output, Task II shows a general decline with all
models’ performance. Task II evaluation matrix
scores are within a lower range compared to Task I.
Task I output shows F1: 0.34 - 0.60, Kappa: 0.33
- 0.57 and PR AUC: 0.61 - 0.76. Task II matrix

4https://huggingface.co/bert-base-uncased
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scores show: F1: 0. 33 - 0.54, Kappa: -0.64 - 0.02
and PR AUC: 0.51 - 0.56. LSTM outperformed
all models with F1 while RNN having the highest
Kappa and PR AUC scores.

The Task III assesses CoAID models’ ability
to classify Caribbean false claims translated from
Spanish/French to English using Google Translate
API. As shown in table 3, a total of 102 claims were
used; 52 were false and 50 were real Caribbean
news. Task III results, as shown in table 7, show an
overall decrease in all models’ predictive power in
comparison to the baseline output in Task I. Task III
evaluation matrix scores are within a lower ranges
compared to Task I. Task I output shows F1: 0.34
- 0.60, Kappa: 0.33 - 0.57 and PR AUC: 0.61 -
0.76. Task III matrix scores shows: F1: 0. 30
- 0.53, Kappa: -0.52 - 0.02 and PR AUC: 0.50 -
0.55. BiGRU outperformed all models with F1
scores whereas RNN has the highest Kappa and PR
AUC scores. Overall, all models showed a drop in
performance when classifying translated Caribbean
news claims in English.

Task IV encompasses running English Caribbean
news claims through the refined BERT model and
assessing its performance. The result from this ex-
periment shows that transfer-learning with BERT
out-performed Task II for RQ1 models which used
the same dataset detailed in table 3. The BERT
model’s F1 score is 0.55, whereas Task II for RQ1
top F1 score is 0.54. Also, BERT’s PR AUC score
is 0.59, whereas Task II for RQ1 top PR AUC is
0.56. However, BERT Kappa score of -0.16 was
less than Task II for RQ1 score, 0.02. Transfer
learning technique using BERT achieved better pre-
dictive performance.

Finally, in the Task V, we assessed the pre-
trained, fine-tuned BERT model’s ability to ac-
curately predict Caribbean false claims translated
from French/Spanish to English. The results
from this experiment indicate that BERT transfer-
learning out-performs Task III for RQ1 models
which basically used the same dataset detailed
in table 3. The BERT model’s F1 score is 0.55,
whereas Task III for RQ1 top F1 score is 0.52.
Also, BERT’s PR AUC score is 0.57, whereas Task
III for RQ1 top PR AUC is 0.55. However, BERT
Kappa score of -0.17 was less than Task III for
RQ1 score, 0.02.

Table 5: Comparison on Task I for RQ1. The false
claims classification performance with standard devia-
tion across five runs. The final prediction denotes the
average of each evaluation matrix’s score from all runs.
The results in this table show that LSTM has the best F1
& Kappa scores, while CNN has the highest PR AUC
score.

Model F1 Kappa PR AUC

LSTM 0.5991 0.060 0.57210.062 0.69230.032
BiGRU 0.57080.062 0.54570.062 0.67920.026
RNN 0.41470.188 0.39500.186 0.66510.074
CNN 0.53260.181 0.5100.178 0.75650.097
RF 0.34390.121 0.32610.118 0.61520.085

Table 6: Comparison on RQ1 Task II. The false
claims classification performance with standard devia-
tion across five runs. The final prediction denotes the
average of each evaluation matrix’s score from all runs.
This experiment shows an overall performance declined
observed compared to Task I baseline models output in
table 5.

Model F1 Kappa PR AUC

LSTM 0.54050.059 -0.07040.099 0.53610.042
BiGRU 0.50200.056 -0.31640.139 0.46320.049
RNN 0.20130.120 0.02130.027 0.56030.040
CNN 0.35740.134 -0.18640.200 0.51510.045
RF 0.33160.012 -0.64270.015 0.51210.008

5 Discussion

5.1 RQ1 Experiments

RQ1: Task I. We established our baseline per-
formance. It is clear from Task I results that
CoAID baseline models are resilient with classify-
ing claims despite imbalance dataset with majority
real claims. The CNN PR AUC score was approx-
imately 76% accurate in predicting the minority
false claims regardless of imbalanced binary clas-
sification in the dataset. This suggest that CoAID
high-resource language models perform fairly well
at predicting news claims curated from the US high-
resource language settings.

RQ1: Task II. assessed CoAID models’ abil-
ity to accurately detect Caribbean news claims
originally written in English. When classify-
ing Caribbean news claims in English, we ob-
served an overall performance decline in all mod-
els. Thus, this outcome suggests that pre-trained
high-resource detection models perform poorly on
low-resource language context data written in En-
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Table 7: Comparison on Task III for RQ1. The false
claims classification performance with standard devia-
tion across five runs. The final prediction denotes the
average of each evaluation matrix’s score from all runs.
This experiment shows an overall performance declined
observed compared to Task I baseline models output in
table 6.

Model F1 Kappa PR AUC

LSTM 0.46490.168 -0.07350.100 0.49900.089
BiGRU 0.52680.049 -0.18090.166 0.49540.018
RNN 0.29630.175 0.02260.114 0.55430.037
CNN 0.48840.097 -0.08300.175 0.51640.091
RF 0.39230.009 -0.51960.008 0.53840.007

Table 8: Comparison on Task IV & V for RQ2. The
false claims classification performance with standard
deviation across five runs. The final prediction denotes
the average of each evaluation matrix’s score from all
runs. A performance increase was observed in these
experiments compared to Task II & III models output in
table 6 and table 7 respectfully.

Task F1 Kappa PR AUC

Bert IV 0.54760.018 -0.15780.306 0.58520.113
Bert V 0.54850.047 -0.16560.039 0.56950.117

glish.
RQ1: Task III. assessed CoAID models’ ability

to accurately detect Caribbean news claims trans-
lated to English. When claims translated to En-
glish, pre-trained high-resource detection models
under-perform on low-resource language context
data. These results suggest a language translation
loss. We propose the term language translation loss
to encapsulate the phenomena that occur when a
model’s predictive power decreases due to trans-
lation nuances. Examples are politically loaded
COVID-19 false claims propaganda and slang hid-
den in datasets that weaken signals impacting ML
models’ predictive power.

RQ1 Summary. RQ1 results show a steady de-
cline in all models’ performance when introduced
to Caribbean news claims that are originally writ-
ten or translated to English (see Fig 3 & 2). These
findings are clear indicators that high-resource lan-
guage ML models are substandard with detecting
low-resource language false claims such as the
Caribbean region news claims data. These findings
validated the research hypothesis: high-resource
language models are not appropriate for detecting
COVID-19 false claims in diverse, low-resources

Figure 2: Overview of RQ1 ML models’ performance
from Tasks I to III. The box plot shows that decline in
ML models’ performance on Caribbean data

language settings.

5.2 RQ2 Experiments
The above results prompted the need for more
robust, novel, and clever techniques to best ad-
dress the nuances and false claims phenomena spe-
cific to the Caribbean. Thus, we experiment with
transfer learning methodology to garner insight on
Caribbean false claims detection challenges.

RQ2: Task IV & V assessed transfer learn-
ing technique on Caribbean false claims detec-
tion. Task IV results indicate that the transfer
learning technique using BERT achieved better
predictive performance than English pre-trained
high-resource language models. Similarly, Task
V data demonstrate that the transfer learning tech-
nique achieves better model performance. Given
indigenous Caribbean data challenges, these find-
ings indicate that advance ML techniques have bet-
ter learning mechanisms to address low-resource
language setting detection (see Fig 4 & 5).

RQ2 Summary: results give clear indication that
sophisticated, refined ML approaches achieve bet-
ter performance. Transfer learning is shown to opti-
mize performance with addressing Caribbean data
scarcity issues. The linguistic similarity between
CoAID and Caribbean false claims leveraged the
model’s performance through transfer learning.

6 Research Implication

News outlet websites, Factcheckcaribbean.com and
Poynter.com are most reputable organizations to
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Figure 3: Overview of RQ1 Models Evaluation Matri-
ces from Tasks I to III. This box plot is shows a decline
in performance using F1, Kappa and PR AUC.

Figure 4: Overview of RQ1 ML models’ performance
matrices scores compared to RQ2 scores. This bar
chat compares the performance of CoAID RQ1: Task
II models performance with RQ2: Task IV fine-tuned
Bert transformer model. This graph shows that transfer
learning achieves better performance.

curate Caribbean false claims data. These institu-
tions have limited data covering only a few islands.
Loop news has the largest coverage and quantity
of Fact-checked news claims compared to other
sources. Although news outlets have more data,
fact-checking institutions have better quality data.
News outlet organizations do their best to verify
and debunk false claims. In the Caribbean region
there is need for more rigorous processes for false
claims fact checking (Seo et al., 2022). This initia-
tives can be establish by non-government organi-
zation (NGOs) such as the Pan American Health
Organization (PAHO) and Caribbean Public Health
Agency.

This research did not address data imbalances
in Caribbean data, which can be addressed by fu-

Figure 5: Overview of RQ1 performance compared
to RQ2. This bar chat compares the performance of
CoAID RQ1: Task III models with RQ2: Task V fine-
tuned Bert transformer model. This graph shows that
transfer learning via Bert achieves better performance.

ture work using state-of-the-art techniques. Future
studies can focus in developing or utilizing inter-
esting AI techniques such as meta-transfer learn-
ing, data augmentation techniques and Multilin-
gual Bert transformer model to address false claims
propagation in the Caribbean low-resource setting.

Context is imperative when considering compu-
tational solutions to address low-resource language
setting false claims phenomena. In the Caribbean
region context, numerous barriers implicate false
claims detection when using high-resources lan-
guage ML models. These barriers include: lan-
guage, data scarcity, and rare full-coverage fact-
checking institutions. Such barriers are not re-
searched and thus poorly understood. This suggest
the need for more exploratory studies to have in
depth understanding of the false claims phenomena
in the Caribbean region.

7 Conclusion

High-resource detection models have low accu-
racy with classifying Caribbean false claims data.
Region-specific data challenges have shown to re-
duce the performance of high-resource ML models.
This encourages the use of sophisticated ML tech-
niques and AI methodologies to capture signals
that current models are unable to recognize.

Our experiment with transfer learning has shown
improvements with ML models’ performance. The
findings in this research support our hypothesis:
high-resource language model performs poorly on
low-resource language data. Future studies need to
focus efforts on improving false claims detection
in the Caribbean. A major challenge is that every
island has its unique Creole, which complicates
ML models trained in formal settings. Since the
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Jamaican languages are a combination of several
languages, even the best language translator are
ineffective in accurately translating the language
to English. This poses another difficulty to the
problem of false claims detection.

False claims are the greatest threat to public
health in the Caribbean and globally. As we saw
with COVID19, if we do not address false claims,
epidemic/pandemic diseases will spread exponen-
tially (Brainard and Hunter, 2020).
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