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Abstract

This study investigates how fake news uses
a thumbnail for a news article with a focus
on whether a news article’s thumbnail repre-
sents the news content correctly. A news article
shared with an irrelevant thumbnail can mis-
lead readers into having a wrong impression
of the issue, especially in social media envi-
ronments where users are less likely to click
the link and consume the entire content. We
propose to capture the degree of semantic in-
congruity in the multimodal relation by using
the pretrained CLIP representation. From a
source-level analysis, we found that fake news
employs a more incongruous image to the main
content than general news. Going further, we
attempted to detect news articles with image-
text incongruity. Evaluation experiments sug-
gest that CLIP-based methods can successfully
detect news articles in which the thumbnail is
semantically irrelevant to news text. This study
contributes to the research by providing a novel
view on tackling online fake news and misin-
formation. Code and datasets are available at
https://github.com/ssu-humane/
fake-news—thumbnail.

1 Introduction

We have been suffering from the infodemic as well
as the coronavirus pandemic (Zarocostas, 2020).
The proliferation of fake news during the pandemic
has been a significant threat to the world by induc-
ing hate crimes against East Asians, reinforcing the
wrong beliefs of anti-vaxxers, etc. Fake news is de-
fined as “fabricated information that mimics news
media content in form but not in organizational
process or intent” (Lazer et al., 2018). Motivated
by the fact that unreliable sources generate most
false articles, a line of research has attempted to
understand the distinct characteristics of fake news
sources. A notable study is Horne and Adali (2017),
which focused on textual patterns of news articles
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Figure 1: An example of a news article shared on Twitter.
A visual summary of the article well represents the main
content.

and identified that overall title structure and the use
of proper nouns in titles are significant markers that
differentiate fake news from general news. Sim-
ilarly, from consumption and spreading patterns
on social media, Vosoughi et al. (2018) found that
fake news spreads faster, deeper, and broader than
general news. Other researchers showed that the
reliability of news media could be predicted by
various media-level features, including web traffic
toward a news website (Baly et al., 2018).

In this study, we investigate the use of images
in fake news articles; in particular, we focus on
a thumbnail, an image displayed as a preview to
a news article. When a news article is shared on
social media, its title and thumbnail image are the
only visible information before a user clicks the
link. Since many readers skim news without care-
fully checking the content (Gabielkov et al., 2016),
the visuals can mislead users into having a wrong
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impression if the thumbnail does not represent the
news content. Fake news sources are less likely
to follow the journalistic standard but tend to em-
ploy undesirable techniques such as clickbait head-
lines (Chen et al., 2015). Therefore, we hypothe-
size that unreliable sources may use a less relevant
image for the thumbnail to the news text to attract
clicks and promote false beliefs.

To examine the hypothesis, we propose using
CLIP (Radford et al., 2021), a deep multimodal
representation that allows representing image and
text in the same embedding space. Across three
datasets, we measure image-text similarity over
the CLIP embedding and confirm that the fake
news media tend to use the semantically less rele-
vant photograph in news content than trustworthy
sources. Going further, we test CLIP’s ability to de-
tect the incongruity between news image and text.
Multi-faceted evaluation experiments highlight that
the CLIP-based methods can enable article-level
detection on the unrepresentative thumbnail.

We summarize the contributions of this study
three-fold.

1. We make a novel observation that fake news
sources tend to use a less relevant news thumb-
nail than trustworthy media outlets.

2. We propose a new problem for detecting mis-
informed news articles using semantic incon-
gruity between news text and thumbnail.

. The paired dataset and manually annotated
samples will be released for future usage.

2 Related Works
2.1

Researchers have explored methods that compute
vector representations of multiple modalities (i.e.,
image and text) and align semantically similar con-
tent to the same embedding space. As examples of
such attempts, building pretrained models trained
with image-caption pairs shows potential as gen-
eral backbone models of vision-and-language (VL)
tasks (Lu et al., 2019; Chen et al., 2020). More
recently, researchers collected large-scale image-
caption data from the web and successfully trained
models with a contrastive objective function. These
models show robust performance in VL understand-
ing tasks such as “image classification” and “image
retrieval” even in the zero-shot setting (Radford
et al., 2021; Jia et al., 2021; Kim et al., 2021).

Multimodal representation
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As pretrained VL models can map semantically
similar images and text descriptions into similar
embedding spaces, they can be used to measure
the quality of the image caption. Recent stud-
ies suggest a huge potential in building a better
image-captioning metric using VL. models (Lee
et al., 2020, 2021; Hessel et al., 2021). Similarly,
our study leverages the pretrained VL model to
understand the relationship between news text and
images.

2.2 Fake news detection

Fake news detection has been actively studied in
data mining and computational linguistics (Shu
et al., 2017). Technically, it was tackled as a clas-
sification problem; after collecting fact-checked
claims on websites such as PolitiFact!, researchers
trained a classification model with a wide range
of features on text patterns, source characteristics,
audience reactions, etc. Ma et al. (2016) employed
a recurrent neural network that captures patterns
of contextual information of relevant posts over
time. Ruchansky et al. (2017) introduced a model
called CSI that incorporates the text of an article,
the user response, and the source for the detection.
Most recently, researchers developed a fake news
detection framework that represents social contexts
as a graph and learns through a graph neural net-
work (Nguyen et al., 2020). This study does not
aim to predict news veracity but to detect the case
where the news thumbnail does not represent the
main stories. While there have been a handful of
studies tackling fake news detection using multi-
modal cues (Singhal et al., 2019; Qi et al., 2019;
Giachanou et al., 2020; Khattar et al., 2019), to the
best of our knowledge, no studies tackled the de-
tection problem on incongruity between news text
and image, nor investigated how fake news uses
the thumbnail.

3 Media Difference on Semantic
Similarity of News Text and Image

3.1 Problem and hypothesis

We aim at understanding media differences in the
semantic relevance of the thumbnail picture to news
text. Horne and Adali (2017) suggested that fake
news exhibits text patterns that are qualitatively
different. Similarly, we assume that fake news
may exhibit a distinct pattern in the use of news
photographs:

"https://www.politifact.com/
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H. Fake news would use (semantically) a
less relevant photograph to the news title
for its thumbnail than general news.

We set the news title and thumbnail image,
which is set as meta_img of the news HTML, as
the target of analysis due to the following rea-
sons. Journalism research suggests that a news
title should provide a concise summary of the news
article (Smith and Fowler Jr, 1982), and thus we
consider the title as a proxy of the news article.
Among images, we use the merta_img because it is
automatically used as a preview when being shared
on social media. That is, when a news article is
shared, the thumbnail picture and news title be-
come the first content shown to the users. There-
fore, if a thumbnail does not represent the main
story of a news article correctly, it could mislead
readers into having a wrong impression of the target
issue because social media users tend to consume
news snippets without clicking the link (Gabielkov
etal., 2016).

3.2 Method

U.S. CDC advisers vote
in favor of Pfizer Text
COVID-19 vaccine Encoder
(4
Image v-c
Encoder| | V' [y xic]]
0.3386

Figure 2: An illustration of CLIPScore

To test the hypothesis, we used CLIP that rep-
resents a pair of image and text into a multimodal
space (Radford et al., 2021), which is the state-of-
the-art model in multimodal representation learn-
ing. As shown in Figure 2, we computed visual
CLIP embedding v and textual CLIP embedding
c of news article. Then, we measured the cosine
similarity for v and c to measure their semantic
relevance, also known as CLIPScore (Hessel et al.,
2021)%. We use the ViT-B/32 (Dosovitskiy et al.,
2020) as backbone, and hence ¢, v € R?12.
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Type | Whole COVID COVID-wo-faces
General | 106,409 33,310 10,964

Fake 3,306 870 480

Total ‘ 109,715 34,180 11,444

Table 1: Dataset size

3.3 Data Collection

We collected news articles through the web links
shared by official media accounts on social media,
following a similar process proposed in a previ-
ous work (Park et al., 2021). Our data collection
pipeline consists of the following steps.

Target media selection: To evaluate the main
research hypothesis, we selected nine news out-
lets that run certified media accounts on Twitter as
the target of analysis. Specifically, we focused on
the five general news (FoxNews, New York Post,
Reuters, The Guardian, Slate) and four fake news
media (ActivitisPost, Judicial Watch, End Time
Headlines, WorldNetDaily). The target list of fake
news was selected from the media sources that
were labeled as red news in a previous study (Grin-
berg et al., 2019), which is defined as “spreading
falsehoods that clearly reflect a flawed editorial
process.” We selected the five general news from
those labeled green in the same previous work. We
confirmed the general media sources considered in
this study are well balanced against the political
bias rating?.

Tweet collection: We collected tweets from Jan-
uary 2021 until the time of data collection (Septem-
ber 2021) using the Twint library*. We excluded
tweets that do not contain URLSs to their news arti-
cles.

News article collection: For each of the news
URLSs, we obtained the news title, body text, and
URL for the thumbnail by using the newspaper3K
library”. We stored the news data in JSON format
and downloaded the images by the wget command.
When the news data do not provide URLs for the
thumbnail or we cannot download any images from
the thumbnail URL, we did not include it in our
data collection.

The original implementation of CLIPScore applies a para-
metric ReLU to the cosine similarity. We used its canonical
form without the ReLU function.

Shttp://www.allsides.com

*https://github.com/twintproject/twint
Shttps://newspaper.readthedocs.io
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Figure 3: News examples with CLIPScore in each dataset. URLs of news articles are available in Appendix.

To see the robustness of the findings, we con-
structed two filtered versions of datasets for the
analysis in addition to the original dataset (Whole).
First, we limited the scope of the news topic to
COVID-19 by selecting news articles containing
at least one of the COVID-19 related keywords:
coronavirus, corona, covid-19, corona virus, covid,
covidl19, sars-cov-2, pandemic, chinese virus, chi-
nesevirus, and corona. The COVID-19 issue has
been covered extensively during the period of CLIP
training, and thus we assumed the CLIP embedding
could understand the COVID-19 context better than
random events. We call the COVID-19 filtered
dataset COVID. Next, to minimize the number of
false negatives (i.e., the model considers a relevant
pair irrelevant), we further filtered out news articles
in which the thumbnail picture contains faces from
the COVID dataset (COVID-wo-faces. In a pre-
liminary analysis, we found that CLIP is not good
at matching a person’s name in text and their ap-
pearance in an image, especially when they are not
famous (e.g., the example in the bottom left of Fig-
ure 3 and Figure A1.)). We detected images with
a face by the face detection model of the Google
Cloud Vision®. Table 1 presents the size of three

®https://tinyurl.com/ydfu2js3
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datasets that covers news articles from January to
August 2021. We expect that the data leakage issue
is minimal because our dataset period is less likely
to overlap with the dataset used for training CLIP’.

3.4 Results

Figure 3 presents the title-image pairs with the
CLIPScore values. The three examples in the top
row present the pairs with a high CLIPScore, which
were sampled from the top-500 news articles in
terms of CLIPScore. The bottom three examples
were randomly selected from the bottom-500 ex-
amples in terms of CLIPScore. The high-score
examples demonstrate the capability of CLIP in un-
derstanding a written text and the appearance of a
visual object. On the other hand, the three examples
at the bottom demonstrate two scenarios where a
low CLIPScore can represent. First, the New York
Post example from the whole dataset suggests that
the CLIP encoder has difficulty recognizing a per-
son’s appearance in an image, a name in a text,
or both. Second, the low-score examples for the
COVID and COVID-wo-faces datasets represent
the cases where a thumbnail does not represent the
news text, suggesting the potential of CLIPScore

"CLIP paper was released on Feb 26th, 2021, which does
not explicitly mention the period of the training dataset.
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Figure 4: CDFs of the CLIPScore measured for each dataset. Values within the parenthesis indicate Cohen’s d
corresponding to the difference of CLIPScore between general and fake news (***: p<0.001 by the t-test).

for capturing news articles with an unrepresenta-
tive thumbnail. Therefore, we used CLIPScore for
understanding the media difference between fake
news and trustworthy media in terms of semantic
relevance between news title and thumbnail across
the three datasets. The observations from the fil-
tered datasets can function as a robustness check.
Figure 4 presents the difference of the seman-
tic relevance of news title and thumbnail between
fake and general news, measured by CLIPScore.
We conducted the t-test to evaluate the statistical
significance of a difference and calculated the Co-
hen’s d for its effect size. The x-axis presents the
CLIPScore threshold, and the y-axis presents the
probability that the CLIPScore takes a value less
than or equal to the threshold from the distribu-
tion. Results indicate that fake news tends to have
a lower CLIPScore than general news with a statis-
tical significance across the three datasets. The cor-
responding effect size is 0.596, 0.545, and 0.594 for
the Whole, COVID, and COVID-wo-faces dataset,
respectively. The values are considered medium
effect sizes, which suggests that fake news tends
to use a thumbnail picture that is semantically less
similar to the news title than general news and
therefore supports the main hypothesis in §3.1.

4 Detection of News Articles with the
Incongruous Image

4.1 Motivation

As we observed in the previous section, Fake news
media tend to use a photograph that is semanti-
cally less relevant to the news text than general
news. Motivated by the observation, we turned
to a detection problem aiming at identifying news
articles with the incongruous thumbnail among ar-
ticles shared by fake news outlets. We focused on
the scope of detection of fake news media because
the potential negative impact of image-text incon-
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gruity can be worse when used to promote false
claims. Also, previous research suggested visuals
can give a more significant impression to readers
than textual signals (Seo, 2020).

Formally, we define the problem as a classifica-
tion task using image-text multimodal data: given
a pair of news text 7" and image I, we aim at pre-
dicting the binary incongruity label L on whether
I is semantically (in-)congruent with 7.

4.2 Data generation

(a) Select three articles

Media A Media A Media B
Ln L )| ]
Iy I I3

Target Sampled

(b) Generate articles with an incongruity type

R
Iy I3
Type (A) Type (B)

Figure 5: An illustration of data generation process (71"
news title, /: thumbnail image).

A significant challenge in implementing a clas-
sification model for the target task is the lack of a
dataset. While we have more than 20k image-text
pairs, they are unlabeled, and it is costly to anno-
tate the incongruity label for all the pairs manually.
Therefore, inspired by a previous study (Yoon et al.,
2019), we utilized an alternative method that gen-
erates a pair of I and H with the incongruity label
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Figure 6: CLIP-classifier’s model architecture. The
value within parenthesis indicates the output dimension
size.

L automatically. The data generation method is
language-agnostic, such that it can be easily ex-
tended to any other language as long as one can
construct a pool of trustworthy news articles.

Figure 5 demonstrates the data generation pro-
cess. At first, among the news articles generated
by trustworthy news sources in the COVID-wo-
faces dataset, we selected the top 75% of the image-
text pairs in terms of CLIPScore to be congruent
samples. As a result, we obtained 8223 target
samples. We manually inspected the bottom-100
samples and confirmed that the image represents
the news content well. To be used for generating
train/validation/test datasets in the next step, we
divided the 8223 pairs into three pools: 6575, 824,
and 824, respectively.

The next step is to generate news articles with the
incongruity between news title and thumbnail. As
shown in Figure 5(a), for each pair in the congruent
dataset, we randomly sampled two different pairs,
one from the same media and another from one of
the other outlets. We called the two pairs sampled.
Then, as in Figure 5(b), we automatically generated
samples with the incongruity by linking the image
of the target article (/1) to the title of the sampled
articles (I, T3). That is, the class ratio is 2:1 in
the dataset. We applied the generation process to
each pool separately, and therefore there are no
overlapped articles between one dataset to another.

In total, we obtained 8223 congruent and 16446
incongruent pairs, and there are 19725, 2472, and
2472 samples for train/validation/test, respectively.

4.3 Experimental Results

We used a machine equipped with the AMD Ryzen
Threadripper Pro 3975WX CPU and two Nvidia
RTX A6000 GPUs for the experiments. We eval-
uated three different methods for detecting image-
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Validation Test

Model
ACC. AUROC ACC. AUROC
VIiLT (zero-shot) 0.646 0.667 0.601 0.624
CLIPScore (zero-shot)  0.942 0.985 0.934 0.984
CLIP-classifier 0.920 0.977 0.927 0.975

Table 2: Evaluation on the generated set.

text incongruity among fake news articles.

* VILT (zero-shot): As a baseline model, we
employed a recent vision-and-language pre-
trained model, VIiLT (Kim et al., 2021), which
was fine-tuned on the MS COCO dataset.
Using the cosine similarity between image
and text vectors, we implemented a simple
threshold-based classifier; If a similarity value
is above the threshold, the model predicts
the text well represents the image. Other-
wise, a pair is considered unmatched. We ob-
tained the decision threshold by a class-wise
unweighted average for the similarity scores
measured on all samples in the validation set.
The obtained threshold was also used for test
set inference.

CLIPScore (zero-shot): Using the pretrained
CLIP model, we computed the CLIPScore
for each news title and thumbnail pair for im-
plementing a threshold-based classifier. The
decision threshold was obtained following the
same procedure used for ViLT (zero-shot).

CLIP-classifier: Figure 6 shows the neural
architecture of the proposed model. CLIP-
classifier takes as input ¢ (text embedding) and
v (visual embedding) from CLIP’s text and vi-
sual encoder, respectively, and classifies the
pair as ‘congruent’ (well-matched) or ‘incon-
gruent’ (not-well-matched). The model was
trained to minimize the binary cross-entropy
loss by the AdamW optimizer (at a learning
rate of 0.001) with a batch size of 128. We did
not update the CLIP backbone during training.
We used gradient clipping with a threshold of
1.0 and early stopping.

Table 2 presents the evaluation results of the
three models. The two CLIP-based models out-
performed ViLT (zero-shot) with a large margin.
These observations suggest that the CLIP pre-
trained model is more generalizable than the ViLT
model, and hence it is more suitable for the detec-
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Figure 7: Manual evaluation results on the top-k fake
news articles by CLIPScore and CLIP-classifier’s pre-
dictions score

tion of fake news articles that use an unrepresenta-
tive thumbnail.

To test the ability of CLIP in real-world detec-
tion, we conducted additional experiments with
human annotations. We supposed a situation where
it is required to detect fake news articles using
the incongruous thumbnail. Hence, we inferred
prediction scores for the fake news samples in
the COVID-wo-faces dataset by CLIPScore and
CLIP-classifier, respectively. Then, we manually
inspected the top-200 examples of each model in
terms of the prediction score to test whether the
models correctly predict the samples of an unrep-
resentative thumbnail. We considered the incon-
gruous label as the positive label; Hence, a higher
prediction score indicates a model predicts a given
pair having the incongruity between news title and
thumbnail picture with higher confidence. For con-
sistency, we used (1 — similarity) for the predic-
tion score of CLIPScore.

Figure 7 shows the top-k precision of each
model’s prediction on the fake news articles. The
x-axis represents the number of evaluated articles
after being sorted by a model’s prediction score.
The y-axis shows the precision of the top-k articles
evaluated by humans. Two authors participated
in the manual annotation process and obtained a
complete inter-annotator agreement after several
iterations. They examined a total of 259 news-
thumbnail pairs on whether the image represents
the news content. We release the paired dataset
with manual annotation for broader usage on the
github repository.

Results show that CLIPScore outperformed
CLIP-classifier, especially for the highly-ranked
examples. The model achieved a precision of 0.8
for k=10, 0.85 for k=20, and 0.87 for k=30; its
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performance gap against CLIP-classifier is around
0.1. The gap decreased as more examples were
evaluated; the precision difference is 0.05 for
k=200. The observation highlights the represen-
tation power of the CLIP backbone and implies
that the two CLIP-based methods could be incor-
porated for more effective detection in practice.

5 Limitation and Future Direction

This study bears several limitations. First, the
findings were observed from the dataset of nine
news media. Even though they are well-balanced
against political bias and trustworthiness, the find-
ings could not represent general patterns and thus
should be carefully interpreted. Future studies
could examine the hypothesis using more extensive
data. Second, since this study employs CLIP as a
backbone, our results are subject to unknown bi-
ases which CLIP might learn from training. Future
studies could adopt pretraining tasks to mitigate the
issues. Third, we focused on news titles as a proxy
of news content. The method could be invalid for
some cases where the news title is incongruent with
the main text (Yoon et al., 2019). Future studies
could develop a method that exploits body text as a
reference, which contains more fruitful information
yet is more challenging to be analyzed.

6 Conclusion

This paper examined the usage of news thumb-
nails and asked whether fake news sources exhibit
distinct patterns. By applying CLIP to the pair
of news title and image, we identified the differ-
ence between fake news and trustworthy media
sources in the image-text similarity: Fake news
tends to use a less similar thumbnail picture to the
news text than general news. Next, we tackled
the article-level detection problem that targets fake
news articles in which the thumbnail picture does
not represent the news content. To the end, we gen-
erated a paired dataset of 24,669 image-text pairs,
each image of which is semantically (in-)congruent
to the text. Evaluation experiments showed that
CLIP-based models could detect news articles with
an unrepresentative thumbnail with high accuracy.
These observations highlight the potential of CLIP
for identifying these misinformed articles in the
real world. To the best of our knowledge, this
is one of the initial attempts to understand fake
news characteristics in the use of thumbnail and
focus on its semantic representativeness to news



content. We hope our methodology and dataset can
not only make an impact on the ongoing efforts
to curtail fake news dissemination, but also con-
tribute to broader research communities on vision
and language.

Acknowledgements

H. Choi and Y. Yoon equally contributed to this
work. This work was supported by the Basic
Science Research Program through the National
Research Foundation of Korea (NRF) funded by
the Ministry of Science and ICT (No. NRF-
2021R1F1A1062691).

References

Ramy Baly, Georgi Karadzhov, Dimitar Alexandrov,
James Glass, and Preslav Nakov. 2018. Predict-
ing factuality of reporting and bias of news media
sources. In Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Processing,
pages 3528-3539, Brussels, Belgium. Association
for Computational Linguistics.

Yen-Chun Chen, Linjie Li, Licheng Yu, Ahmed EI
Kholy, Faisal Ahmed, Zhe Gan, Yu Cheng, and
Jingjing Liu. 2020. Uniter: Universal image-text
representation learning. In ECCV.

Yimin Chen, Niall J. Conroy, and Victoria L. Rubin.
2015. Misleading online content: Recognizing click-
bait as "false news". In Proceedings of the 2015
ACM on Workshop on Multimodal Deception Detec-
tion, WMDD ’15, page 15-19, New York, NY, USA.
Association for Computing Machinery.

Alexey Dosovitskiy, Lucas Beyer, Alexander
Kolesnikov, Dirk Weissenborn, Xiaohua Zhai,
Thomas Unterthiner, Mostafa Dehghani, Matthias
Minderer, Georg Heigold, Sylvain Gelly, Jakob
Uszkoreit, and Neil Houlsby. 2020. An image
is worth 16x16 words: Transformers for image
recognition at scale. CoRR, abs/2010.11929.

Maksym Gabielkov, Arthi Ramachandran, Augustin
Chaintreau, and Arnaud Legout. 2016. Social clicks:
What and who gets read on twitter? In Proceed-
ings of the 2016 ACM SIGMETRICS International
Conference on Measurement and Modeling of Com-
puter Science, SIGMETRICS °16, page 179-192,
New York, NY, USA. Association for Computing
Machinery.

Anastasia Giachanou, Guobiao Zhang, and Paolo Rosso.
2020. Multimodal multi-image fake news detection.
In 2020 IEEE 7th International Conference on Data
Science and Advanced Analytics (DSAA), pages 647—
654.

Nir Grinberg, Kenneth Joseph, Lisa Friedland, Briony
Swire-Thompson, and David Lazer. 2019. Fake news

93

on twitter during the 2016 u.s. presidential election.
Science, 363(6425):374-378.

Jack Hessel, Ari Holtzman, Maxwell Forbes, Ronan
Le Bras, and Yejin Choi. 2021. CLIPScore: A
reference-free evaluation metric for image captioning.
In Proceedings of the 2021 Conference on Empiri-
cal Methods in Natural Language Processing, pages
7514-7528.

Benjamin Horne and Sibel Adali. 2017. This just in:
Fake news packs a lot in title, uses simpler, repeti-
tive content in text body, more similar to satire than
real news. In Proceedings of the International AAAI
Conference on Web and Social Media, volume 11.

Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana
Parekh, Hieu Pham, Quoc Le, Yun-Hsuan Sung, Zhen
Li, and Tom Duerig. 2021. Scaling up visual and
vision-language representation learning with noisy

text supervision. In International Conference on
Machine Learning, pages 4904-4916. PMLR.

Dhruv Khattar, Jaipal Singh Goud, Manish Gupta, and
Vasudeva Varma. 2019. Mvae: Multimodal vari-
ational autoencoder for fake news detection. In
The World Wide Web Conference, WWW ’19, page
2915-2921, New York, NY, USA. Association for
Computing Machinery.

Wonjae Kim, Bokyung Son, and Ildoo Kim. 2021. Vilt:
Vision-and-language transformer without convolu-
tion or region supervision. In International Con-
ference on Machine Learning, pages 5583-5594.
PMLR.

David M. J. Lazer, Matthew A. Baum, Yochai Ben-
kler, Adam J. Berinsky, Kelly M. Greenhill, Filippo
Menczer, Miriam J. Metzger, Brendan Nyhan, Gor-
don Pennycook, David Rothschild, Michael Schud-
son, Steven A. Sloman, Cass R. Sunstein, Emily A.
Thorson, Duncan J. Watts, and Jonathan L. Zit-
train. 2018. The science of fake news. Science,
359(6380):1094—-1096.

Hwanhee Lee, Seunghyun Yoon, Franck Dernoncourt,
Trung Bui, and Kyomin Jung. 2021. UMIC: An
unreferenced metric for image captioning via con-
trastive learning. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 2: Short
Papers), pages 220-226.

Hwanhee Lee, Seunghyun Yoon, Franck Dernoncourt,
Doo Soon Kim, Trung Bui, and Kyomin Jung. 2020.
Vilbertscore: Evaluating image caption using vision-
and-language bert. In Proceedings of the First Work-
shop on Evaluation and Comparison of NLP Systems,
pages 34-39.

Jiasen Lu, Dhruv Batra, Devi Parikh, and Stefan Lee.
2019. Vilbert: Pretraining task-agnostic visiolinguis-
tic representations for vision-and-language tasks. Ad-
vances in neural information processing systems, 32.


https://doi.org/10.18653/v1/D18-1389
https://doi.org/10.18653/v1/D18-1389
https://doi.org/10.18653/v1/D18-1389
https://doi.org/10.48550/arXiv.1909.11740
https://doi.org/10.48550/arXiv.1909.11740
https://doi.org/10.1145/2823465.2823467
https://doi.org/10.1145/2823465.2823467
http://arxiv.org/abs/2010.11929
http://arxiv.org/abs/2010.11929
http://arxiv.org/abs/2010.11929
https://doi.org/10.1145/2896377.2901462
https://doi.org/10.1145/2896377.2901462
https://doi.org/10.1109/DSAA49011.2020.00091
https://doi.org/10.1126/science.aau2706
https://doi.org/10.1126/science.aau2706
https://doi.org/10.18653/v1/2021.emnlp-main.595
https://doi.org/10.18653/v1/2021.emnlp-main.595
https://doi.org/10.48550/arXiv.1703.09398
https://doi.org/10.48550/arXiv.1703.09398
https://doi.org/10.48550/arXiv.1703.09398
https://doi.org/10.48550/arXiv.1703.09398
https://doi.org/10.48550/arXiv.2102.05918
https://doi.org/10.48550/arXiv.2102.05918
https://doi.org/10.48550/arXiv.2102.05918
https://doi.org/10.1145/3308558.3313552
https://doi.org/10.1145/3308558.3313552
https://doi.org/10.48550/arXiv.2102.03334
https://doi.org/10.48550/arXiv.2102.03334
https://doi.org/10.48550/arXiv.2102.03334
https://doi.org/10.1126/science.aao2998
https://doi.org/10.18653/v1/2021.acl-short.29
https://doi.org/10.18653/v1/2021.acl-short.29
https://doi.org/10.18653/v1/2021.acl-short.29
https://doi.org/10.18653/v1/2020.eval4nlp-1.4
https://doi.org/10.18653/v1/2020.eval4nlp-1.4
https://doi.org/10.48550/arXiv.1908.02265
https://doi.org/10.48550/arXiv.1908.02265

Jing Ma, Wei Gao, Prasenjit Mitra, Sejeong Kwon,
Bernard J. Jansen, Kam-Fai Wong, and Meeyoung
Cha. 2016. Detecting rumors from microblogs with
recurrent neural networks. In Proceedings of the
Twenty-Fifth International Joint Conference on Artifi-
cial Intelligence, IJCAI’ 16, page 3818-3824. AAAI
Press.

Van-Hoang Nguyen, Kazunari Sugiyama, Preslav
Nakov, and Min-Yen Kan. 2020. Fang: Leveraging
social context for fake news detection using graph
representation. In Proceedings of the 29th ACM in-
ternational conference on information & knowledge
management, pages 1165-1174.

Kunwoo Park, Haewoon Kwak, Jisun An, and Sanjay
Chawla. 2021. How-to present news on social me-
dia: A causal analysis of editing news headlines for
boosting user engagement. In Proceedings of the
International AAAI Conference on Web and Social
Media, volume 15, pages 491-502.

Peng Qi, Juan Cao, Tianyun Yang, Junbo Guo, and
Jintao Li. 2019. Exploiting multi-domain visual in-
formation for fake news detection. In 2019 IEEE
International Conference on Data Mining (ICDM),
pages 518-527.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-
try, Amanda Askell, Pamela Mishkin, Jack Clark,
et al. 2021. Learning transferable visual models

from natural language supervision. arXiv preprint
arXiv:2103.00020.

Natali Ruchansky, Sungyong Seo, and Yan Liu. 2017.
Csi: A hybrid deep model for fake news detection.
In Proceedings of the 2017 ACM on Conference on
Information and Knowledge Management, CIKM
"17, page 797-806, New York, NY, USA. Association
for Computing Machinery.

Kiwon Seo. 2020. Meta-analysis on visual persuasion—
does adding images to texts influence persuasion.
Athens Journal of Mass Media and Communications,
6(3):177-190.

Kai Shu, Amy Sliva, Suhang Wang, Jiliang Tang, and
Huan Liu. 2017. Fake news detection on social me-
dia: A data mining perspective. SIGKDD Explor.
Newsl., 19(1):22-36.

Shivangi Singhal, Rajiv Ratn Shah, Tanmoy
Chakraborty, Ponnurangam Kumaraguru, and
Shin’ichi Satoh. 2019. Spotfake: A multi-modal
framework for fake news detection. In 2019 IEEE
Fifth International Conference on Multimedia Big
Data (BigMM), pages 39—47.

Edward J Smith and Gilbert L Fowler Jr. 1982. How
comprehensible are newspaper headlines?

Soroush Vosoughi, Deb Roy, and Sinan Aral. 2018.
The spread of true and false news online. Science,
359(6380):1146-1151.

94

Seunghyun Yoon, Kunwoo Park, Joongbo Shin,
Hongjun Lim, Seungpil Won, Meeyoung Cha, and
Kyomin Jung. 2019. Detecting incongruity between
news headline and body text via a deep hierarchical
encoder. In Proceedings of the AAAI conference on
artificial intelligence, volume 33, pages 791-800.

John Zarocostas. 2020. How to fight an infodemic. The
lancet, 395(10225):676.

A Appendix

Jill Scott: ‘T've still got a lot to
give; I still believe in myself’

Figure Al: An example of news article that CLIP has
difficulty at matching a person’s name and face (CLIP-
Score: 0.04694, URL.: https://tinyurl.com/y4y89b3x).

CLIPScore Source URL
Whole High Foxnews https://tinyurl.com/ydrc32kl1
Low New York Post | https://tinyurl.com/y7794djr
COVID High The Guardian | https:/tinyurl.com/y8r702b7
Low World Net Daily | https://tinyurl.com/yalznxnn
COVID- High Reuters https://tinyurl.com/ydozsybd
wo-faces Low Activist Post https://tinyurl.com/ycjkbell

Table Al: URLs for news articles in Figure 3
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