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Abstract

We describe recent extensions to the open
source Learning And Reading Assistant
(LARA) supporting image-based and phonet-
ically annotated texts. We motivate the utility
of these extensions both in general and specifi-
cally in relation to endangered and archaic lan-
guages, and illustrate with examples from the
revived Australian language Barngarla, Ice-
landic Sign Language, Irish Gaelic, Old Norse
manuscripts and Egyptian hieroglyphics.

1 Introduction

When people are reading documents written in a
language less than completely familiar to them, it
can often be useful to present the text in multime-
dia form. This can give the reader access to anno-
tations — typically audio recordings and transla-
tions — with a single click, conferring immediate
and obvious advantages compared with reading a
printed text and looking words up. Many such
frameworks now exist; prominent examples in-

∗* Authors in alphabetical order.

clude LingQ1, Learning With Texts2, the Perseus
Digital Library’s Scaife viewer3 and Clilstore4. In
our paper from the 2021 edition of this conference,
(Zuckerman et al., 2021), we described the Learn-
ing and Reading Assistant (LARA; https://
www.unige.ch/callector/lara/), another
platform of this general nature. What primarily
distinguishes LARA from the other frameworks is
its strongly open source nature, where new fea-
tures are added in a bottom-up process driven by
the demands of a diverse community involved in
many different kinds of language-related projects.
We argued that this makes it a good fit to endan-
gered languages, which often pose special require-
ments, and illustrated with three case studies, for
Irish Gaelic, Icelandic Sign Language and the re-
vived Australian Aboriginal language Barngarla
(Zuckerman et al., 2021).

The version of LARA from last year’s paper
represented the document as a text string and al-

1https://www.lingq.com/
2https://sourceforge.net/projects/lwt/
3https://scaife.perseus.org/
4http://multidict.net/clilstore/
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lowed annotations to be attached to units at two
levels, words and segments (typically a segment
is a sentence). Experience since then has revealed
two important ways in which the above needs to
be further generalised. First, thinking of a writ-
ten document abstractly as a text string obscures
the important fact that it is also a visual object.
For many texts (picture-books, posters, handwrit-
ten manuscripts), the visual dimension is as signif-
icant as the words. Second, it is often necessary to
go below the word level and think about the rela-
tionship between sounds and letters or other prim-
itive written signs. If the student is uncertain about
the writing system, the sound system, or the rela-
tionship between them, annotations at the charac-
ter level can be helpful. These observations are
particularly relevant to endangered languages, and
indeed it is largely because of our close interaction
with the endangered language community that we
have become so aware of them. We will have more
to say about this later, when we discuss specific
languages.

In the rest of this paper, we will describe re-
cent work where we have extended LARA to allow
image-based and phonetic annotations to be added
to texts, and we again illustrate with concrete case
studies. Section 2 presents the new functionality,
after which Sections 3 to 5 present examples of
how it has been used for Barngarla, Icelandic Sign
Language and Irish Gaelic. Section 6 briefly de-
scribes how the same features are also useful for
annotating historical texts available in manuscript
or related form. The final section concludes and
suggests further directions.

2 Supporting image-based and phonetic
annotations

In this section, we briefly present the overall ar-
chitecture of LARA and then describe the new
functionality which forms the subject of this pa-
per. Full details are available in the online docu-
mentation (Rayner et al., 2020).

2.1 Overview of LARA

For a conventional text-based document, the pro-
cess of converting it into LARA form goes through
three stages. The first step is to add annota-
tions dividing the text into pages and segments,
tagging inflected words by lemma, and possibly
adding HTML markup including links to images
defined by instances of the HTML <img> tag.

For well-resourced languages, the labour-intensive
tasks of segmentation and lemma tagging can be
performed automatically by tools already inte-
grated into LARA, followed by some post-editing
(Akhlaghi et al., 2020). For smaller languages,
where the necessary resources often do not exist,
all this work may need to be done manually.

In the second step, the annotated LARA text is
passed through a script which internalises it and
organises data to support creation of annotations,
most obviously translations and audio. Thus for
example a script is created which can either be
uploaded to an integrated voice recording tool or
used to invoke a suitable TTS engine, if available.
The annotator fills in this data. In the third step,
another script combines the internalised text and
the annotations created in the second step and adds
metadata to create the final multimodal document.
In particular, this metadata includes automatically
generated concordances and indexes.

The above steps can either be performed us-
ing command-line tools, or carried out through
the LARA Portal (https://lara-portal.u
nige.ch/), a free online service which provides
a wizard-style interface. Links to LARA docu-
ments in many languages can be found on the
LARA examples page, https://www.unige.c
h/callector/lara-content.

2.2 Image-based text

We now describe how the above processing flow
has been extended to support image-based text.
We first define more exactly what we mean by this
term. Intuitively, a piece of LARA image-based
text is a portion of a LARA document where the
text content and annotations are as they would be
in a normal LARA document, but all the visual
formatting is determined by an image in JPEG or
PNG form. For this to be possible, there needs
to be exactly one image for each piece of image-
based text, and extra information needs to be sup-
plied to define the image locations with which
words in the text are associated. In the com-
piled LARA document, annotations are accessed
by clicking or hovering over the defined locations.

The nature of the visual content at the location
associated with a given word is arbitrary. The
simplest possibility is that it is a written repre-
sentation of the word; thus the image could be a
page containing a manuscript version of the text,
with each text word mapping to the correspond-
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(a)
<annotated_image>
<img src="restaurant_date.jpg" width="800" height="800"/>
chair man glass ||
table ||
glass woman chair ||
</annotated_image>

(b)

Figure 1: Toy example of a piece of image-based text based on a simple cartoon. The LARA source (a) is given
above. The screenshot below (b) shows the tool used to create the word locations file. The top control allows the
annotator to choose the text to annotate, after which the slider with the series of thumbnails allows them to choose
a page by its image. The bottom left pane presents the selected image, and the bottom right pane the associated
words. The annotator can draw a polygon on the left and save it to a word, or select a word on the right to show the
current polygon. Here, the annotator has just selected the word “man” on the right, showing the polygon for the
picture of the man on the left. The speaker and pencil icons optionally associate audio or text with a whole line.
The LARA document is online here.

ing manuscript word. But the visual content can
equally well be an image representing the word.
Thus for example, in an alphabet book, the text
word “apple” could either map to the visual word
“apple”, or it could map to a part of the image that
contains a picture of an apple.

In the concrete LARA implementation, a piece

of image-based text is delimited by the tag
<annotated_image>. Links between words
and locations are defined by a “word locations
file”, a JSON file with a hierarchical structure
whose levels are pages, segments and words. A
word is optionally associated with a list of three or
more coordinate pairs that specify a polygon. Fol-
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lowing the usual LARA processing flow outlined
in §2.1, the first processing step creates an unin-
stantiated or partially instantiated version of the
word locations file. This can be efficiently filled in
using an online graphical tool. which presents the
information and allows the user to draw polygons
and associate them with words by pointing and
clicking. In the compiled LARA document, hover-
ing over a polygon area outlines it as well as per-
forming the usual LARA functions based on the
annotations attached to the area, such as playing
audio or displaying translations. Figure 1 presents
a toy example with a piece of image-based text and
a screenshot showing use of the graphical tool.

2.3 Phonetic annotations

We now move on to describe how we have also
extended LARA to support texts annotated at the
phonetic level. As outlined in §2.1, a normal
LARA text is hierarchically divided into pages,
segments and words, where the words are associ-
ated with lemmas. In contrast, a phonetic LARA
text is hierarchically divided into pages, words
and letter-groups, where each letter-group is as-
sociated with a phonetic value. The same nota-
tion is used for both types of text, and nearly all
of the processing associated with normal (word-
oriented) LARA texts carries over to phonetic
texts. In particular, a compiled phonetic text con-
tains a phonetic concordance, giving examples of
contexts where each phonetic value occurs.

It would be extremely laborious to construct
phonetic LARA texts by hand, and there is a script
that converts a normal text into the correspond-
ing phonetic version. This post-processes the in-
ternalised text to convert each word into a corre-
sponding phonetic version, while keeping format-
ting unchanged. For languages which are written
completely phonetically (common for endangered
languages which only recently have acquired a
written form), this only requires the annotator to
supply the list of phonetically meaningful letter
groups defining the orthography of the language.
We present an example for the revived Australian
language Barngarla in §3 below.

For languages where online phonetic lexica ex-
ist, phonetic versions of most words can be read
off the lexicon; free phonetic lexica for many lan-
guages are for example available from the IPA-
dict project (https://github.com/open-d
ict-data/ipa-dict). The challenge is to

align the letters with the phonetic symbols. At the
moment, the strategy used is for the conversion
script to help the annotator compile an aligned
phonetic lexicon, where typical entries are as il-
lustrated in Figure 2. The script creates new en-
tries automatically using a simple dynamic pro-
gramming method which maximises the number
of alignments already seen in the lexicon (this idea
is partly inspired by the one from (Jiampojamarn
and Kondrak, 2010)), after which a human anno-
tator cleans up the result. Once a few hundred ex-
amples of aligned words have been collected, error
rates become low and the cleaning-up process is
quick. This work will be described in more detail
elsewhere.

"admirateur"
"a|d|m|i|r|a|t|eu|r"
"a|d|m|i|K|a|t|œ|K"
"ainsi"
"ain|s|i"
"Ẽ|s|i|"
"alors"
"a|l|o|r|s"
"a|l|O|K|"

Figure 2: Examples of entries from French aligned pro-
nunciation lexicon. Several letters can map into one
(beginning of "ainsi"), and letters can map into the
empty string (end of "alors").

2.4 Combining LARA documents

LARA includes functionality that allows multiple
LARA documents to be linked together. One pos-
sibility is sequential linking: the texts are concate-
nated in a way that combines their metadata, in
particular creating a concordance which includes
entries from all the component documents. The
practical import is that someone reading a later
document will easily be able to see when words
also occurred in earlier documents, strengthening
memory links across their reading history.

Here, we will be more concerned with a new ca-
pability, parallel linking. For this to make sense,
the linked documents must all be different variants
of the same text, organised so that page divisions
are consistent. In the compiled versions, links are
inserted so that each page in one compiled docu-
ment is connected to the corresponding pages in
the other documents.
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2.5 An illustrative example
In order to show how the different functionalities
introduced in this section can be usefully com-
bined, we present an example in a familiar lan-
guage, a multimodal French alphabet book based
on Le petit prince where each page occurs in three
different parallel-linked versions. Figure 3 illus-
trates. Note that in the second, “phonetic”, ver-
sion, the “picture-book” and “phonetic” function-
alities have been combined.

Figure 3: “Phonetic” version of an example page from
a “Little Prince” themed LARA alphabet book for
French; each page is in three versions, “phonetic”,
“semantic” and “example”. Hovering over the word
Dessins (“Drawings”) outlines phonetically meaning-
ful letter groups; clicking plays audio for the phonetic
content selected and shows a phonetic concordance.
The student has selected the letter group in, showing
on the right other words containing the nasalised vowel
/Ẽ/ that this letter group usually represents in French.
In the “semantic” version, hovering over the picture on
the left outlines it and clicking on it plays audio for the
word. The “example” version shows an annotated ex-
ample sentence. The document can be found here.

3 Barngarla

Barngarla is an Australian Aboriginal language
belonging to the Thura-Yura language group, a
subgroup of the large Pama-Nyungan language
family. Typically for a Pama-Nyungan language,
Barngarla has a phonemic inventory featuring
three vowels ([a], [i], [u]) and retroflex conso-
nants, an ergative grammar with many cases, and
a complex pronominal system.

During the twentieth century, Barngarla was
intentionally eradicated under Australian ‘stolen
generation’ policies, the last original native
speaker dying in 1960. Language reclamation ef-
forts were launched in 2011 (Zuckermann, 2020).
Since then, a series of language reclamation work-
shops have been held in which about 120 Barn-

garla people have participated. The primary re-
source used has been a dictionary, including a brief
grammar, written by the German Lutheran mis-
sionary Clamor Wilhelm Schürmann (Schürmann,
1844; Clendon, 2015). A number of educational
texts have now been constructed using Schürmann
material as the base; as described in last year’s
paper, several of them have been converted into
LARA form. This has highlighted two issues, both
of which materially contributed to motivating the
new functionality we describe here.

First, the original texts are always created as
a collaboration between ethnic Barngarla people
and non-Barngarla expert linguists: usually, de-
sign aspects are the responsibility of the Barngarla
members of the team. When converting the texts
into LARA form, it is thus important to main-
tain a format that is as close as possible to the
original text layout. Second, even though revised
Barngarla is written phonetically, the orthography
is not transparent to people whose linguistic her-
itage is primarily anglophone. A particularly im-
portant example is retroflex consonants, which are
written using an ‘r’ before the corresponding non-
retroflex version: thus the voiced retroflex plosive
[ã] (similar to the final sound of Swedish nord,
“north”) is written ‘rd’ as for example in Barn-
garla yarda, “country”. It is however all too easy
for the anglophone reader to interpret this as rep-
resenting a lengthened preceding vowel followed
by [d], as for example in the usual Australian pro-
nunciation of “card” or “herd”. Another impor-
tant problem is ambiguous phonetic segmentation.
Barngarla orthography contains both the unigraph
‘w’, representing the velar approximant [w] and
the digraph ‘aw’, representing the diphthong [aU].
When Bargarla digraph ‘aw’ is followed by letters
representing a vowel, as for example in the com-
mon words bawoo (“hello”), gawoo (“water”), the
anglophone reader most naturally segments the
words as b|a|w|oo, g|a|w|oo; in fact, they
should be b|aw|oo, g|aw|oo.

These issues came to a head during the creation
of the latest Barngarla text, Mangiri Yarda (Zuck-
ermann and Richards, 2021). The main Barngarla
contributor, Emma Richards, invested a substan-
tial amount of effort in the design of the book,
and it was clear that the approach used for previ-
ous Barngarla LARA texts, trying to reproduce the
layout using HTML formatting, would not yield a
good result. The issues with pronunciation also
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became apparent when recording the audio.
The new functionality developed here however

made it possible to address both the layout and
phonetic issues in a logical way. The draft book
is available online here. It is organised as a
LARA picture-book exactly reproducing the text
layout, in which all the Barngarla words are anno-
tated with audio information, coupled with a par-
allel track organised as a “phonetic” LARA book,
where the reader can spell through each word a
letter-group at a time and listen to the associated
phonetic value. By the time of the conference,
we expect that the book will have been tested with
enough Barngarla readers to be able to present ini-
tial feedback.

4 Icelandic Sign Language

Icelandic Sign Language (íslenskt táknmál; ÍTM)
is a natural language and the first language of
about 250–300 people in Iceland, almost exclu-
sively Deaf people and their children. A peculiar-
ity of ÍTM, compared to other sign languages, is
that hereditary deafness hardly exists in Iceland.
This means that Deaf children are much less likely
to have Deaf parents than in other countries, ren-
dering more difficult the intergenerational trans-
mission of the language and contributing to its en-
dangered status.

Zuckerman et al., 2021 gave further background
and outlined some initial experiments in which
LARA was used to create annotated texts for
Deaf readers, with audio replaced by signed video.
Here, we describe two sample image-based texts
of this kind. Both are direct multimodal transposi-
tions of existing paper texts designed for the ÍTM
community, whose general purpose is to introduce
ÍTM signs, and in particular the handshape inven-
tory, to beginner signers. The signed video con-
tent has been taken from YouTube videos linked
from Icelandic SignWiki (https://is.signw
iki.org/).

4.1 Background: handshape inventory

There is a long tradition of using the fingerspelling
alphabet in signed conversations. The finger-
spelling alphabet is a visual representation of the
spoken language’s alphabet, and it is used to spell
out proper names and other words when a sign
is lacking or not known. A sign language’s fin-
gerspelling alphabet in no way corresponds to the
phonemic inventory of a spoken language. This

role is filled by the handshape inventory.
Research on ÍTM’s phonemic handshapes has

been carried out by Deaf signers and researchers
at the Communication Centre for the Deaf and
Hard of Hearing. Because there is no corpus for
ÍTM, analysis of the frozen lexicon of ÍTM has
been slow. In 2019, 33 handshapes were identified
as phonemic. Work is still continuing and there
may be a slight change in the number of the hand-
shapes. The handshape inventory for ÍTM was
developed on the basis of HamNoSys (Schmal-
ing and Hanke, 2001; Smith, 2013). It has two
forms, one designed for sign language linguists
and one for learners. Further details are available
in (Ivanova et al., in press).

4.2 Handshape poster

A poster with the 33 ÍTM handshapes was pub-
lished in December 2019 in connection with cele-
brations of the Center’s 30 year jubilee. The poster
was intended to spread awareness among chil-
dren, both Deaf and hearing, about the phonemes
of ÍTM, and serve as a basic teaching resource.
The design was chosen to be colourful and eye-
catching, and includes 33 handshapes. For each
handshape, there is a drawing representing a sign
that exemplifies the handshape in question, to-
gether with a disambiguating gloss in Icelandic.

As an initial exercise, we created a LARA ver-
sion of the poster, linking the 33 shape/picture
combinations to Icelandic SignWiki videos so that
clicking on a picture plays the video. The result is
posted here. Despite the document’s very simple
construction, we were surprised by the enthusias-
tic reception it received from the Deaf members
of the Center. One memorable comment was “It
makes the poster as alive as sign language”.

4.3 Pocket dictionary

In 2020 and 2021, the Icelandic Student Innova-
tion Fund, in cooperation with the Center, financed
the work of two students for three months each
year to develop bilingual ÍTM-Icelandic pocket
dictionaries for families of signing children. The
model used was the I am Deaf: Let’s talk series
of booklets produced by Deaf Aotearoa5, in which
every sign has an equivalent in written English, a
morphological description, a drawing of the sign,
and a photo representing the sign’s meaning. Six

5https://www.deaf.org.nz/resources/lets
-talk-booklets/
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Figure 4: Screenshot of a page from the ÍTM “pocket dictionary”; the user has just clicked on the yellow “closed
a-handform” on the upper left, showing examples on the right. The document can be found here.

ÍTM-language booklets were developed, each con-
taining 25 signs grouped by a common theme:
“Baby’s first signs”, “The family’s first signs”,
“Food”, “Actions”, “Adjectives” and “More signs
for the family”. The New Zealand model was de-
veloped further by adding an image of each sign’s
handshape and a QR code for SignWiki video. In
order to stress that ÍTM is the source language and
Icelandic the target language, the signs are not or-
dered alphabetically but rather by handshape, us-
ing the canonical ordering of the handshape inven-
tory and subordered by the movement in the sign.

We converted one of the booklets, “Actions”, to
LARA form, using a method which tried to re-
spect the core ideas in the project and extend them.
Following the principle that sign language is pri-
mary, we eliminated all Icelandic text except short
phrases naming the actions. Each page (cf. Fig-
ure 4) is divided into two halves. The lower half
contains the picture illustrating the action; click-
ing on this picture plays the SignWiki video. The
upper half contains the diagram illustrating pro-
duction of the sign. Here, the reader can click on
any hand. This shows the relevant handshape on
the right-hand side of the screen, together with a
list of other examples where the same handshape
is used; the handshapes are shown graphically.

5 Irish

Irish, from the Celtic branch of the Indo-European
family, is the first official and national language
of the Republic of Ireland and is now a full work-

ing language of the EU. English is the second of-
ficial language in Ireland. Despite the official sta-
tus of Irish, however, an erosion of first-language
speaker communities is clear and according to the
UNESCO Atlas of the World’s Languages in Dan-
ger, the language is considered “definitely endan-
gered” (Moseley, 2012).

Irish is spoken as a community language
in pockets in the rural West of Ireland called
‘Gaeltacht’ areas. Speakers in urban areas tend
to be mostly in individual homes and Irish is rela-
tively rarely overheard on the street. Irish is a com-
pulsory subject until school leaving age. There
are approximately 700,000 learners of Irish in the
education system in the Republic of Ireland (Ní
Chiaráin, 2014). There are also large numbers
in the education system in Northern Ireland and
many learning Irish abroad, although these num-
bers are more difficult to quantify.

Irish shares distinctive features with other
Celtic languages such as a verb-subject-object
(VSO) word-order and rich morphology (Stenson,
1981). As in other Celtic languages, initial con-
sonants undergo mutations in specific grammati-
cal contexts, e.g., the lenition of stops to frica-
tives/approximants; of voiceless stops to voiced
stops; of voiced stops to voiced nasals. Verbs
are inflected for tense, number and person, while
nouns are inflected for number and case. Prepo-
sitions can inflect for person and number. Nouns
are either masculine or feminine in grammatical
gender.

74



Figure 5: Consonantal system of Irish (Ní Chasaide, 1999), where there is a fundamental contrast between velarised
[CÈ] and palatalised [Cj] phonemes

Irish has three main dialects and a number of
sub dialects. These dialects differ at many lev-
els, including their structural features, vocabulary
and particularly in their pronunciation. A written
standard “An Caighdeán Oifigiúil” was first intro-
duced in 1958 and the most recent update to this
was published online in 2017. However, as with
many minority languages, there is no single spo-
ken standard and all dialect variants hold equally.
The fact that the writing system does not match
in a simple way to any one of the spoken dialects
presents challenges to learners.

A major feature of the Irish sound system is the
contrast between palatalised and velarised pairs of
consonants as illustrated in Figure 5. The con-
trast of palatalised and velarised segments not only
differentiates words, e.g., /Ïjo:ðÈ/ leon ‘lion’ vs.
/ÏÈo:ðÈ/ lón ‘lunch’, but serves for grammati-
cal differentiation of the same lexical item, as in
/ÏÈo:ðÈ/ (nominative) vs. /ÏÈo:ðj/ (genitive).

Latin script is used for the language’s writing
system, with an alphabet which is superficially
similar to English, excluding j, k, q, v, w, x, y,
z, (except in loan words). However, the conso-
nants are not marked for the fundamental contrast
of palatalisation and velarisation of Irish; rather,
the palatalisation-velarisation difference is shown
by the adjacent vowel letter used (‘i’, ‘e’, mark
palatalisation and ‘a’, ‘o’, ‘u’ mark velarisation).
All this makes it very complex for learners to ac-
quire the link between the orthography and the
sounds of the language. There is also a contrast be-
tween long and short vowels, which differentiates
words, e.g. /mjinj/ min ‘(oat)meal’ and /mji:nj/

mín ‘smooth’. Long vowels are orthographically
marked with an acute accent, as in: á é í ó ú.

5.1 An Scéalaí

An Scéalaí6 is a purpose-built iCALL platform for
Irish. It builds on the ABAIR initiative, which is
concerned with the development of core speech
technologies for Irish7 (particularly TTS to date
but ASR development ongoing more recently). An
Scéalaí deploys core language technologies and
presents them to learners in a pedagogically ap-
propriate way. It is currently being used primar-
ily as a writing tool but aims at a holistic ap-
proach to language learning, simultaneously train-
ing the four skills (for a more detailed description
see (Ní Chiaráin et al., 2022)). The intention is
to provide a motivational environment for learn-
ers to practise writing, and, through having TTS
available at the click of a button, brings the spo-
ken language into every aspect of the language
learning, helping to compensate for the fact that
native speakers are not readily to hand for most
learners (one of the most common complaints
from learners is the fact that they have limited
opportunities to interact through the medium of
Irish). As learners practise writing they are en-
couraged to think of spelling as a phonic-based
system (see (Ní Chiaráin and Ní Chasaide, 2019)
for more detail). There is an emphasis on self-
correction (proofreading and prooflistening) us-
ing the available language technology tools and

6https://abair.ie/scealai/
7https://www.abair.ie
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resources for Irish, such as dictionaries8, TTS,
a grammar checker9, and a grammar database10,
which gives inflected forms of nouns, verbs, ad-
jectives, etc.

5.2 A LARA alphabet book for Irish
We have used the infrastructure described above to
create a LARA primer for the sounds of Irish. The
format is superficially that of an alphabet book: al-
phabet books will be regarded by most students as
simple and unthreatening, while the introduction
of the complex phonetic symbols, as in Figure 5,
could be forbidding.

The book’s structure presents minimal pairs il-
lustrating key phonemic differences, where words
are presented in the context of short sentences
combined with pictures and both TTS and human
audio. The core goals are to develop phonological
awareness of the velarisation-palatalisation con-
trast in Irish in the hope that learners make the
link between the phonological contrasts and the
spelling regularities of the language.

Resources of this kind are badly needed, since,
remarkably, there is virtually no awareness of
consonantal palatalisation/velarisation difference
among learners or indeed among many teachers
of Irish. It is hardly ever made explicit in teach-
ing, and the difficulty for learners is further com-
pounded by the fact that the L2 learners are En-
glish speaking and familiar with the English al-
phabet and phonics. This undermines the teaching
of pronunciation, and fails to highlight the phonic
basis of the orthographic system. Pronunciation
training is typically not even considered in Irish
language instruction.

The LARA Irish alphabet picturebook11 uses
visual and auditory cues to illustrate minimal pairs
and help consolidate auditory memory of contrast-
ing forms. It is designed to raise awareness of this
fundamental phonological contrast of Irish. This
gives a glimpse of a parallel current project Lón
don Leon, a tablet-based app which is specifically
designed to develop phonological awareness and
early literacy skills in young learners. This is a
multimodal app with a high level of interactiv-
ity. To consolidate memorisation and acquisition
of the contrasts and of their orthographic realisa-
tions, it includes newly composed musical ditties,

8https://www.teanglann.ie
9https://cadhan.com/gramadoir/

10https://www.teanglann.ie/en/gram/
11https://tinyurl.com/2p8k7zfz

stories, graphics, quizzes set on a virtual island
(see description in (Ní Chasaide et al., 2019)).

We expect the resource to be useful for trainee
teachers, at the very least for awareness raising,
and for learners at all levels; a recent study carried
out by an Irish author of this paper with advanced
learners of Irish showed they do not produce the
velarisation-palatalisation contrast reliably.

6 Manuscripts and other archaic texts

Although this is not the focus of the current pa-
per, we note in passing that the functionality de-
scribed here also appears to be relevant to archaic
texts in manuscript or inscription form, where the
visual appearance of the document is of critical
importance. We illustrate with two initial exam-
ples. The first is a LARA version of an extract
from the Old Norse poem Völuspá (Bédi et al.,
2020), with each verse presented both in facsim-
ile manuscript and plain text form. The second is
an inscription in Ancient Egyptian hieroglyphics
taken from (Collier and Manley, 1998), presented
in parallel ‘word’ and ‘sign’ views. The two ex-
amples are posted here and here.

7 Summary and further directions

We have described extensions recently added to
the LARA platform to support image-based and
phonetically annotated texts, and illustrated with
examples from Barngarla, Icelandic Sign Lan-
guage, Irish, French, Old Norse and Egyptian hi-
eroglyphics. The work was motivated by the de-
mands of these languages, particularly the first
three. We are currently liaising with members of
other endangered language communities, a lead-
ing example being the Austronesian language Iaai.

The implementation of the new functionalities
is still at an early stage, and our current prior-
ity is to improve their integration into LARA and
make them easier to use. In particular, we have
started development of an intuitive tool which
will enable simple creation of “LARA albums”,
LARA picture-book/phonetic documents consist-
ing of images paired with short captions. The in-
tention is to lower the bar to entry for people wish-
ing to create LARA texts, so that it can become a
routine part of language teaching; this is particu-
larly interesting in the context of the An Scéalaí
Irish platform (cf. §5). We hope to be able to re-
port on this work later in 2022.
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