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Abstract
Sentiment analysis has always been an impor-
tant research direction in natural language pro-
cessing. The research can be divided into ex-
plicit sentiment analysis and implicit sentiment
analysis according to whether there are senti-
ment words in language expression. There have
been many research results in explicit sentiment
analysis. However, implicit sentiment analysis
is rarely studied. Compared with explicit senti-
ment expression, implicit sentiment expression
usually omits a lot of knowledge and common
sense, and context also has an important impact
on implicit sentiment expression. In this paper,
we use a knowledge graph to supplement im-
plicit sentiment expression and propose a novel
Implicit Sentiment Analysis model combining
Knowledge enhancement and Context features
(dubbed KC-ISA). The KC-ISA model can
effectively integrate external knowledge and
contextual features by the coattention mecha-
nism. Finally, we conduct experiments on the
SMP2019 implicit sentiment analysis dataset.
Moreover, to verify the generality of the model,
we also conduct experiments on two common
sentiment analysis datasets. The results on
three datasets show that our proposed KC-ISA
model can achieve better results on text senti-
ment analysis.

1 Introduction

With the rapid development of the Internet, the In-
ternet has become the media form with the widest
audience and the fastest reflection of social dynam-
ics in today’s society. Online social media has be-
come an excellent platform in which all users can
easily participate, share and communicate. There-
fore, a large number of texts that reflect the user’s
subjective consciousness have begun to appear, and
the texts with the user’s sentiment tendencies are
also increasing.

Text sentiment analysis is the process of analyz-
ing, summarizing, and reasoning subjective senti-
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ment texts. From the expression level of text, it
can be divided into explicit sentiment text and im-
plicit sentiment text according to whether the text
contains explicit sentimental words. Liu (2012)
firstly divided sentiment into subjective opinion
and factual implication opinion. The former is a
subjective statement that gives the polarity of sen-
timent, while the latter is an implicit expression
of sentiment through an objective statement. Liao
et al. (2019) defined implicit sentiment sentences
as "language fragments that express subjective sen-
timent but do not contain explicit sentiment words".
As the basic research of sentiment analysis, the
analysis of explicit sentiment text has abundant
relevant research results. However, the emotions
reflected by people’s behavior and feelings towards
objective things are often rich and abstract and are
usually expressed in subtle ways. For example,
using objective statements to express one’s senti-
ment, or using rhetorical expressions to describe
them vividly, is called implicit sentiment expres-
sion. That means the implicit sentiment expression
depends on something other than the sentiment
words. So implicit sentiment analysis first needs to
discover these dependencies. According to Li et al.
(2021b), about 30% of sentences contain implicit
sentiment.

By reviewing the relevant paper (Liao et al.,
2019) and analyzing the data, we summarized that
implicit sentiment sentences have the following
three distinct dependencies:

(1) Context Dependency
Below are two paragraphs of implicit sentiment

expression text E1 and E2, each of which contains
two sentences S1 and S2.

E1-S1: This orange is only sold for 1 yuan a
pound. E1-S2: It was so cheap!

E2-S1: This orange is only sold for 1 yuan a
pound. E2-S2: It must be very bad!

E1-S1 and E2-S1 are the target sentences for
sentiment analysis. In E1-S1, because the price
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of oranges is low, the speaker has the intention to
buy and expresses a positive sentiment. In E2-S1,
because the price is too low, the speaker doubts the
taste of orange and expresses a negative sentiment.
The same sentence expresses different sentiments
due to the difference between E1-S2 and E2-S2.
Therefore, contextual information is an important
factor affecting implicit sentiment expression. If
we want to accurately analyze implicit sentiment
expression, it is crucial to integrate contextual fea-
tures.

(2) Sentiment Target Dependency
Let’s look at the next two implicit sentiment

texts.
E3: In the race, he runs like a cheetah.
E4: In the race, he runs like a turtle.
E3 and E4 are exactly the same except for the

sentiment target, but the first sentence is positive
and the second sentence is negative. The two sen-
tences express completely opposite implicit senti-
ment only by the change of the sentiment target,
indicating that the implicit sentiment is also closely
related to the sentiment target.

(3) Knowledge and Common Sense Depen-
dency

Short text reviews usually omit a lot of knowl-
edge and common sense, and it is difficult to judge
the true sentiment polarity from the text itself. For
example, in E3 and E4, to accurately judge the
sentiment of these two sentences, we also need to
have certain knowledge and common sense, and
we must know that cheetahs run fast, but turtles
are slow. But the target sentence we want to ana-
lyze does not contain such background common
sense. The external knowledge just makes up for
these shortcomings. It contains the relationship
between sentiment words and non-sentiment words
and evaluation objects in different fields.

Therefore, to address the three distinct depen-
dencies of implicit sentiment expression, we need
model context, sentiment target, and external
knowledge. Especially, for knowledge and com-
mon sense dependency, we introduce a knowledge
graph as external common sense to supplement im-
plicit sentiment sentences to enrich the expression
of sentiments. Inspired by the Coattention (Xiong
et al., 2017) mechanism, in this paper, we pro-
pose KC-ISA, a novel Implicit Sentiment Analysis
model combining Knowledge enhancement and
Context features, which can effectively integrate
external knowledge and contextual features to com-

plement sentiment expressions. Moreover, by the
pre-trained model, KC-ISA can utilize external
knowledge and contextual features more effectively.
Extensive experiments show that our proposed KC-
ISA model can effectively improve the accuracy of
implicit sentiment analysis.

In summary, the main contributions of this paper
are as follows:

First, we propose KC-ISA model for three dis-
tinct dependencies of implicit sentiment analysis.
Moreover, we combined KC-ISA model with the
pre-trained model BERT as KC-ISA-BERT. KC-
ISA model can effectively integrate contextual fea-
tures and incorporate external knowledge into im-
plicit sentiment analysis.

Second, we conduct experiments on implicit sen-
timent dataset, and the results show that our pro-
posed model can effectively improve the accuracy
of implicit sentiment analysis.

Third, considering the real review data is a mix-
ture of explicit and implicit data, we further con-
ducted experiments on two common sentiment anal-
ysis datasets. The experimental results further vali-
date the effectiveness and general applicability of
our KC-ISA model.

The datasets and code have been uploaded
to https://github.com/AnonymousColing2022/KC-
ISA

2 Related Work

Related work mainly includes two parts, one is
implicit sentiment analysis, and the other is inte-
grating external knowledge in natural language pro-
cessing tasks.

2.1 Implicit Sentiment Analysis

Liu (2012) first classified sentiment analysis into
explicit and implicit sentiment analysis. Liao et al.
(2019) focused on the recognition of fact-implied
implicit sentiment at the sentence level and pro-
posed a multi-level semantic fusion method based
on representation learning to learn recognition fea-
tures. Greene and Resnik (2009) used grammati-
cal structure to establish language-driven features
and implicit sentimental associations for sentences
without obvious sentimental indicators but still able
to express sentiments or opinions, and used simi-
larity calculation to improve the effect of text sen-
timent analysis. Wei et al. (2020) proposed a BIL-
STM model with multi-polar orthogonal attention
for implicit sentiment analysis. Compared with

https://github.com/AnonymousColing2022/KC-ISA
https://github.com/AnonymousColing2022/KC-ISA
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traditional single-attention models, multi-polar at-
tention can identify the differences between words
and sentimental orientations. Wang et al. (2021)
proposed an implicit sentiment sentence discrimi-
nation method fused with context information and
established a multi-level orthogonal attention C-
MPOA model fused with context information. Zuo
et al. (2020) obtained the features of implicit senti-
ment sentences and context through GCN, and pro-
posed a context-specific heterogeneous graph con-
volutional neural network(CsHGCN) to solve the
problem of missing sentimental words. Zhou et al.
(2021) represented an event as the combination of
its event type and the event triplet. Based on such
event representation, they proposed a model with a
hierarchical tensor-based composition mechanism
to detect sentiment in text. The previous works
mainly focused on the structure of the sentence it-
self and its context. To our knowledge, it is the first
time that we introduced the knowledge graph as
external knowledge into the implicit sentiment anal-
ysis task and then integrated the contextual features
to enable the model to better understand the im-
plicit sentiment contained in the sentence, thereby
improving the accuracy of the implicit sentiment
analysis.

2.2 Integrating External Knowledge

Not only in sentiment analysis, but in many nat-
ural language processing tasks, there are a lot of
works on how to introduce external knowledge for
knowledge enhancement. Wang et al. (2018) intro-
duced the information of the knowledge graph in
the sorting task of the recommendation system and
established a Ripple Set through the user’s histori-
cal information, that is, the nodes corresponding to
the knowledge graph, and each step will be propa-
gated to the adjacent nodes, thereby improving the
recommendation accuracy and variety. Liu et al.
(2018) added the embedding of the input entities
in the knowledge graph in the text matching task
as additional supervision information to the model,
which can well help the model achieve higher-level
semantic understanding. Zhang et al. (2019) mod-
ified the original encoder structure of BERT and
added entity embedding input. In this way, external
knowledge was introduced in pre-training process
to improve the effect of downstream tasks. Wang
et al. (2020) introduced external knowledge in nat-
ural language inference tasks. They searched for
the entities corresponding to the subject, predicate,

and object in the two sentences in the knowledge
graph, found the path between the two correspond-
ing entities, then obtained the representation of
the corresponding knowledge through BILSTM,
and finally combined it with the original text to in-
fer. Instead of directly adding external knowledge,
Sun et al. (2019) modified BERT’s mask strategy.
Through entity-level mask and phrase-level mask,
the model implicitly learns relevant knowledge and
longer semantically dependent information, such
as the relationship between entities, the properties
of the entity, and the type of the events, which
can make the model have better generalization and
adaptability. There are also many related works on
integrating external knowledge in natural language
processing tasks, but less research on implicit senti-
ment analysis. To our knowledge, it is the first time
that we have introduced both knowledge graph and
contextual features into implicit sentiment analy-
sis task, which perfectly matches the dependencies
of implicit sentiment expression (context depen-
dency, sentiment target dependency and knowledge
and common sense dependency), which can signif-
icantly improve the accuracy of implicit sentiment
analysis.

3 Proposed Model

We summarized three dependencies of implicit sen-
timent expression earlier, i.e. context dependency,
sentiment target dependency, and knowledge and
common sense dependency. Since there are no
explicit sentiment words in implicit sentiment sen-
tences as a guide, traditional sentiment analysis
methods are not very effective. Therefore, we pro-
posed KC-ISA model for the three distinct depen-
dencies. The model can effectively model the rela-
tionship between the target sentence and the con-
text, and incorporate external knowledge, which
can effectively enrich the implicit sentiment expres-
sion of the sentence and improve the accuracy of
implicit sentiment analysis.

3.1 Problem Definition

For a given sentence S =< C, T >, where C is
context and T is target sentence, our goal is to
judge the sentiment polarity of the target sentence
T based on the context C and external knowledge
fusion when the target sentence has no sentimental
words. For example, for the previously mentioned
implicit sentiment texts E1 and E2, E1-S1 and E2-
S1 are target sentences T , and E1 and E2 are the
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contexts C of E1-S1 and E2-S1, respectively. The
other two implicit sentiment texts E3 and E4 con-
tain only target sentences, and we choose them-
selves as their contexts. In sections 3.2 and 3.3
below, we elaborate on our proposed model KC-
ISA to solve this problem.

3.2 Structure of KC-ISA Model
The overall structure of KC-ISA model is shown in
Figure 1. From the figure, we can see that KC-ISA
model is divided into three parts: the Contextual
Features Fusion module, the Knowledge Fusion
module and the BiAffine module.

Contextual Features Fusion module
(1) Input layer: Segment the context C and the

target sentence T , and then convert each word in
the sentence into a vector through the pre-trained
Baidu Encyclopedia embedding (Li et al., 2018)
to obtain Sc = {wc1, wc2, ..., wcnc} ∈ Rnc×de and
St = {wt1, wt2, ..., wtnt} ∈ Rnt×de , where nc is
the maximum length of the context, nt is the max-
imum length of the target sentence, and de is the
dimension of embedding.

(2) BILSTM layer: The BILSTM is commonly
used to deal with various tasks in natural lan-
guage processing, and the use of BILSTM can
effectively capture the relationship of each word
in a sentence. We encode the obtained Sc and
St sentences through the BILSTM layer and get
Hc = {hc1, hc2, ..., hcnc} ∈ Rnc×2d and Ht =
{ht1, ht2, ..., htnt} ∈ Rnt×2d via formula (1),

hn = BILSTM(hn−1, hn+1, wn) (1)

where wn is trainable parameter, d is the number
of BILSTM hidden layer units.

(3) Coattention layer: Coattention is a com-
plex attention mechanism proposed by Xiong et al.
(2017), and used to solve the problems in question
answering. Taking reading comprehension as an ex-
ample, Coattention is like a skill that we use when
doing reading comprehension: read with questions.
Look at the questions first, and then go to the tar-
geted reading of the text to find the answers. In
this module, we use the Coattention mechanism to
extract effective information from the context to
enrich the target sentence. The calculation process
of Coattention is as follows:

First, convert the previously obtained Hc and Ht

through a layer of nonlinear network to obtain the
encoder vector via formula (2) and (3),

Hc = tanh(WcHc + bc) (2)

Ht = tanh(WtHt + bt) (3)

where Wc, Wt, bc and bt are trainable parameters.
Second, use Hc and Ht to calculate the correla-

tion matrix L according to formula (4).

L = Hc(Ht)
T ∈ Rnc×nt (4)

Third, the correlation matrix L can be used to
calculate the attention score Ac of each word in the
context C to the target sentence T , and the attention
score At of each word in the target sentence T to
each word in the context C via formula (5) and (6).

Ac = softmax(L) ∈ Rnc×nt (5)

At = softmax(LT ) ∈ Rnt×nc (6)

Then we get the corrected vector Cc of the con-
text after the attention calculation via formula (7).

Cc = AcHt ∈ Rnc×2d (7)

Moreover, we use the vector of the context Hc

to concatenate the corrected vector Cc, and then
obtain the corrected target sentence vector Ct after
the attention calculation via formula (8),

Ct = At[Hc;Cc] ∈ Rnt×4d (8)

where Ct is the co-dependent representation of the
context C and the target sentence T , also known as
the Coattention vector of the context and the target
sentence.

Finally, a layer of BILSTM is used to fuse the
original target sentence Ht with the Coattention
vector Ct for getting the final vector Ut of fusion
context and target sentence information via formula
(9) and (10).

utn = BILSTM(un−1, un+1, [ctn;htn]) (9)

Ut = {ut1, ut2, ..., utnt} ∈ Rnt×2d (10)

Knowledge Fusion module
We choose XLORE (Wang et al., 2013) bilin-

gual encyclopedia knowledge graph as an external
knowledge base. XLORE is the first large-scale
knowledge graph that balances Chinese and En-
glish knowledge. It currently contains more than
2.3 million concepts, more than 500,000 relation-
ships, and more than 25 million instances, covering
most of the common sense concepts. In addition to
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Figure 1: The overall structure of KC-ISA model

selecting the knowledge graph, it is also necessary
to obtain the representation vector of knowledge.
We use the openKE (Han et al., 2018) platform
and select the TransE method to train the entities
in XLORE and obtain the vector representation of
knowledge entities.

(1) Input layer: The target sentence T is seg-
mented, and then each word is searched for the
corresponding vector in the trained knowledge
graph representation vector. If there is no corre-
sponding entity, this word vertor is set to 0, and
Sk = {wk1, wk2, ..., wknt} ∈ Rnt×dk is obtained,
where nt is the maximum length of the target sen-
tence, dk is the dimension of the trained knowledge
graph vector.

(2) BILSTM layer: The function and cal-
culation method of the BILSTM layer here are
consistent with the Contextual Features Fusion
module. After calculation, we can get Hk =
{hk1, hk2, ..., hknt} ∈ Rnt×2d, where d is the num-
ber of BILSTM hidden layer units.

(3) Coattention layer: The Coattention mecha-
nism is also used to fuse the features of the external
knowledge and the target sentence. The calculation
method is basically the same as that of the Contex-
tual Features Fusion module. The context repre-
sentation vector Hc is replaced with the knowledge
representation vector Hk. After the above calcu-
lation, the final fusion of external knowledge and

target sentence information vector Uk is obtained.

Uk = {uk1, uk2, ..., uknt} ∈ Rnt×2d (11)

BiAffine module
To effectively exchange relevant features be-

tween the Contextual Features Fusion module and
Knowledge Fusion module, we adopt a mutual Bi-
Affine (Li et al., 2021a) transformation as a bridge.
We formulate the process as follows:

U ‘
k = softmax(UkW1(Ut)

T )Ut (12)

U ‘
t = softmax(UtW2(Uk)

T )Uk (13)

where W1, W2 are trainable parameters. Finally,
we contact the obtained U ‘

t and U ‘
k vectors and in-

put it into the classifier for classification, and obtain
the final sentiment polarity of the target sentence.

3.3 KC-ISA-BERT
In natural language processing tasks, the pre-
trained language model is a topic that cannot be
avoided. In addition to the above-mentioned use
of BILSTM to process vectors, we also combine
the pre-trained model BERT to propose KC-ISA-
BERT, and compare it with the native BERT model,
which fully proves the effectiveness of KC-ISA
mechanism combining context and external knowl-
edge. The calculation process is mainly similar to
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KC-ISA model, replacing the BILSTM layer with
the BERT structure. The position of BERT in the
KC-ISA-BERT is shown in Figure 2.

Figure 2: The overall structure of KC-ISA-BERT model

4 Experiment and Analysis

4.1 Datasets and Evaluation Metric

(1) Datasets: The main goal of this paper is to im-
prove the accuracy of implicit sentiment analysis.
We verify the effectiveness of KC-ISA model on
the Chinese implicit sentiment analysis dataset of
the "Tuers Cup" held at the 8th Social Media Pro-
cessing Conference (SMP2019). The data involves
Weibo, travel websites, forums, and other fields.
Sentiment labels are divided into three types: posi-
tive, neutral, and negative. The detailed statistics
of the dataset are presented in Table 1.

Subset Positive Neutral Negative Total
training 3391 6403 3561 13355

development 835 1577 877 3289
testing 835 1577 877 3289

Table 1: The proportion of the implicit sentiment
dataset.

In addition, in order to verify the generality and
effectiveness of our proposed model, two common
datasets are selected for verification. The first is the
NLPCC2014 Sentiment Classification with Deep
Learning dataset, which is a binary classification
without context. The specific division is shown in
Table 2. The second is the NLPCC2014 Emotion
Analysis in Chinese Weibo Texts dataset. This
dataset is a 7-category dataset containing context.
In this dataset, some sentences have two labels,
which are primary emotion and secondary emotion.

We choose the primary emotion as the final label
of the dataset. The division of this dataset is shown
in Table 3.

Subset Positive Negative Total
training 3350 3350 6700

development 825 825 1650
testing 825 825 1650

Table 2: The proportion of the Sentiment Classification
with Deep Learning dataset.

(2) Evaluation Metric: We choose the F1 −
score as the evaluation metric of the model. The
specific calculation method is shown in formulas
(14) and (15),

F −macro =
1

N

N∑
i=1

F1i (14)

F1i =
2 ∗ Pi ∗Ri

Pi +Ri
(15)

where i is the sentiment polarity and Pi and Ri are
the precision and recall, respectively, of instances
with sentiment polarity i.

4.2 Implementation Details
In KC-ISA, the initialization embedding of the
neural network selects Baidu Encyclopedia pre-
training embedding (Li et al., 2018) with dimension
300. The number of BISLTM layers is 2 and the
hidden unit size is 256. The learning rate is 0.001,
the maximum length of the context is 300, and the
maximum length of the target sentence is 128. The
batch size is selected as 128, and the dropout is
0.6. In KC-ISA-BERT, we use the BERT-Adam
optimizer, the dropout is set to 0.5, the number of
neural units is 768, which are the default configura-
tions of BERT, and the batch size is 16.

4.3 Baselines
We have selected some models that perform well in
sentiment analysis as the baselines. The description
and implementation details are as follows:

(1) DPCNN (Johnson and Zhang, 2017):
DPCNN continuously deepens the network by
stacking convolution modules and negative sam-
pling layers, which can effectively extract depen-
dencies in long-distance text. The dropout is set to
0.5, the number of convolution channels is 256, the
batch size is 128, and the learning rate is 0.001.

(2) TextCNN (Kim, 2014): TextCNN has a sim-
ple structure, but it is very effective in processing
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Subset Like Disgust Fear Surprise Sadness Happiness Anger Total
training 2854 2097 200 550 1660 1879 1272 10512

development 702 516 50 135 409 463 314 2589
testing 703 517 49 135 409 463 313 2589

Table 3: The proportion of the Emotion Analysis in Chinese Weibo Texts dataset.

Models Implicit Sentiment datasets Sentiment Classification dataset Chinese Weibo Texts dataset
Accuracy F1 Accuracy F1 Accuracy F1

DPCNN 0.759 0.735 0.773 0.773 0.513 0.438
TextCNN 0.762 0.721 0.764 0.764 0.576 0.545
TextRCNN 0.769 0.738 0.756 0.756 0.538 0.474
BILSTM 0.755 0.723 0.750 0.750 0.524 0.454
BILSTM+Attention 0.761 0.734 0.760 0.759 0.547 0.465
Transformer 0.760 0.728 0.740 0.740 0.543 0.450
MPOA(ELMo)* - 0.680 - - - -
MPOA(random)* - 0.675 - - - -
MPOA(TENCE)* - 0.733 - - - -
C-MPOA(ELMo)* - 0.694 - - - -
C-MPOA(random)* - 0.690 - - - -
C-MPOA(TENCE)* - 0.746 - - - -
our KC-ISA 0.786 0.755 0.776 0.775 0.687 0.608
BERT(target sentence only) 0.803 0.787 0.822 0.822 0.648 0.595
MPOA(BERT)* - 0.773 - - - -
our KC-ISA-BERT 0.836 0.817 0.828 0.828 0.724 0.687

Table 4: The performance of implicit and explicit sentiment analysis..

short text sentiment analysis. The dropout is set
to 0.5, the number of convolution channels is 128,
the size of the convolution kernel is a mixed con-
volution of 2 and 3, the batch size is 128, and the
learning rate is 0.001.

(3) TextRCNN (Lai et al., 2015): TextRCNN
uses a bidirectional recurrent structure to obtain
contextual information, which can reduce noise
more than traditional neural networks, and can pre-
serve word order in a large range when learning
text expressions. Then, TextRCNN uses the maxi-
mum pooling layer to obtain important parts of the
text, and automatically determine which feature
plays a more important role in the text classifica-
tion process. The dropout is 0.5, the learning rate
is 0.001, the number of hidden layer units is 256,
and the number of hidden layers is 2.

(4) BILSTM (Graves and Schmidhuber,
2005): BILSTM is widely used in natural language
processing tasks. In this paper, the parameters of
the BILSTM model are dropout of 0.5, learning
rate of 0.001, the number of hidden layer units is
256, and the number of hidden layers is 2.

(5) BILSTM+Attention (Zhou et al., 2016):
BILSTM with an attention mechanism has been the
most popular and effective model in recent years.
The parameters of the BILSTM+Attention model
are dropout of 0.5, learning rate of 0.001, the num-

ber of hidden layer units is 256, and the number of
hidden layers is 2.

(6) Transformer (Vaswani et al., 2017): Trans-
former is a model structure that avoids recurrent
and completely relies on the attention mechanism
to model the global dependencies of input and out-
put. Because the modeling of dependencies relies
entirely on the attention mechanism, the attention
mechanism used by the Transformer is called self-
attention. The number of hidden layer units in the
Transformer model is 1024, the last hidden size is
512, the number of attention heads is 5, and the
number of layers of the encoder is 2.

(7) MPOA (Wei et al., 2020): MPOA is a BIL-
STM model with multi-polarity orthogonal atten-
tion. Compared with traditional single attention
model, multi-polarity attention can identify the dif-
ferences between words and sentiment orientation,
which can be seen as an important feature of im-
plicit sentiment analysis.

(8) C-MPOA (Wang et al., 2021): C-MPOA is a
method for identifying implicit sentiment sentences
with contextual information. First, the model em-
bed implicit sentiment sentence representations by
using a multi-polar orthogonal attention representa-
tion model. Second, multi-polarity attention layers
are established by integrating context and modeling
the context information to mine the key information
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in the context. Finally, the contextual information
representation and the implicit sentiment sentence
representation are spliced together to make up for
the lack of information in the implicit sentiment
sentence itself.

(9) BERT (Devlin et al., 2019): BERT is a pre-
trained language representation model. It no longer
uses the traditional one-way language model or the
method of shallow splicing two one-way language
models for pre-training as before but uses a new
masked language model, so that it can generate
deep bidirectional language representations. BERT
has an excellent performance in various natural
language processing tasks.

4.4 Experiment and Analysis

To evaluate KC-ISA model, we used the F1 −
score as the main evaluation metric. The main
experimental results are reported in Table 4. The
experimental results with * represent references to
other papers. Since we could not obtain the test set
of the SMP2019 dataset, we divided the training
set and the development set in equal proportions,
so the dataset is slightly different from that used
by MPOA and C-MPOA. Our KC-ISA achieves
the best results on implicit sentiment analysis, with
an F1 − score of 0.755. At the same time, the
two common sentiment datasets have also been sig-
nificantly improved, especially the Chinese Weibo
Texts dataset containing context, which has been
improved from 0.545 of TextCNN to 0.608. There
are improvements on all three datasets, proving the
generality of KC-ISA model.

In the use of the pre-trained model, we directly
concatenated the context on both sides of the target
sentence, and found that the effect is worse than di-
rectly analyzing the target sentence. It is speculated
that the direct concatenation of the context will in-
troduce noise. Therefore, we also conducted an
experiment on the impact of the size of the concate-
nation of the context on the analysis of the target
sentence. The experimental results are shown in
Table 5. It can be seen from Table 5 that if the con-
text is directly concatenated into both sides of the
target sentence without processing, noise will be
introduced, which affects the analysis of the target
sentence, and as the length of contexts increases,
the F1− score is lower. So we choose BERT that
only contains the target sentence as the baseline.
From the bottom three rows of Table 4, we can see
that our KC-ISA-BERT has a significant improve-

ment over native BERT, especially for sentences
with context, and the F1− score is increased from
0.595 to 0.687, indicating that our KC-ISA-BERT
can effectively utilize external knowledge and con-
textual features.

Models Accuracy F1

BERT(target sentence only) 0.803 0.787
BERT(contains one sentence of context) 0.785 0.760
BERT(contains two sentences of context) 0.789 0.759

BERT(contains three sentences of context) 0.791 0.756

Table 5: The impact of the size of the splicing context
on implicit sentiment dataset.

Models Accuracy F1

BILSTM 0.755 0.723
KC-ISA(Knowledge Fusion module only) 0.760 0.730

KC-ISA(Contextual Features Fusion module only) 0.780 0.748
KC-ISA(Without BiAffine module) 0.780 0.753

KC-ISA 0.786 0.755

Table 6: Experimental results of ablation study on im-
plicit sentiment dataset.

4.5 Ablation Study
To further investigate the role of modules in KC-
ISA model, we conducted extensive ablation stud-
ies on the implicit sentiment dataset. The results
are reported in Table 6. KC-ISA (Knowledge Fu-
sion module only) is a combination of BILSTM
and Knowledge Fusion module. It can be seen that
integrating external knowledge can bring a 0.007
F1 − score improvement. KC-ISA (Contextual
Features Fusion module only) is a combination
of BILSTM and Contextual Features Fusion mod-
ule. It can be seen that integrating contextual fea-
tures can bring an F1 − score improvement of
0.025, which is the largest improvement among all
modules. KC-ISA (Without BiAffine module) is
a complete KC-ISA model without BiAffine mod-
ule, which reduces the interaction between external
knowledge and context, which will cause a certain
decline. Overall, our KC-ISA with all modules
achieves the best performance.

4.6 Discussion
Now there are some review data that contain both
positive and negative sentiments, so there are cer-
tain limitations to summarizing the sentiments of
a sentence with one label. For example, " The
scenery here is like the West Lake, but I waited in
line for two hours to buy tickets". The first sen-
tence expresses an implicit positive sentiment, i.e.
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the affirmation of the scenery. The second sen-
tence expresses an implicit negative sentiment. For
explicit sentiment analysis, there have been many
research results. However, for implicit sentiment
analysis, it involves different contexts, especially
the dependency of different external knowledge.
Therefore, our next research endeavour is to extract
multiple, more fine-grained implicit sentimental
tags in a sentence on the one hand, and extract the
aspects corresponding to the implicit sentiments in
a sentence on the other hand, so that the model can
better identify the various emotions contained in
the text.

Secondly, for potential ethical implications and
issues, different languages have different expres-
sion habits, involving cultural backgrounds, reli-
gious beliefs, and even ethics. Especially, when
applying the model to individual’s requirements
such as conversations, chats, and psychological
comfort, except for above common factors, there
are personal language biases, so the issues need to
be considered more.

5 Conclusion

In this paper, we summarized three distinct depen-
dencies of implicit sentiment analysis: context de-
pendency, sentiment target dependency, and knowl-
edge and common sense dependency. And the
XLORE bilingual encyclopedia knowledge graph
was selected as an external knowledge base to sup-
plement a large amount of common sense omitted
in implicit emotional sentences. Finally, we pro-
posed KC-ISA model for the distinct dependen-
cies of implicit sentiment analysis, and combined
the pre-trained model BERT to proposed KC-ISA-
BERT, which can effectively integrate contextual
features and external knowledge. To verify the
effectiveness and generality of the model, experi-
ments are conducted on an implicit sentiment anal-
ysis dataset and two common sentiment analysis
datasets, and the experiments show that our model
outperforms baselines.
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