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Abstract

Emotion Recognition in Conversation (ERC)
has attracted increasing attention in the affec-
tive computing research field. Previous works
have mainly focused on modeling the seman-
tic interactions in the dialogue and implicitly
inferring the evolution of the speakers’ emo-
tional states. Few works have considered the
emotional interactions, which directly reflect
the emotional evolution of speakers in the dia-
logue. According to psychological and behav-
ioral studies, the emotional inertia and emo-
tional stimulus are important factors that affect
the speaker’s emotional state in conversations.
In this work, we propose a novel Dialogue Emo-
tion Interaction Network, DialogueEIN, to ex-
plicitly model the intra-speaker, inter-speaker,
global and local emotional interactions to re-
spectively simulate the emotional inertia, emo-
tional stimulus, global and local emotional
evolution in dialogues. Extensive experiments
on four ERC benchmark datasets, IEMOCAP,
MELD, EmoryNLP and DailyDialog, show
that our proposed DialogueEIN considering
emotional interaction factors can achieve su-
perior or competitive performance compared to
state-of-the-art methods. Our codes and models
are released1.

1 Introduction

Emotion Recognition in Conversation (ERC), aim-
ing to recognize the emotional status of each ut-
terance in a conversation, has attracted increasing
research attention in recent years. It has rich ap-
plication potentials in emotional support, mental
health, and legal trials etc (Poria et al., 2019).

Unlike traditional emotion recognition based on
isolated utterances, conversation context modeling
is very important for the ERC task (Poria et al.,
2019). Different approaches have been proposed
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1https://github.com/AIM3-RUC/DialogueEIN
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Figure 1: Illustration of emotional interaction in an ex-
ample dialogue from the IEMOCAP dataset. The grey
arrow line indicates that the speaker’s emotional state
remains unchanged, and the orange arrow line indicates
that the speaker is stimulated and the emotion changes,
corresponding to emotional inertia and emotional stimu-
lus respectively.

to model the context of a conversation. For ex-
ample, CMN (Hazarika et al., 2018b) and ICON
(Hazarika et al., 2018a) use speaker-specific and
global recurrent networks to model the semantic
context in a dialogue, and multi-hop memory net-
works are used to generate the summaries for pre-
diction. DialogueGCN (Ghosal et al.) models the
speaker-specific semantic interaction via designing
different relations based on graph networks. Di-
alogXL (Shen et al., 2020) utilizes the dialog-aware
self-attention mechanism in a transformer structure
to capture intra- and inter-speaker dependencies.
These works only focus on modeling the dialogue
semantic context. Recently, some works have con-
sidered the dialogue emotional evolution and pro-
posed several methods to model the emotional con-
text. DialogueRNN (Majumder et al., 2019) and
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COSMIC (Ghosal et al., 2020) use separate GRUs
to model global and speaker-specific semantic con-
text and utilize another GRU to track the evolution
of global emotional states. CESTa (Wang et al.,
2020) adopts the Conditional Random Field (CRF)
to learn the global emotional consistency in the
conversation. IEIN (Lu et al., 2020) proposes to
model the global emotion interaction with emotion
embeddings and an RNN-based iterative structure.
However, these works only consider modeling the
global emotional evolution, while ignoring the im-
portant speaker-aware emotional dependencies re-
lated to emotional inertia and emotional stimulus.

According to psychological and behavioral stud-
ies, emotional inertia and emotional stimulus are
important factors that affect the speaker’s emo-
tional state in dialogues. Emotional inertia (Kup-
pens et al., 2010; Koval et al., 2015) means that
in the absence of sufficient external stimulus, the
speaker tends to keep the emotional state un-
changed within a dialogue. Emotional stimulus
refers to another phenomenon in which a subject’s
emotion can be aroused and affected by exter-
nal events which can be words, facial expression,
speech intonation or even emotions of the inter-
locutor (Brosch et al., 2010). Figure 1 illustrates
the emotional inertia and emotional stimulus in
an example. In this dialogue, the female speaker
feels sad at the beginning because of some mis-
understanding, but as the misunderstanding is re-
solved, both speakers appear to be happy. In the
first two turns of the dialogue, the emotional states
of the male and female speakers remain unchanged
(emotional inertia). However, after listening to the
explanation, the male speaker shows happiness, and
his emotional change stimulates the female speaker
to become happy as well (emotional stimulus). We
simply call such emotional inertia and emotional
stimulus information as the emotional interaction
context in the dialogue, which measures how a per-
son’s emotion affects his own or his interlocutor’s
emotion.

In this paper, we propose a novel Dialogue Emo-
tion Interaction Network(DialogueEIN), to explic-
itly model the emotional interaction context in
conversations for ERC tasks. DialogueEIN mainly
consists of a semantic interaction network and an
emotional interaction network, where the former
aims to capture dialog-level semantic context rep-
resentations based on a transformer structure, and
the latter aims to model the emotional interaction

context including intra-speaker emotional inertia,
inter-speaker emotional stimulus, global- and local
emotional interactions through four corresponding
types of dialog-aware self-attention mechanism re-
spectively. We carry out experiments on four ERC
benchmark datasets, including IEMOCAP, MELD,
EmoryNLP and DailyDialog. The experiment re-
sults show that our proposed DialogueEIN achieves
state-of-the-art performance on all datasets, which
indicates that emotional interactions (such as emo-
tional inertia and emotional stimulus) are important
for tracking speakers’ emotional evolution in con-
versations.

The main contributions of this work include:

• We propose the Dialogue Emotion Interaction
Network DialogueEIN, to explicitly model the
emotional interaction context for ERC tasks.

• We design an Emotional Interaction Network
for modeling the self emotional inertia, inter-
locutor’s emotional stimulus, global and local
evolution of emotional states.

• Extensive experimental results show that our
proposed DialogueEIN achieves the state-of-
the-art performance on different benchmark
datasets.

2 Related Work

Emotion Recognition in Conversation
Emotion recognition in conversation has at-

tracted much attention in recent years. There have
emerged a number of public emotional dialogue
datasets, including IEMOCAP (Busso et al., 2008),
MELD (Poria et al., 2018), EmoryNLP (Zahiri and
Choi, 2018), DailyDialog (Li et al., 2017) etc.

Different approaches for the ERC task have been
proposed as well. Most recent works focus on mod-
eling contextual information in the conversation
with different structures. C-LSTM (Poria et al.,
2017) uses an simple LSTM-based model to en-
code the global context in a conversation. CMN
(Hazarika et al., 2018b) and ICON (Hazarika et al.,
2018a) propose structures based on the gated re-
current unit (GRU) and the memory network to
capture both global and speaker-specific context in-
formation. DialogueGCN (Ghosal et al.) constructs
a graph regarding to both temporal and speaker-
aware relationship in the dialogue and model the
semantic interactions with a relation-aware graph-
based network. DAG-ERC (Shen et al., 2021)
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constructs a directed acyclic graph and utilizes a
graph-based network to model the information flow
in the conversation chronologically, which com-
bine the strengths of conventional graph-based and
recurrence-based neural models. DialogXL (Shen
et al., 2020) uses an XLNet-based structure, im-
proves memory mechanisms of XLNet and pro-
poses four kinds of dialog-aware attention mech-
anism to encode corresponding semantic context
information in the dialogue.

Above mentioned approaches only focus on
modeling the semantic context in the conversation,
while some other works consider the emotional
context and model the global evolution of emo-
tion states with different methods. DialogueRNN
(Majumder et al., 2019) employs several GRUs to
track the evolution of different states in the dia-
logue, including the global emotional state. COS-
MIC (Ghosal et al., 2020) uses a similar structure
to track more kinds of dialog-aware states and in-
troduces external commonsense knowledge to im-
prove the performance. CESTa (Wang et al., 2020)
introduces Conditional Random Field (CRF) to
learn the emotional consistency in the dialogue.
IEIN (Lu et al., 2020) utilizes emotion embeddings
and an RNN-based interactive structure to model
the global emotion interaction in the conversation.

Our framework is closely related to DialogXL
and IEIN, where DialogXL proposes to model
speaker-aware context information with attention
mechanism, and IEIN proposes to model global
emotion interaction based on emotion embeddings.
DialogueEIN differs from them from the following
two aspects: (1) DialogXL uses speaker-aware at-
tention to model the fine-grained word-level seman-
tic interactions, whereas DialogueEIN focuses on
modeling the utterance-level speaker-aware emo-
tional interactions, which explicitly tracks the emo-
tion evolution in the conversation rather than the se-
mantic context. (2) IEIN only considers the global
emotional dependencies in the conversation, but ig-
nores the emotional inertia of speakers themselves
and the emotional stimulus between interlocutors,
whereas DialogueEIN models these two types of
speaker-aware emotional interaction explicitly.

Label Embeddings
The label embeddings are embedding vectors

which are trained to learn the latent knowledge
about the label categories in classification tasks.
They can be considered as the representations of la-
bel categories, where each label embedding vector

represents one output label category.
The idea of label embeddings has been widely

used in various tasks, including multi-class clas-
sification (Bengio et al., 2010), zero-short learn-
ing (Larochelle et al., 2008) , text classification
(Tang et al., 2015) and sequence labeling (Cui and
Zhang, 2019). Cui and Zhang (2019) employs label
embeddings and builds a hierarchical label atten-
tion network to model the dependencies between
output labels for sequence labeling task. Lu et al.
(2020) introduces the idea of label embeddings into
ERC task to learn the knowledge about emotion
labels and model the global emotional interaction.
Inspired by these works, we employ label embed-
dings in our proposed DialogueEIN as well to rep-
resent different emotion categories, which is called
emotion embeddings.

3 Method

3.1 Problem Definition

A dialogue can be defined as a sequence of utter-
ances, {u1, u2, ..., uN}, where N is the total num-
ber of utterances. Each utterance uj contains nj

words, {wj
1, w

j
2, ..., w

j
nj}, and uttered by speaker

p(uj), where p is a mapping from utterances to
corresponding speakers. Each utterance is labeled
with a type of emotion yj , the task is to predict the
emotion label of each utterance in a dialogue.

Figure 2 illustrates the overall framework of our
proposed DialogueEIN, which consists of four key
components: Utterance-level Feature Extraction,
Semantic Interaction Network, Emotional Interac-
tion Network and Emotion Classification.

3.2 Utterance-level Feature Extraction

We employ a pre-trained RoBERTa (Liu et al.,
2019) model to extract utterance-level features.
Each utterance uj is padded with a special token
[CLS] and fed into the RoBERTa model:

Xj = RoBERTa([CLS], wj
1, w

j
2, ..., w

j
nj
) (1)

where Xj ∈ R(nj+1)×db is the output of the
last hidden layer of the RoBERTa model and db is
the hidden size of the RoBERTa model. We take
the hidden state at the [CLS] position of Xj and
pass it into a linear layer to get the utterance-level
feature representation of uj , which is formulated
as follows:

xj = WuXj,0 + bu (2)
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Figure 2: Framework illustration of DialogueEIN, which consists of four key components: Utterance-level Feature
Extraction, Semantic Interaction Network, Emotional Interaction Network, Emotion Classification.

where Wu ∈ Rdb×du , bu ∈ Rdu are learnable
parameters and du is the dimension of utterance-
level feature representations. xj is the utterance-
level feature representation of uj .

3.3 Semantic Interaction Network
Since the semantics of each utterance is naturally
influenced by other utterances in the dialogue, it
is necessary to capture global semantic interaction
context of a dialogue. Specifically, in the seman-
tic interaction network, we employ a Transformer
(Vaswani et al., 2017) encoder to model semantic
interaction in a dialogue.

Given the feature representations of utterances in
the dialogue [x1, x2, ..., xN ], they are added with a
Sinusoidal Position Encoding and then fed into the
Transformer encoder. The overall semantic interac-
tion network can be formulated as follows:

h0 = [x1, x2, ..., xN ] + PosEnc(0 : N) (3)

hs = TRMEncoder(h0) (4)

where TRMEncoder denotes the transformer en-
coder model. hs is the semantic feature represen-
tation of the dialogue, which contains the global
semantic context information in the dialogue.

3.4 Emotional Interaction Network
As mentioned in the introduction, we believe that
emotional interaction context, including emotional
inertia and emotional stimulus, can benefit the emo-
tion recognition in conversation. We propose an
Emotional Interaction Network to model this kind

of emotional interaction context, which contains an
Emotional Tendency Encoder and an Emotional In-
teraction Module. Specifically, the Emotional Ten-
dency Encoder can encode the emotional repre-
sentation of each utterance, which reflects its emo-
tional tendency. Based on these emotional represen-
tations, the Emotional Interaction Module models
the emotional interactions.

3.4.1 Emotional Tendency Encoder
Inspired by Cui and Zhang (2019) and (Lu et al.,
2020), we use emotion embeddings to represent
candidate emotion categories and employ a multi-
head attention module to capture the emotional
tendency of each utterance.

Given the set of candidate emotion labels L =
{l1, l2, ..., l|L|}, each label is represented with an
embedding:

ei = El(li) (5)

where El denotes the emotion embedding
lookup table and ei denotes the embedding of the
i-th emotion category. As is shown in the struc-
ture of Emotional Embeddings in Figure 2, the cir-
cles with different colors represent the embeddings
of different emotion categories (e.g. happy, sad,
anger). These embeddings are initialized randomly
and tuned during the model training to learn the
latent knowledge about corresponding emotion cat-
egories, and can be regarded as the representations
of them. The dimension of emotion embeddings is
the same as the utterance-level representation, i.e.,
ei ∈ Rdu .
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Given the semantic representation hs and emo-
tion embeddings e = [e1, e2, ..., e|L|], a multi-head
attention module is applied to them, with hs as the
query and e as the key and the value in the attention
mechanism. It is formulated as:

he = MHA(hs, e, e) + hs (6)

Specifically, the multi-head attention module is
formulated as:

A(Q,K, V,M) = softmax(
QKT

√
dh

+M)V (7)

MHA(Q,K, V,M) = Concat(head1, ..., headn)WO (8)

headi = A(QWQ
i ,KWK

i , V WV
i ,M) (9)

where dh denotes the dimension of each at-
tention head, n denotes the number of atten-
tion heads, M denotes an attention mask matrix
whose elements take value from {0,−∞}, and
WQ

i ,WK
i ,W V

i ,WO are trainable parameters. The
mask matrix M is set to a null matrix by default.

Since he is the result of linear transformations
and linear combinations of emotion representations,
it contains the explicit emotional information re-
garding to each utterance and can indicate the emo-
tional tendencies of utterances explicitly. In addi-
tion, a residual connection from hs is added to he,
which means he can not only represent the emo-
tional tendency of each utterance, but also carry the
semantic information.

3.4.2 Emotional Interaction Module
We propose an attention-based module, Emotional
Interaction Module, to model the emotional inter-
actions in the conversation. Inspired by (Shen et al.,
2020), in order to capture different dependencies
and interactions in the conversation, we apply dif-
ferent attention masks to the Emotional Interaction
Module.

Specifically, there are four types of attention
mechanism are employed, including intra-speaker,
inter-speaker, global and local attention, which
model the emotional inertia of speakers, the emo-
tional stimulus between interlocutors, the global
and local emotional evolution in the dialogue, re-
spectively. The emotional interaction module is
formulated as follows:

hei = Concat{MHAEI(h
e, he, he,m)|m ∈ M} (10)

ha = LayerNorm(heiW a + ba + hs) (11)

where M={mglobal,mlocal,mintra,minter} de-
notes global, local, intra-speaker and inter-speaker

attention mask respectively, MHAEI denotes a
multi-head attention module, W a and ba are train-
able parameters.

The formulations and introductions of the four
types of self attention masks are shown as follows:

(1) Global Attention Mask: It works the same as
the original self-attention mechanism, where
each utterance attends to all the utterances in
the conversation. Global attention mask is for-
mulated as follows:

mglobal
i,j = 0 (12)

(2) Local Attention Mask: Each utterance attends
to the adjacent utterances within a local win-
dow around it. Local attention mask is formu-
lated as follows:

mlocal
i,j =

{
0, if |i− j| < w/2

−∞, otherwise
(13)

where w is the window size.

(3) Intra-speaker Attention Mask: Each utterance
from one speaker only attends to the utterances
from the same speaker. Intra-speaker attention
mechanism aggregates the emotional state in-
formation from each speaker themselves in the
dialogue, which models the emotional inertia
of them. Intra-speaker attention mask is formu-
lated as follows:

mintra
i,j =

{
0, if p(ui) = p(uj)

−∞, otherwise
(14)

(4) Inter-speaker Attention Mask: Each utterance
from one speaker only attends to the utter-
ances from their interlocutors, contrary to intra-
speaker attention. For each speaker’s utterance,
Inter-speaker attention mechanism aggregates
the emotional state information from the in-
terlocutors in the dialogue, which models the
emotional stimulus between the speaker and
the interlocutors. Inter-speaker attention mask
can be formulated as follows:

minter
i,j =

{
0, if p(ui) ̸= p(uj) or i = j

−∞, otherwise
(15)



689

Dataset
dialogues utterances

train val test train val test
IEMOCAP 100 20 31 4830 980 1623

MELD 1038 114 280 9989 1109 2610
EmoryNLP 713 99 85 9934 1344 1328
DailyDialog 11118 1000 1000 87170 8069 7740

Table 1: Data distribution of the four datasets.

3.5 Emotion Classification

In order to match the emotion embeddings with
corresponding emotion categories, we employ an
attention module as the classifier. Given the final
representation of utterances he and emotion embed-
dings e = [e1, e2, ..., e|L|], the emotion classifier is
formulated as follows:

Pj = softmax(eTW cha) (16)
ŷj = argmax(P1:|L|,j) (17)

where Pj ∈ R|L|×N is the attention weights,
W c is the learnable parameter and ŷj is the predic-
tion of the j-th utterance. We regard the attention
weights Pj as the predicted probability distribution
of emotion labels and directly make predictions
based on it. Thus, an utterance with higher attention
weight to the emotion embedding vector el is more
likely to be classified as emotion label l, which
ensures the matching of emotion embeddings and
emotion categories.

Cross-entropy loss is used for model training:

L = − 1∑T
k=1 N(k)

T∑
i=1

N(i)∑
j=1

logPi,j [yi,j ] (18)

where T is the total number of dialogues, N(i) is
the number of utterances in dialogue i, yi,j and Pi,j

denote the expected emotion label and the probabil-
ity distribution of predicted emotion labels of the
j-th utterance in dialogue i respectively.

4 Experiments

4.1 Datasets

We carry out evaluations on four ERC benchmark
datasets. The distribution of samples in training set,
validation set and testing set of these datasets is
presented in Table 1. Since IEMOCAP dataset has
no validation set, following Shen et al. (2020), we
retain the last 20 dialogues in the training set as
validation.

IEMOCAP: The dataset (Busso et al., 2008) con-
tains 151 two-way conversations from ten speakers
in a normal or improvisational way given certain
scripts. Each utterance is annotated with an emo-
tion label from six classes, including happy, sad,
neutral, angry, excited and frustrated.
MELD: The dataset (Poria et al., 2018) contains
multi-modal and multi-speaker conversational dia-
logues from the TV show Friends. There are usu-
ally three or more speakers in a single conversation.
Each utterance is annotated with an emotion label
from seven classes, including anger, disgust, fear,
joy, neutral, sadness and surprise.
EmoryNLP: The dataset (Zahiri and Choi, 2018) is
another corpus collected from the TV show Friends,
which also usually contains more than two speak-
ers in a conversation. Each utterance is annotated
with an emotion label from seven classes, including
neutral, sad, mad, scared, powerful, peaceful and
joyful.
DailyDialog: The dataset (Li et al., 2017) collects
human-written dyadic conversations from English
learning websites with concentrated topics and reg-
ulated grammar. Each utterance is annotated with
an emotion label from seven classes, including
anger, disgust, fear, happiness, sadness, surprise
and other.

4.2 Implementation Details

We initialize the utterance-level feature extrac-
tor with pre-trained RoBERTa models. Specifi-
cally, RoBERTa-large model is utilized on MELD,
EmoryNLP and DailyDialog datasets. Since the
amount of data contained in IEMOCAP dataset
is relatively small, we also use a smaller model,
RoBERTa-base, on IEMOCAP dataset and only
fine-tune the last 4 layers of it during training.
We employ an AdamW optimizer (Loshchilov and
Hutter, 2018) and a linear learning rate sched-
uler for model training. The hyper-parameters are
tuned on validation set, and two sets of hyper-
parameters are used for IEMOCAP and the other
three datasets respectively. Specifically, the learn-
ing rate of RoBERTa is {2e-5, 5e-6}, the learn-
ing rate of the other modules is {1e-4, 5e-5},
the dropout rate is {0.1, 0.1}, the dimension of
utterance-level features is {384, 512}, the dimen-
sion of feedforward layers is {1024, 2048}, the
number of attention heads is {6, 8}, the layers of
TransformerEncoder is {4, 4}, the local window
size is {15, 5} respectively. The results reported in
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the following experiments are based on the average
score of 10 random runs.

4.3 Comparison with State-of-the-art
Methods

We compare our proposed DialogueEIN model to
the following state-of-the-art methods. KET (Wang
et al., 2020) uses a transformer-based structure and
external commonsense knowledge to capture the se-
mantic context. DialogueGCN (Ghosal et al.) uses
graph-based networks to capture conversational de-
pendencies between utterances in dialogues. Dia-
logueGCN+RoBERTa means using features based
on a more efficient feature extractor RoBERTa
instead of GloVe features in DialogueGCN. Di-
alogXL (Shen et al., 2020) applies a strong pre-
trained language model XLNet (Yang et al., 2019)
and proposes a dialog-aware self-attention method
for modeling the semantic context information.
DAG-ERC (Shen et al., 2021) constructs a directed
acyclic graph and DAGNN (Thost and Chen, 2021)
to model the temporal and speaker-aware seman-
tic context. DialogueRNN (Majumder et al., 2019)
uses several distinct GRUs to model the speaker-
specific and global semantic context and another
GRU to model the global emotional interaction.
It is the first work considering emotional interac-
tion for ERC. DialogueRNN+RoBERTa means
using features based on a more efficient feature
extractor RoBERTa instead of the n-gram features
in DialogueRNN. COSMIC (Ghosal et al., 2020)
proposes a GRU-based structure and uses external
commonsense knowledge to capture the seman-
tic context and another GRU to model the global
emotional interaction. CESTa (Wang et al., 2020)
proposes a Transformer- and LSTM-based struc-
ture to capture the semantic context and leverages
conditional random field (CRF) to model global
emotional interaction in conversations.

Table 2 presents the experimental results on
the IEMOCAP, MELD, EmoryNLP and DailyDi-
alog four benchmark datasets. DialogueEIN sig-
nificantly outperforms all other state-of-the-art
methods and achieves a new state-of-the-art per-
formance on the IEMOCAP and MELD datasets,
which demonstrates its effectiveness of modeling
the semantic and emotional context in the dialogue.
Please note that the methods in the second block
of Table 2 consider global emotional interaction
as well. DialogueEIN clearly outperforming these
methods indicates that our proposed emotional in-

IEMOCAP MELD EmoryNLP DailyDialog
Avg(w) Avg(w) Avg(w) Avg(micro)

KET 59.56 58.18 33.95 53.37
DialogueGCN 64.18 58.10 - -
+RoBERTa 64.91 63.02 38.10 57.52
DialogXL 65.94 62.41 34.73 54.93
DAG-ERC 68.03 63.65 39.02 59.33
DialogueRNN 62.75 57.03 - -
+RoBERTa 64.76 63.61 37.44 57.32
COSMIC 65.25 65.21 38.11 58.48
CESTa 67.10 58.36 - 63.12
DialogueEIN(Ours) 68.93 65.37 38.92 62.58

Table 2: ERC performance of different models on
four datasets. Micro average F1-score (Avg(micro)) is
used on DailyDialog, with the neutral labels excluded.
Weighted average F1-score (Avg(w)) is used on other
three datasets.

IEMOCAP MELD
DialogueEIN 68.93 65.37
- intra-speaker attention 68.63 (0.30↓) 64.89 (0.48↓)
- inter-speaker attention 68.43 (0.40↓) 65.10 (0.27↓)
- intra-&inter-speaker attention 67.36 (1.57↓) 64.84 (0.51↓)
- global&local attention 67.71 (1.22↓) 64.70 (0.67↓)
- Emotional Tendency Encoder 67.68 (1.25↓) 64.85 (0.52↓)
- Emotional Interaction Network 66.04 (2.89↓) 64.59 (0.78↓)

Table 3: Ablation Study of DialogueEIN on IEMOCAP
and MELD datasets.

teraction network with four different emotional in-
teractions can better capture the emotional context.
DialogueEIN achieves competitive performance
with DAG-ERC on EmoryNLP, which may relate
to the fact that dialogues in EmoryNLP are short
(3 to 5 utterances on average) and have fewer vari-
ations in emotional states, therefore, it is simpler
to model by traditional semantic modeling. Ad-
ditionally, DialogueEIN performs slightly worse
than CESTa on DailyDialog, mainly because the
dialogues in DailyDialog are short and there are
more than 80% of "neutral" emotional states in the
dataset.

4.4 Ablation of DialogueEIN

We conduct experiments to ablate the contribu-
tions of different components in Emotional Interac-
tion Network, including global, local, intra-speaker,
inter-speaker emotional interactions and Emotional
Tendency Encoder. The results are shown in Table
3. We can observe that the performance declines
obviously when removing each or part of these
emotional interactions, which shows that the four
emotional interactions are beneficial to ERC. In
addition, when the Emotional Tendency Encoder
is removed, Emotional Interaction Network would
lose the ability to model the emotional context in
the conversation, and result in modeling the inter-
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IEMOCAP MELD
1 RoBERTa 63.38 62.88
2 +TRM 66.04 64.59
3 +TRM&Attentions 67.55 64.95
4 +TRM&CRF 67.11 64.62
5 +TRM&Attentions&CRF 67.76 64.69
6 DialogueEIN 68.93 65.37

Table 4: Comparasion with RoBERTa-based baselines
on IEMOCAP and MELD datasets. We adjust the num-
ber of transformer layers so that these models have about
the same number of parameters with DialogueEIN.

actions only based on semantic context. The de-
cline in performance proves that the modeling of
emotional context plays an important role in Dia-
logueEIN. Especially, removing the Emotional In-
teraction Network leads to the worst performance
in Table 3. Additionally, the results show that the
influence of the Emotional Interaction Network
on IEMOCAP and MELD is different (2.9 ↓ vs
0.78 ↓), which may be related to the long context
(50 utterances per dialogue on average) and the
complex emotional evolution of the dialogue in
IEMOCAP. It indicates that our proposed Emo-
tional Interaction Network can model long and
complex dialogues better.

4.5 Comparison with RoBERTa-based
Baselines

We adopt a pre-trained language model, RoBERTa,
as the utterance-level feature extractor in Dia-
logueEIN. In order to prove that the improve-
ment of DialogueEIN does not come from the in-
crease in the number of parameters and the en-
hancement of the feature extractor, we propose
some RoBERTa-based baselines for comparison:
(1) RoBERTa: concatenating utterances and feed-
ing them into RoBERTa. (2) RoBERTa+TRM:
using RoBERTa to extract utterance representa-
tions, and feeding them into a transformer en-
coder. (3) RoBERTa+TRM+Attentions: applying
dialog-aware attention masks to the transformer
encoder. (4) RoBERTa+TRM+CRF: following
CESTa, adding a CRF layer after the classifier to
model the emotional consistency in the dialogue.
(5) RoBERTa+TRM+Attentions+CRF: further
adding dialog-aware attentions into baseline (4).

The results are shown in Table 4. DialogueEIN
outperforms all the above mentioned baselines.
Comparing row 6 to row 1, the large improve-
ment of DialogueEIN proves that it exploits the
full potential of RoBERTa. Comparing row 6 to

Before 
Emotional Interaction

After
Emotional Interaction

① Now and always sweet. 

② Hello? Hello? What? Wrong number.

Female Male

③ Oh. It sends shivers down my spine.

④ Behave exquisitely.

⑤With the most perfect poise.

⑥ Yes, I should probably to a court curtsey.

⑦ Things that ought to matter dreadfully 
don’t matter at all when one's is happy.

⑧ Oh darling don't say.

Hap

Exc

Ang
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Figure 3: A case study based on IEMOCAP dataset.

row 2 and 3, with comparable number of param-
eters, DialogueEIN outperforms the simple hier-
archical transformer structure and this structure
with dialog-aware attentions which can model the
speaker-specific semantic context. It demonstrates
the importance of emotional interaction context
modeling in DialogueEIN. Comparing row 6 to
row 4 and 5, the results show that CRF can im-
prove the performance to a certain degree in gen-
eral, especially on IEMOCAP dataset. However,
DialogueEIN still outperforms these models, which
prove that Emotional Interaction Network is better
than CRF in modeling emotional context.

4.6 Case Study

Figure 3 shows a conversation from IEMOCAP
dataset, and the emotional interaction modeled in
DialogueEIN. We extract the attention scores of
Emotional Tendency Encoder on these utterances,
and use the emotion with maximal score to rep-
resent the emotional tendency of each utterance.
We also provide the final predictions of these utter-
ances, which are correct predictions as the ground
truth. They can represent the emotion prediction of
these utterances in DialogueEIN before and after
emotional interaction, respectively. As shown in
Figure 3, the emotion tendencies before emotional
interaction of the 3rd, 5th and 7th utterances are
different from the final prediction. We illustrate
the process that DialogueEIN corrects these errors
according to emotional interactions.

(1) The literal meaning of the 3rd utterance can be
considered as angry or excited, and the model
regards is as angry before emotional interac-
tion. However, considering the emotional stim-
ulus from the 2nd utterance which is identified
as excited, it is more rational to identify it as
excited instead of angry.
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(2) The 5th utterance contains a certain positive
emotion literally, but it’s hard to distinguish
between happy or excited. However, the female
speaker changes to happy at the 4th utterance,
and it stimulates the male speaker’s emotion to
be happy at the 5th utterance.

(3) The 7th utterance has no obvious emotional
tendency literally, and it is regarded as neu-
tral before emotional interaction. But when
the emotion of the 5th utterance is correctly
recognized as happy and there is no external
emotional stimulus from the 6th utterance, the
7th utterance is finally identified as happy ac-
cording to the emotional inertia.

The above case indicates that DialogueEIN can
make more accurate emotion prediction by model-
ing emotional interaction.

5 Conclusion

In this work, we propose a novel emotional interac-
tion Network (DialogueEIN) for Emotion Recogni-
tion in Conversation (ERC). DialogueEIN explic-
itly models emotional inertia, emotional stimulus in
a conversation, which most previous works have ne-
glected. DialogueEIN can capture the emotion ten-
dencies of each utterance and model the emotional
dependencies based on them. An attention-based
Emotional Interaction Network is proposed to mea-
sure the emotional interactions, and four types of
dialog-aware attentions are employed to simulate
emotional inertia, emotional stimulus, global and
local evolution of emotional states in the dialogue
respectively. Extensive experiments are carried
out on IEMOCAP, MELD, EmoryNLP and Dai-
lyDialog benchmark datasets. DialogueEIN signifi-
cantly outperforms other state-of-the-art models on
IEMOCAP and MELD datasets, and achieves com-
petitive performance on all four datasets, which
proves the effectiveness of the proposed model.
Moreover, several ablation studies further explore
the structure of DialogueEIN and interpret the use
of emotional interaction, which also suggests possi-
ble future research directions, such as fusing multi-
modality to capture emotional stimulus information
more accurately, etc.
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