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Abstract

Recently, many task-oriented dialogue systems
need to serve users in different languages. How-
ever, it is time-consuming to collect enough
data of each language for training. Thus, zero-
shot adaptation of cross-lingual task-oriented
dialog systems has been studied. Most of ex-
isting methods consider the word-level align-
ments to conduct two main tasks for task-
oriented dialogue system, i.e., intent detection
and slot filling, and they rarely explore the de-
pendency relations among these two tasks. In
this paper, we propose a hierarchical frame-
work to classify the pre-defined intents in the
high-level and fulfill slot filling under the guid-
ance of intent in the low-level. Particularly, we
incorporate sentence-level alignment among
different languages to enhance the performance
of intent detection. The extensive experiments
report that our proposed method achieves the
SOTA performance on the public task-oriented
dialog dataset.

1 Introduction

Natural language understanding (NLU) plays a
significant role in task-oriented dialogue systems,
which is aimed to parse dialog utterances by iden-
tifying user’s intent and the arguments of the in-
tent (Hou et al., 2021; van der Goot et al., 2021).
These two tasks are known as intent detection and
slot filling respectively. For instance, in the utter-
ance “Next week’s forecast” as shown in Table 1,
the user intent is to query about the weather cir-
cumstances and the time argument of the query is
“next week”. Recently, many neural models have
been proposed to jointly train these two tasks by
considering the intent detection and the slot filling
as sentence classification and sequence labeling
task (Krishnan et al., 2021; Cao et al., 2020).

However, most works focus on monolingual
datasets which are expensive to build. Furthermore,

∗ Corresponding author.

Sentence Next week’s forecast
Slots B-datetime I-datetime B-weather/noun

Intents weather/find

Table 1: An example of a sentence with slots and intents
annotations from the zero-shot NLU dataset.

some dialogue systems, e.g., Google Home and
Apple Siri, need to serve numerous users around
the world in different languages and might be faced
with the scarcity of dialogue data in certain lan-
guages. Thus, it’s motivated to build cross-lingual
dialogue systems that enable zero-shot adaptation
from a high-resource language to a low-resource
language without any training data in the target
language. Specifically, some models (Upadhyay
et al., 2018; Chen et al., 2018; Schuster et al., 2019)
used cross-lingual pretrained embeddings to bridge
different languages. Some approaches like Liu
et al. (2019) adopted a small vocabulary of trans-
lated word-pairs to align cross-lingual embeddings
by bilingual projection and alleviate the inherent
discrepancies among different languages. Many
existing methods (Liu et al., 2020; Qin et al., 2020)
utilized pretrained cross-lingual language model
(PXLM), e.g., XLM (Conneau and Lample, 2019),
mBERT (Pires et al., 2019) and XLM-R (Conneau
et al., 2020), to derive contextual embeddings of
words in different languages.

Nevertheless, most of existing methods consider
embedding alignments among source and target
languages at the word-level to fulfill the cross-
lingual adaptation, but they ignore that intent detec-
tion is a sentence classification task (Liu and Lane,
2016; Liu et al., 2021), which requires higher level
alignments among different languages. Further-
more, these two tasks are closely related and the
slots highly depend on the intent (Goo et al., 2018;
Qin et al., 2019), but their deep relations are not
fully discovered by existing works.

In light of these observations, we propose a
model named HCLD (A Hierarchical Framework
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for Zero-shot Cross-lingual Dialogue System) to
alleviate these defects. Our approach is built upon
a hierarchical framework to jointly accomplish in-
tent detection and slot filling. It learns to classify
pre-defined intents in the high-level of our model
and fill the semantic slots under the guidance of the
predicted intent in the low-level, which can help
to find more related arguments of the intent to en-
hance the performance of slot filling. Particularly,
we also adopt a pretrained language agnostic BiL-
STM encoder LASER (Artetxe and Schwenk, 2019)
to derive the sentence embeddings and directly use
them for later classification task of intent detection,
where the embeddings of sentences in different
languages are aligned in the sentence-level. We
conduct experiments on a public task-oriented di-
alogue dataset (Schuster et al., 2019). The results
show that our proposed method achieves state-of-
the-art performance on zero-shot adaptation.

2 Related Work

Zero-shot Cross-lingual Transfer The main-
stream methods of zero-shot focus to learning cross-
lingual embeddings. Recently, some contextual
approaches (Pires et al., 2019; Conneau and Lam-
ple, 2019) built upon masked language model en-
courage to narrow the distance of representation
in source and target language space. Apart from
word-level alignments, another work (Artetxe and
Schwenk, 2019) focuses on learning cross-lingual
sentence embeddings to align sentences representa-
tions in different languages. MTOP (Li et al., 2021)
further expend it with distant supervision in zero-
shot setting for flat representations with the masked
source utterance and the translated utterance as the
concatenated input.

Code-switching is used as data augmentation
in an alternative data alignment method known as
CoSDA (Qin et al., 2020). To make model train-
ing highly multilingual, random words in the in-
put are translated and substituted, leading to in-
creased cross-lingual transfer ability. There were
additional attempts to learn how to code-switch
automatically (Liu et al., 2020).

Our work combines the cross-lingual sentence
embedding and word embedding to handle intent
detection and slot filling respectively.

Intent detection and slot filling Intent detection
and slot filling are key tasks in the natural language
understanding (NLU) of task-oriented dialogue sys-
tems. Recently, some models (Qin et al., 2021b;

M’hamdi et al., 2021) consider to implement in-
tent detection and slot filling jointly. The recent
work (Zhang and Wang, 2016) first proposed a joint
model to learn the correlation between intent and
slots by RNN. Co-gat (Qin et al., 2021a) investi-
gated a non-autoregressive model for joint multiple
intent detection and slot filling.

Recently, information of intent has been incor-
porated for slot filling. The prior work (Goo et al.,
2018) utilizes a slot-gated mechanism to model the
relationship between two tasks. Some approaches
like Wang et al. (2018) propose the bi-model to con-
sider the cross-impact between the intent and slots
based on ATIS datasets (Goo et al., 2018). Some
models (Qin et al., 2019; Louvan and Magnini,
2020) predict the intent based on each word and
then feed into slot filling as input.

Compared with previous works, our approach
firstly predicts the intent given by multi-lingual
sentence representation, and directly incorporates
the intent information of sentence for slot filling.
Furthermore, our model is handling simultaneously
intent detection and slot filling at the cross-lingual
setting.

3 Our Approach

3.1 Problem Formulation

Intent detection and slot filling are two key tasks
of NLU. Given a utterance of L words u =
[w1, w2, . . . , wL] and a set of pre-defined intent
types I and slots types S, the intent detection
is aimed to predict the intent oI ∈ I based
on the utterance u. While the slot filling is a
sequence tagging problem, mapping the word
sequence [w1, w2, . . . , wL] into semantic slots
[s1, s2, . . . , sL] where s ∈ S.

3.2 HCLD

As shown in Fig. 1, our proposed hierarchical
model HCLD firstly classifies pre-defined intent
in the high-level architecture and then fulfill the
semantic slots under the guidance of intent in the
low-level. For intent detection, multi-lingual sen-
tence embedding feeds Sentence U into a sentence
representation Hu. Then a linear layer would pre-
dict an intent i based on Hu. For slot filling, word
sequence 1 of U , u = w1, w2, . . . , wL are passed

1https://huggingface.co/docs/transformers/v4.21.3/
en/model_doc/xlm#transformers.XLMTokenizer
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Figure 1: The framework of HCLD.

into multi-lingual language model 2 3 and obtain
contextual embeddings e1, e2, . . . , eL−1, eL. Next,
Hj

s , i ∈ {1, . . . , L} would computed by average
the representations of ej and Hi. Where Hi is ob-
tained by intent i looking up the trainable intent
embedding. Finally, the Hj

s would be used to pre-
dict the corresponding slot sj .

In the high level, we first adopt LASER (Artetxe
and Schwenk, 2019) 4 to derive sentence repre-
sentations hu. Based on multilingual neural ma-
chine translation tasks, LASER can produce sen-
tence embeddings for multiple languages where
embeddings of sentences with close meanings but
in different languages can be aligned in a similar
semantic space. Such sentence-level alignments
can better boost the intent detection, which is a
sentence classification task (Liu and Lane, 2016).
Then the intent oI is predicted by

yI = Softmax(W I
hh

u + bIh), (1)

oI = Argmax(yI), (2)

where yI is the intent distribution and W I
h , b

I
h

are trainable parameters. In the low-level, we uti-
lize mBERT (Pires et al., 2019), the pre-trained
multilingual language model (PXLM), to pro-
duce contextual word embeddings in different lan-
guages [e1, e2, . . . , eL] where word embeddings
are aligned in the same semantic space.

However, PXLM suffers inconsistent contextu-
alized representations of subwords across differ-
ent languages (Qin et al., 2020). Thus, we follow

2https://huggingface.co/bert-base-multilingual-cased
3https://github.com/facebookresearch/XLM/
4https://github.com/facebookresearch/LASER

CoSDA-ML (Qin et al., 2020) 5 to better align
subword representations with data augmentation
during the fine-tuning process of mBERT.

Furthermore, we adopt the intent information
to guide the slot filling task by averaging each
word embedding ej with the corresponding in-
tent embedding hI as new word representations
hSj = Average(ej , hI), and help to fill the seman-
tic slot [s1, s2, . . . , sL]. Here hSj is a combined
representation with a word embedding and the in-
tent embedding, and the slot would be predicted
based on the hSj . Thus, the slot distribution for
each word can be predicted as ySj . Recall that our
proposed approach would guide the slot filling task
with the information of the intent, we add a train-
able intent embedding initialized with randomly
parameters. A predicted intent oI would look up
the intent embedding and then receive an intent
representation HI . Next, HI would influence the
process of slot filling. The process of intent detec-
tion in the high-level can be formulated as follows,

Hu = LASER(U) (3)

Iu = Softmax(Linear(Hu)) (4)

Where Iu is a vector that tries to project the
sentences in any language into a high-dimensional
space with the goal that the same statement in any
language will end up in the same neighborhood.

ySj = Softmax(WS
h h

S
j + bSh), j ∈ {1, . . . , L}

(5)
To jointly learn both tasks, the objective function

5https://github.com/kodenii/CoSDA-ML
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L is formulated as:

L = LI+LS = −
nI∑
i=1

ŷIi log(y
I
i )−

L∑
j=1

nS∑
i=1

ŷSj,ilog(y
S
j,i)

(6)
where LI , LS stand for the loss function of in-

tent detection and slot filling respectively. nI is
the number of intent types and yIi is the gold intent
label. While in LS , L is the sequence length of
a sentence, nS means the number of slot types as
well as ySj is the gold slot label. To avoid error
prorogation, we adopt the gold intent to replace the
predicted intent oI during the training period.

3.3 Dataset

We conduct our experiments on the cross-lingual
task-oriented dialogue dataset (Schuster et al.,
2019) which contains English, Spanish and Thai.
We train and validate our model on the English
dialog data with 30, 521 and 4, 181 sentences re-
spectively, and test on 3, 043 and 1, 692 sentences
in Spanish and Thai for zero-shot adaptation fol-
lowing Liu et al. (2019).

3.4 Implementable Details

We introduce several competitive baselines, in-
cluding: Zero-shot SLU (Upadhyay et al., 2018),
BiLSTEM with CRF (Liu et al., 2019) 6 (LVM),
XLM (Conneau and Lample, 2019), mBERT (Pires
et al., 2019), Attention-Informed Mixed-Language
Training (MLT) (Liu et al., 2020) 7 and CoSDA-
ML (Qin et al., 2020). We adopt classification
accuracy (Acc.) to evaluate the performance of
intent detection while using F1 score to measure
the performance of slot fillings.

In our experiments, we use WordPiece embed-
dings with a vocabulary containing 110k tokens
following Devlin et al. (2019). We adopt LASER
to generate sentence embeddings whose dimension
is 1024 while taking the base case mBERT to de-
rive word embeddings with dimension of 768.

Notice that we take the first subword embedding
as word-level representation following Qin et al.
(2020) while incorporating mBERT for slot filling.
We also set the size of intent embedding to 768,
then train our model for 10 epochs with a batch
size of 32 and a learning rate 0.001. We adopt
AdamW (Loshchilov and Hutter, 2018) to optimize
our HCLD and select the hyper-parameters by grid

6https://github.com/zliucr/Crosslingual-NLU
7https://github.com/zliucr/mixed-language-training

search. Besides, we adopt the gold intent instead
of the predicted intent oI in equation 2 to guide the
slot filling during the early stages of training period
to avoid error prorogation.

4 Experiments

4.1 Overall Performance

We can make several observations from the results
demonstrated in Table 2. Firstly, these methods
with CoSDA-ML (mBERT+COSDA-ML) achieve
the best performance among all the baselines,
which indicates that pre-trained language mod-
els (e.g., mBERT) with data augmentation can
produce better contextual word embeddings for
different languages than those without data aug-
mentation or only with simple word alignments
techniques (e.g., BiLSTM with CRF/LVM).

Specifically, HCLD outperforms the second-best
model on intent detection by 3.4 on Spanish, 1.5
on Thai. We conjecture that the alignments on
sentence embeddings can enhance the adaption on
different languages, leading to the significant im-
provements on intent detection. In addition, the
performance of our model on slot filling also ex-
ceeds all the compared methods. We think that it
can be attributed to the hierarchical architecture
that fulfill the slots under the guidance of intent
information.

4.2 Ablation Study

To investigate the effects of individual component,
we conduct an ablation study and report the results
in Table 2. Firstly, we remove the data augmenta-
tion method CoSDA-ML from our model to testify
its effectiveness, it drops 11.2 and 16.3 on Spanish
and Thai on slot filling respectively. Secondly, we
remove the hierarchical architecture from HCLD
and find that it would perform worse without the
guidance from intent information. It is probably
because intent can provide related information and
help to find more accurate semantic slots. Thirdly,
we investigate the importance of sentence align-
ments by replacing LASER with two pre-trained
language models, i.e., mBERT or XLM, to derive
the sentence embeddings. It validates the effective-
ness of LASER that the performance of models
with either mBERT or XLM is inferior to that with
LASER which can produce aligned sentence repre-
sentations in different languages. In addition, we
also find that mBERT can produce better token-
level embeddings for slot filling than XLM, thus
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Spanish Thai
Methods Intent Acc. Slot F1 Intent Acc. Slot F1

Zero-shot SLU (Upadhyay et al., 2018) 46.6 15.4 35.6 12.1
XLM (Conneau and Lample, 2019) 69.4 40.0 49.3 13.3
mBERT (Pires et al., 2019) 73.7 51.7 28.2 10.6
BiLSTM with CRF (Liu et al., 2019) 88.8 44.0 64.5 17.5
BiLSTM with LVM 89.2 64.0 70.8 29.5
XLM + MLT (Liu et al., 2020) 87.5 68.6 72.6 28.0
mBERT + MLT 87.9 74.9 73.5 27.1
XLM + CoSDA-ML (Qin et al., 2020) 90.3 69.0 86.7 34.9
mBERT +CoSDA-ML 94.8 80.4 76.8 37.3
HCLD 98.2 83.2 88.2 38.0
w/o CoSDA-ML 96.8 72.0 84.2 21.7
w/o Hierarchical 97.8 77.9 87.9 31.8
w/o LASER, w/ mBERT 84.7 79.5 81.0 32.2
w/o LASER, w/ XLM 93.0 69.4 86.3 34.4
w/o mBERT, w/ XLM 96.6 72.7 88.1 36.5

Table 2: Results of zero-shot test set are compared with different baselines as well as the result of ablation study.
The most competitive results from baselines are annotated with underline.

Laser

XLM

Amplify

mBERT
th: ตอน เ%น & อากาศ จะ เ,น อ-างไร
es: Cómo será el clima esta noche�
en: What will the weather be like this evening.

Figure 2: The visualization of sentence representations generated by LASER, XLM and mBERT. In the visulation,
we select three utterances with the same meaning but in different languages, including Thai (th), Spanish (es) and
English (en). In order to clearly demonstrate the points of LASER, we magnify these nodes with 10 times.

we derive word-embedding with mBERT in HCLD.

4.3 Visualization
To provide a more straightforward viewpoint to ex-
amine the sentence-level alignments, we visualize
the sentence representations generated by LASER,
mBERT and XLM by projecting them into a 2-
dimension space. We select three sentences in
English, Spanish and Thai with close meanings,
which is an example from Liu et al. (2019). Ac-
cording to Fig. 2, we can find the three points from
LASER are concentrated and even look like a point
and while points from mBERT and XLM are more
sparse. It validates that we can use LASER to
derive aligned sentence embeddings and it has posi-
tive correlations with the results of intent detection
as shown in Table 2.

5 Conclusion
In this paper, we propose a hierarchical framework
to classify the pre-defined intents in the high-level

and fulfill slot filling under the guidance of intent in
the low-level. Particularly, we adopt sentence-level
alignments to improve the performance of intent
detection, and further enhance the performance
of slot filling. The experiments conducted on the
public dataset demonstrate the effectiveness of our
proposed method and our model achieves state-of-
the-art performance in the zero-shot cross-lingual
scenario.
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