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Abstract

A significant limitation in developing therapeu-
tic chatbots to support people going through
psychological distress is the lack of high-
quality, large-scale datasets capturing conver-
sations between clients and trained counselors.
As a remedy, researchers have focused their
attention on scraping conversational data from
peer support platforms such as Reddit. But the
extent to which the responses from peers align
with responses from trained counselors is un-
derstudied. We address this gap by analyzing
the differences between responses from coun-
selors and peers by getting trained counselors
to annotate ≈17K such responses using Motiva-
tional Interviewing Treatment Integrity (MITI)
code, a well-established behavioral coding sys-
tem that differentiates between favorable and
unfavorable responses. We developed an an-
notation pipeline with several stages of quality
control. Due to its design, this method was able
to achieve 97% of coverage, meaning that out
of the 17.3K responses we successfully labeled
16.8K with a moderate agreement. We use this
data to conclude the extent to which conversa-
tional data from peer support platforms align
with real therapeutic conversations and discuss
in what ways they can be exploited to train
therapeutic chatbots.

1 Introduction

Demands of the modern world are increasingly re-
sponsible for bringing adverse impacts on our men-
tal health. World Health organization estimates
psychological distress affects 29% of people in
their lifetime (Steel et al., 2014). Shortage of men-
tal health workers and the stigma associated with
mental health further demotivates people in actively
seeking out help. Thus, provision of mental health
support through the use of AI-driven conversational
agents to complement traditional therapy has be-
come an interesting area of research (Fitzpatrick
et al., 2017; Inkster et al., 2018; Mousavi et al.,

2021). But one challenge associated with develop-
ing such agents is the lack of large-scale psycho-
therapeutic conversations. They are either limited
or are not available publicly due to ethical reasons.

Nowadays, with the expansion of social media,
it could be observed that people use social media
platforms such as Reddit to vent their distress and
peers are seen to actively respond to such posts.
These conversations are available in abundance and
are publicly accessible through web scraping APIs.
Thus, conversations scraped from such platforms
are seen as an alternative to overcome the above
challenge (Welivita and Pu, 2022). Prior work has
found that responses from peers contain higher em-
pathic concern for posts for seeking help as many
peers share similar distressful experiences (Hodges
et al., 2010). But the extent to which responses
from peers align with responses from trained coun-
selors remain a major limitation. Knowing these
differences can shed light on to what extent such
conversational data could be used in training thera-
peutic chatbots and what pre-processing or rephras-
ing steps that one should take if they are being used
for such purposes.

Though studies have been conducted indepen-
dently to assess the competency of counselors and
peers offering support (Pérez-Rosas et al., 2016;
Klonek et al., 2015; Gaume et al., 2009; Sharma
et al., 2020a; De Choudhury and De, 2014), studies
that comparatively analyse the differences between
them are limited. One such study was conducted
by Lahnala et al. (2021), where they show that a
classifier can distinguish between responses pro-
vided to help-seeking posts regarding mental health
by professionals and peers. Mousavi et al. (2021)
conducted a similar analysis between responses
collected from psychotherapists and non-expert di-
alogue writers and noted linguistic variability in the
two types of responses. However, all these analyses
are limited to the lexical level.

To address the above gaps, we comparatively an-
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Figure 1: The annotation process to label the listeners’ statements in the CounselChat and RED datasets with labels
adapted from MITI. The process was conducted in three main stages.

alyze responses from professional counselors and
peers by annotating these responses using labels
adapted from a well-established behavioral coding
scheme named Motivational Interviewing Treat-
ment Integrity (MITI) code (Moyers et al., 2014).
The MITI code is used in psychological literature
to evaluate how well a mental health practitioner
responds to those seeking help with their mental
health related issues. Specific response types from
the MITI code have shown to increase the like-
lihood of positive health outcomes (Pérez-Rosas
et al., 2018; Gaume et al., 2009). For this purpose,
we make use of post-response pairs scraped from
the CounselChat website (counselchat.com) that
contains high-quality therapist responses to emo-
tional distress related questions from individuals
and dialogues curated from several mental-health
related subreddits in Reddit, in which peers engage
in actively to respond to those seeking help.

Annotating dialogue responses with labels from
the MITI coding system is known to be very time
consuming and expensive as it requires expert an-
notators trained in the practice of psychology and
careful attention to the labelling task (Pérez-Rosas
et al., 2016). This human labour is difficult to
find. But the availability of crowdsourcing plat-
forms such as UpWork 1 and Fiverr 2 have made it
more accessible to find human labour that satisfy
our requirements. Thus, we were able to recruit
professionally trained mental health practitioners
through UpWork to annotate dialogue responses
with labels adapted from the MITI code. Our anno-
tation pipeline consisted of three stages as depicted
in Figure 1. Two workers were involved in the first

1http://upwork.com
2https://www.fiverr.com

stage and high-quality workers who scored high
observed agreements with a peer in the first stage
acted as judges to resolve conflicting labels in the
second and third stages contributing to increased
observed agreement and inter-rater reliability.

Using these annotations, we conducted a com-
parative analysis between responses from peers and
counselors to identify to what extent they align with
each other. Based on these findings, we recommend
ways of boosting peers’ responses to match as close
as possible to counselors’ responses. The recom-
mendations made in this paper can contribute to
improve the perceived therapeutic effectiveness of
a chatbot trained on data from peer support forums.

Our contributions are three fold. 1) We develop
an MI dataset having client-counselor and peer-
peer dialogues, in which ≈17K listeners’ utter-
ances are annotated with labels adapted from the
MITI code.3 2) We discuss the details of the anno-
tation process followed in increasing the agreement
between the workers when annotating with MITI
codes. 3) Based on these annotations, we conduct
a comparative analysis between counselors’ and
peers’ responses and draw useful conclusions on
to what extent responses from peers align with re-
sponses from trained counselors and recommend
ways of boosting peers’ responses such that it can
increase the perceived effectiveness of therapeutic
chatbots trained on such data.

2 Related Work

Motivational Interviewing Treatment Integrity
(MITI) is a behavioral coding system that measures

3The dataset can be downloaded at
https://github.com/anuradha1992/
Motivational-Interviewing-Dataset.

https://counselchat.com/
http://upwork.com
https://www.fiverr.com
https://github.com/anuradha1992/Motivational-Interviewing-Dataset
https://github.com/anuradha1992/Motivational-Interviewing-Dataset
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how well a mental health practitioner uses motiva-
tional interviewing in therapy (Moyers et al., 2003).
It exclusively focuses on the verbal behaviour of
a counselor and is used to increase clinical skill
in the practice of motivational interviewing (MI).
This coding system has been used extensively to
to improve the understanding of the counseling
practice alone (Can et al., 2012; Pérez-Rosas et al.,
2018, 2019). Pérez-Rosas et al. (2016) developed
an MI dataset consisting of ≈22K counselors’ re-
sponses during Motivational Interviewing encoun-
ters annotated with 10 behavioral codes from the
MITI. Althoff et al. (2016) conducted a quantita-
tive study on counseling conversations to measure
how various linguistic aspects of conversations are
correlated with conversation outcomes. However,
the datasets used in such analyses are not publicly
available due to ethical reasons. Thus, it is difficult
to use such resources in training therapeutic chat-
bots even though real counselor responses are the
ideal candidates for this purpose.

There are a number of research efforts taken
to develop therapeutic chatbots (Fitzpatrick et al.,
2017; Inkster et al., 2018; Welch et al., 2020;
Mousavi et al., 2021). Among them, recent work
focuses on using dialogue data from peer-support
forums (Sharma et al., 2020b; Welivita and Pu,
2022). For example, Welivita and Pu (2022) devel-
oped a knowledge-graph containing distress consol-
ing responses for specific types of stressors using
peer-support responses from Reddit and utilized
it in single-turn dialogues. Some studies specifi-
cally focus on attributes such as perceived empa-
thy and information richness in mental health re-
lated discourse in peer support forums that suggests
they are good candidates for training such chatbots
(Nambisan, 2011; De Choudhury and De, 2014;
Sharma et al., 2020a,b). But these studies lack
comparisons with responses generated by profes-
sional counselors. In our work, we mainly attempts
to address this limitation.

3 Methodology

In this section, we describe the methodology in-
cluding the labels chosen to annotate the listeners’
statements, the datasets used, and different stages
of the annotation process.

3.1 Labels Adapted from MITI

The labels we used for annotation were adapted
from MITI code 2.0 (Moyers et al., 2003) and 4.2.1

(Moyers et al., 2014). Table 1 shows the MITI la-
bels that were used for annotation with descriptions
and examples. Altogether, there are 15 labels. They
also include labels Self-Disclose and Other, which
are not included in the MITI code. We included the
label Self-Disclose because in conversations involv-
ing peer support, Self-Disclosure is an important
aspect that enables the sharing of lived experience
and is seen to occur quite frequently in the majority
of such conversations (Truong et al., 2019). The
above labels were used to annotate each sentence
in the listeners’ utterances.

3.2 Datasets

We used two datasets containing distress consoling
dialogues for annotation: 1) CounselChat that con-
tains responses from professional counselors; and
2) RED that contains responses from peers.

CounselChat Dataset: The CounselChat
dataset consists of high-quality therapist responses
to emotional distress related questions from indi-
viduals. This data is scraped from the CounselChat
website (counselchat.com), which is an online plat-
form that helps counselors to make meaningful
contact with potential clients. On the website, pro-
fessional counselors respond to questions posed
by users suffering from mental health issues and
emotional distress. The dataset consists of 2,129
post-response pairs that span across 31 distress re-
lated topics, the most frequent topics being depres-
sion, relationships, and intimacy. This dataset is
publicly available. 4 Out of this data, we randomly
selected 1,000 post-response pairs to be annotated
with labels derived from the MITI code.

Reddit Emotional Distress (RED) Dataset: To
obtain a dialogue dataset containing utterances
from peer-supporters as response for posts contain-
ing emotional distress, we scraped a new dataset
from Reddit, containing dialogues that discuss real-
world distressful situations. Reddit was chosen
since it is publicly available and peers actively en-
gage in Reddit to support others going through
distressful situations in life. We used the Pushshift
API (Baumgartner et al., 2020) to collect and pro-
cess dialogue threads from a carefully selected
set of 8 subreddits: mentalhealthsupport; offmy-
chest; sad; suicidewatch; anxietyhelp; depression;
depressed; and depression_help, which are popular
among Reddit users to vent their distress. We ex-

4https://github.com/nbertagnolli/
counsel-chat

https://counselchat.com/
https://github.com/nbertagnolli/counsel-chat
https://github.com/nbertagnolli/counsel-chat
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MITI label Description Examples

1. Closed Question Questions that can be answered with an yes/no response
or a very restricted range of answers.

Do you think this is an advantage?

2. Open Question Questions that allow a wide range of possible answers. What is your take on that?
3. Simple Reflection Repetition, rephrasing, or paraphrasing of speaker’s pre-

vious statement.
It sounds like you’re feeling worried.

4. Complex Reflection Repeating or rephrasing the previous statement of the
speaker but adding substantial meaning/emphasis to it.

Speaker: Mostly, I would change for
future generations.
Listener: It sounds like you have a
strong feeling of responsibility.

5. Give Information Educating, providing feedback, or giving an opinion
without advising.

Logging your cravings is important as
cravings often lead to relapses.

MI Adherent Behaviour Codes:
6. Advise with Permis-
sion

Advising when the speaker asks directly for advice. In-
direct forms of permission can also occur, such as when
the listener says to disregard the advice as appropriate.

If you agree with it, we could try to
brainstorm some ideas that might help.

7. Affirm Encouraging the speaker by saying something positive
or complimentary.

You should be proud of yourself for
your past’s efforts.

8. Emphasize Auton-
omy

Emphasizing the speaker’s control, freedom of choice,
autonomy, and ability to decide.

It is really up to you to decide.

9. Support Statements of compassion or sympathy. I know it’s really hard to stop drinking.
MI Non-Adherent Behaviour Codes:
10. Advise without Per-
mission

Making suggestions, offering solutions or possible ac-
tions without first obtaining permission from the speaker.

You should simply scribble a note that
reminds you to take a break.

11. Confront Directly and unambiguously disagreeing, arguing, blam-
ing, criticizing, or questioning the speaker’s honesty.

Yes, you are an alcoholic. You might
not think so, but you are.

12. Direct Giving orders, commands, or imperatives. Don’t do that!
13. Warn A statement or event that warns of something or that

serves as a cautionary example.
Be careful, DO NOT stop taking meds
without discussing with your doctor.

Other:
14. Self-Disclose The listener discloses his/her personal information or

experiences.
I used to be similar where I get ob-
sessed about how people look.

15. Other Statements that are not classified under the above codes Good morning, Hi there.

Table 1: The set of labels adapted from the MITI code, which were used to annotate listeners’ responses.

tracted the dialogue turns out of these threads and
subjected these dialogues to a rigorous data clean-
ing pipeline, which included removal of profanity
from listener responses. By this, we were able to
curate ≈ 1.2M dyadic conversations having on
average 2.66 turns per dialogue. Out of them, 1K
dialogues were randomly selected for annotation.

3.3 Annotation Experiment

We used UpWork, a leading crowdsourcing plat-
form to recruit trained counselors to annotate di-
alogue responses from CounselChat and RED
datasets. Altogether 12 workers were recruited to
annotate 2K dialogues, 1K from CounselChat and
1K from RED. They contained 17,261 individual
sentences in the listener utterances in total.

The task was carried out in three stages. First,
the workers were asked to annotate each sentence
contained in the listener utterances of the dialogues
from CounselChat and RED datsets with one of

fifteen MITI labels. We bundled ten dialogues into
one batch (a batch contained five CounselChat and
five RED dialogues interchangeably) and assigned
two workers per batch. At the beginning, a tuto-
rial about the labels accompanied by a practice
task was offered to self-validate the workers’ an-
swers. As the task was ongoing, we computed
the observed agreement of each worker with peers
and offered more batches for the workers whose
observed agreement was better than the others.

At the end of stage 1, we noticed that the two
workers assigned for each batch did not agree on a
common label for more than half of the listeners’
sentences in the two datasets. Manual inspection
of their answers revealed majority of the disagree-
ments occurred because there are highly confusing
pairs of labels that need more careful attention to
differentiate (e.g. Complex Reflection and Give
Information can be easily confused). Hence, we
launched a second stage of the experiment by ask-
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ing four workers who scored the highest observed
agreement with a peer in the first stage to act as
judges to resolve these conflicting labels. A judge
was presented with the two labels the workers spec-
ified in the first stage along with the listener’s sen-
tence and the dialogue context and was asked to
select either one of the two labels if one of them
agreed with the listener’s sentence. Only if none
of the labels agreed with the listener’s sentence, he
was instructed to select a label from the rest.

At the end of stage 2, most of the conflicting
labels were resolved by the judge’s annotations.
But there was a small percentage of listeners’ sen-
tences for which a label was still not agreed upon.
We noticed for 68.15% of such unresolved sen-
tences, at least one annotation was given by a rel-
atively poor performing worker whose observed
agreement score with a peer was below average
as measured in the first stage. We decided such
labels are not worth considering since they cloud
the decision process and chose to launch a third
stage of the experiment by removing one annota-
tion given by the poorest performing worker for
each such unresolved sentence. Similar to stage 2,
we recruited the same judges and presented them
with the two remaining labels to be resolved. This
entire annotation pipeline is illustrated in Figure 1.

4 Results

Table 2 shows the statistics of the results from each
stage of the experiment. At the end of stage 1, out
of 17,261 listeners’ sentences, 7,152 received a la-
bel as agreed by the two annotators. Altogether, by
end of stage 1, we could yield an observed agree-
ment percentage of 41.43% and an inter-rater agree-
ment (Fleiss’ kappa) score of 0.3391 indicating fair
agreement. At the end of stage 2, another 8,875
labels were resolved, yielding an observed agree-
ment of 87.79%. The updated inter-rater agreement
(Fleiss’ kappa) after this stage was 0.5292, which
is a significant increase compared to the previous
stage. After the end of completion of stage 1 and
stage 2 of the annotation process, from among the
total of 17,261 listeners’ sentences in CounselChat
and RED datasets, 16,027 of them were able to
receive a label as agreed by at least two workers.
This is 92.85% of the entire data.

From the remaining 1,234 sentences for which a
label was not agreed upon, 841 (68.15%) sentences
were annotated by at least one poor worker whose
observed agreement with a peer was below average.

At the end of stage 3 of the experiment, which was
conducted by removing such annotations given by
the poor workers, a second judge was able to agree
with one of the two remaining labels for 784 sen-
tences, yielding an observed agreement of 93.22%.
The updated inter-rater agreement (Fleiss’ kappa)
after the third stage was 0.5453 (moderate agree-
ment), showing a slight increase compared to the
score in the previous stage. The lower kappa scores
are potentially due to the inherent difficulty of dis-
tinguishing some of the MI labels, which we elabo-
rate below. A similar annotation experiment con-
ducted by Perez-Rosas et al. (2016) report similar
kappa scores ranging from 0.31 to 0.64 on different
MI labels.

The confusion matrices computed at each stage
of the experiment are denoted in the appendices.
We could observe that the label pair Complex Re-
flection - Give Information had the highest percent-
age of disagreement between the two workers in
both CounselChat and RED datasets. In addition,
the label pairs Advise with Permission - Advise
without Permission and Give Information - Advise
without Permission were highly confusing to dif-
ferentiate in the CounselChat dataset. Whereas, in
RED, the label pairs Affirm - Support and Advise
without Permission - Direct were difficult to be dif-
ferentiated. These observations were quite intuitive
since these pairs of labels either contained similar
semantic content (e.g. Complex Reflection - Give
Information, Advise with Permission - Advise with-
out Permission, Give Information - Advise without
Permission, Advise without Permission - Direct)
or used similar language constructs (e.f. Affirm -
Support, Advise without Permission - Direct).

Final aggregated statistics of the three stages of
the annotation process is shown in Table 3. It could
be observed how the labels grew to cover a larger
portion of the listeners’ sentences as the annotation
process advanced through the stages. Finally, close
to 97% of the listeners’ sentences (16,812 in total)
were annotated with the MITI labels.

5 Analysis of the MI Dataset

In Figure 2, we show the distribution of labels
adapted from the MITI code in CounselChat and
RED datasets, separately. Table 4 shows the spe-
cific number of each label in CounselChat and RED
datasets and the increase/decrease in each label in
the two datasets compared to each other. Based on
these statistics, we discuss seven major differences
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Description CC RED CC + RED

Stage 1:
Total number of listeners’ sentences annotated 9,893 7,368 17,261
Sentences for which a label was agreed upon by both annotators 4,067 3,085 7,152
Observed agreement between the two annotators 41.11% 41.87% 41.43%
Inter-rater agreement (Fleiss’ kappa) 0.3059 0.3577 0.3391
Stage 2:
The number sentences, for which, the label had to be resolved 5,826 4,283 10,109
The number of times the judge agreed with one of the given labels 5,111 3,764 8,875
Observed agreement between the judge and one of the two annotators 87.73% 87.88% 87.79%
Updated inter-rater agreement (Fleiss’ kappa) 0.5029 0.5440 0.5292
Stage 3:
The number sentences, for which, the label had to be resolved 479 362 841
The number of times the judge agreed with one of the given labels 450 334 784
Observed agreement b/w the judge and one of the remaining annotators 93.95% 92.27% 93.22%
Updated inter-rater agreement (Fleiss’ kappa) 0.5193 0.5601 0.5453

Table 2: Statistics of the three stages of the annotation experiment. The CounselChat dataset is abbreviated as CC.

Description CC RED CC +
RED

# listener sentences 9,893 7,368 17,261
# labels agreed 3,085 4,067 7,152
in stage 1 (41.11%) (41.87%) (41.43%)
# labels agreed 9,178 6,849 16,027
in stage 2 (92.96%) (92.77%) (92.85%)
# labels agreed 9,628 7,183 16,811
in stage 3 (97.49%) (97.32%) (97.39%)

Table 3: Final aggregated statistics of the three stages
of the annotation process.

observed between responses from counselors and
peers and state our recommendations when using
this data to train therapeutic conversational agents.

Questions: There is ≈23% and ≈26% increase
in closed and open questions, respectively, in coun-
selor responses from CC compared to peer-support
responses from RED. Questioning plays a cen-
tral role in therapeutic interactions as it builds
up mutual dialogue between client and therapist
(Poskiparta et al., 2000). But Hill et al. (1983)
observed with time-limited counseling, fact finding
through closed questions is rated lower in helpful-
ness. It can result in the speaker saying less and
less and the listener feeling pressured to ask more
questions to keep the interaction going. However,
in both CounselChat and RED datasets, the number
of open questions is nearly half of the number of
closed questions. Hence, mechanisms should be
devised to increase the percentage of open ques-
tions to balance the number of closed questions.
This combination would be more effective than a
disproportionate reliance on closed questions.

Reflections: The number of reflections is pos-
itively associated with the perceived empathy

(Klonek et al., 2015). It is also a competence indi-
cator in assessing MI competency (Moyers et al.,
2003). Non-surprisingly, both simple and complex
reflections are observed to be higher (≈20% and
≈30% increase in simple and complex reflections,
respectively) in counselors’ responses compared to
peers’. Thus, it would be beneficial to boost the
percentage of reflections among peer support dia-
logues when using them to train therapeutic agents.

Scholars emphasize that listeners should formu-
late more reflections than closed questions (Klonek
et al., 2015). As we observed, some closed ques-
tions such as "Are you eating because you are
bored?" are identical to reflections, differing only
in the voice intonation at the end. They could
be easily reformulated into reflections such as "It
seems that you are eating because you are bored".

Giving information: In counselor responses,
there is a 200.33% increase of Give Information
type of sentences compared to responses from
peers. It is quite unsurprising since counselors are
relatively knowledgeable about the subject being
discussed and hence are in a position to provide
information that can help the speaker. Informed by
this observation, steps should be taken to boost the
amount of information in peer-support responses.

MI Adherent Behavior Codes: Supporting the
client with statements of compassion and sympa-
thy are surprisingly higher among peers (≈95%
increase) compared to counselors. Affirming the
speaker by saying something positive or compli-
mentary is also seen to be comparatively higher
in RED (≈21% increase). These are very good
indicators that show peer-support responses if uti-
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Figure 2: Distribution of MITI labels in CounselChat and RED datasets.

Label No. of labels No. of labels Increase in CC Increase in RED
in CounselChat in RED compared to RED compared to CC

Closed Question 500 405 23.46% ↑ -19.00% ↓
Open Question 264 212 24.53% ↑ -19.70% ↓
Simple Reflection 304 252 20.63% ↑ -17.11% ↓
Complex Reflection 732 562 30.25% ↑ -23.22% ↓
Give Information 3,643 1213 200.33% ↑ -66.70% ↓
MI Adherent Behavior Codes:
Advise with Permission 417 67 522.39% ↑ -83.93% ↓
Affirm 428 517 -17.21% ↓ 20.79% ↑
Emphasize Autonomy 152 101 50.50% ↑ -33.55% ↓
Support 418 815 -48.71% ↓ 94.98% ↑
MI Non-Adherent Behavior Codes:
Advise without Permission 1,414 871 62.34% ↑ -38.40% ↓
Confront 142 176 -19.32% ↓ 23.94% ↑
Direct 460 438 5.02% ↑ -4.78% ↓
Warn 67 46 45.65% ↑ -31.34% ↓
Other:
Self-Disclose 174 1216 -85.69% ↓ 598.85% ↑
Other 513 292 75.68% ↑ -43.08% ↓

Table 4: Statistics of MITI labels in CounselChat and RED datasets and the increase/decrease in each label in the
two datasets compared to each other. The increases/decreases that are favourable for the interaction are indicated in
green while those that are unfavourable are indicated in red. The increases/decreases in Self-Disclose and Other are
not assigned a color as their role in therapeutic interventions are quite blurry and subjected to debate.

lized in training therapeutic agents will reflect more
compassion, sympathy, positivity, and compliments
towards the user in distress. On the other hand, em-
phasizing the speaker’s control and autonomy is ob-
served to be higher in counselors’ responses (≈50%
increase) compared to responses from peers.

Advising with and without permission: Giving
advices is generally seen to be higher in counselor
responses. There is ≈522% increase in advising af-
ter asking for permission and ≈62% increase in ad-
vising without asking for permission among coun-
selors’ responses compared to those from the peers.
Advising without asking for permission takes a por-
tion of 77.22% of the total number of advices given

in counselor responses. Thus, counselors, though
professionally trained, tend to make the mistake of
advising without prior asking for the speaker’s per-
mission. This percentage is higher in peer-support
responses in which advising without permission
takes a portion of 92.86% of the total number of
advices given by the peers. Thus, in both datasets,
steps should be taken to reformulate advices in a
way that the agent asks for the speakers’ permission
before giving advice.

MI Non-Adherent Behavior Codes: Con-
fronting the client by directly disagreeing, arguing,
or criticizing is higher in peers’ responses (≈24%
increase) compared to those of the counselors’.
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Such interactions reflect uneven power sharing, ac-
companied by disapproval and negativity (Moyers
et al., 2003). Directing the speaker by giving or-
ders and also warnings are quite surprisingly seen
to be slightly higher in the responses given by the
counselors compared to the responses of the peers
(≈5% and ≈46% increase for Direct and Warn,
respectively). These are non-favourable response
types that negatively affect the therapeutic interac-
tion between the speaker and the listener and thus
should be detected and eliminated as a preliminary
step before using such responses to train chatbots.

Self-Disclosure: The role of self-disclosure in
therapeutic interventions is quite blurry. For ex-
ample, psychoanalysts believe that self-disclosure
is counterproductive as it distorts client’s transfer-
ence. Conversely, Cognitive Behavioural therapists
believe that self-disclosure can be a useful tool in
therapy as it models and reinforces new perspec-
tives for the client. Digging deep, there are two
broad types of self-disclosure used by counsellors:
1) intra-session disclosure, where the counselor
discloses a feeling about the client that is relevant
to the therapeutic process; and 2) extra-session dis-
closure, where the counselor reveals information
about themselves that occurs outside the session.
In most cases, intra-session disclosure is the most
useful type of self-disclosure (Levitt et al., 2016).

As we manually inspected the statements la-
beled as Self-disclosure in CounselChat and RED
datasets, it was found out that Intra-session dis-
closure is seen higher in CC compared to RED,
whereas Extra-session disclosure is seen higher
in RED compared to CC. Table 5 provides some
examples of such statements. This suggests that
counselors are more careful when disclosing infor-
mation about themselves and when they do they
make sure that the information they disclose is rel-
evant to the therapeutic process. Extra-session dis-
closure too has its place in therapeutic interactions
specially contributing to building rapport between
the client and the therapist. However, as suggested
by R. Schwartz (2021), this type of disclosure must
be used wisely with caution since it can as well be
counterproductive distorting client’s transference.

6 Discussion and Conclusion

This paper discussed the curation process of a large-
scale distress consoling dialogue dataset containing
utterances from trained counselors and peers. A
carefully designed annotation process was followed

Examples of intra-session disclosure in CounselChat:
- Personally, I can tell you that I would want my clients to
tell me about anxiety they feel 100% of the time.
- I have had clients asking the same question and there is
often an underlying fear that they "can’t be helped" or they
will "be too much for their therapist."

Examples of extra-session disclosure in RED:
- You remind me a lot of my best friend that I had when I
was young. Being her friend was exhausting.
- I too suffer from psychosis from my schizo-affective dis-
order, yelled at my former best friend for gangstalking me,
called her all kinds of horrible names.

Table 5: Examples of different types of self-disclosure
observed in CounselChat and RED datasets.

to annotate each response statement with labels
adapted from the MITI code. We saw the effec-
tiveness of our annotation process as it contributed
in increasing the observed agreement and inter-
rater reliability as the process advanced through
different stages. Based on the comparative analy-
sis between responses from counselors and peers,
we reported seven major differences between them,
highlighting the strengths and limitations of us-
ing abundantly available peer-support dialogues
for purposes such as training therapeutic chatbots.
In summary, peers’ responses tend to be more sup-
portive, compassionate, and encouraging than coun-
selors’ as observed by the increased percentage of
Support and Affirm labels. But important thera-
peutic techniques such as asking more open ques-
tions than closed ones, reflections, giving informa-
tion and advices with permission, and emphasizing
speaker’s autonomy require further boosting. MI
non-adherent behaviors such as confronting is also
seen higher among peers and thus should be elim-
inated. Careful attention should also be paid to
self-disclosure among peers as the majority of such
statements are of the type extra-session disclosure,
which is less useful for the therapeutic process.

Curating this dataset is the first step in our gen-
eral goal of boosting the therapeutic competency in
peer-support responses. Using this dataset we plan
to train an MITI classifier to automatically identify
favourable and unfavourable response types present
in peers’ responses. Being able to detect MI non-
adherent behaviors such as confronting will enable
us to directly eliminate such responses from the
data. Next, we intend to develop an MITI rephraser
that can convert certain types of responses such as
closed questions and advices without permission
into more favourable reflections and advices with
permission, respectively. We plan on investigating
simple linguistic rule based approaches as well as
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unsupervised text style transfer methods that can
be trained on unparalleled corpora (Malmi et al.,
2020; Jin et al., 2022) for this purpose. We believe
this will largely boost the therapeutic competency
in peer-support responses and will increase the ther-
apeutic effectiveness in chatbots trained on them.

7 Ethics Statement

Data curation: Analysis of posts of a website such
as Reddit is likely considered “fair play" as indi-
viduals are anonymous and users are aware that
their responses remain archived on the site unless
they explicitly delete them. The Reddit privacy
policy also states it allows third parties to access
public Reddit content through the Reddit API and
other similar technologies. 5 Reddit’s data is al-
ready widely available in larger dumps such as
Pushshift (Baumgartner et al., 2020). We collected
only publicly available data in Reddit and the cu-
ration process did not involve any intervention or
interaction with the Reddit users. The CounselChat
dataset is also available publicly. But Fiesler and
Proferes (2018) in a study on user perceptions on
social media research ethics empahsizes some po-
tential harms that can be caused due to social com-
puting research because internet users rarely read
or could fully understand website terms and con-
ditions. Since this dataset in particular contains
sensitive information, we adhere to the guidelines
suggested by Benton et al. (2017) for working
with social media data in health research, and share
only anonymized and paraphrased excerpts from
the dataset so that it is not possible to recover user-
names through a web search with the verbatim post
text. In addition, references to usernames as well
as URLs are removed from dialogue content for
de-identification.

Human annotation: Considering the qualifica-
tions of the workers we recruited, who were all
trained in the practice of counseling, we were de-
termined to pay them a wage considerably above
the US minimum wage of $7.12 per hour. We paid
them $10 per batch of 10 dialogues in the first stage
of the experiment, in which average task comple-
tion time took ≈30 minutes (excluding the time
taken by workers who took an unusually long time
to complete the task). A bonus of $5 was offered
for each batch if a worker obtained an above av-
erage observed agreement with a peer. For the

5www.redditinc.com/policies/
privacy-policy-october-15-2020

second and third stages of the annotation task, we
offered the workers 5 per batch of 10 dialogues.
The average completion time per batch was ≈15
minutes in these two stages. Since the dataset is
in English, all the annotators recruited were either
native speakers or had professional competency
in the English language. The fact that the dataset
is English-only potentially perpetuates an English
bias in NLP systems.

Therapeutic chatbots: Finally, there can be
certain ethical implications associated with the de-
velopment of therapeutic chatbots as highlighted
by several researchers (Lanteigne, 2019; Mon-
temayor et al., 2021; Tatman, 2022). However,
the idea of therapeutic chatbots is not a new con-
cept. Chatbots such as SimSensei (DeVault et al.,
2014), Dipsy (Xie, 2017), Emma (Ghandeharioun
et al., 2019), Woebot (woebothealth.com),
and Wysa (www.wysa.io) are some examples.
As Czerwinski et al. (2021) state, About 1 billion
people globally are affected by mental disorders; a
scalable solution such as an AI therapist could be
a huge boon. Thus, even though therapeutic chat-
bots may encompass certain ethical implications,
based on previous studies we already can acknowl-
edge that the use of chatbots has the potential to
improve therapeutic services notably in relation to
accessibility and anonymity.

We curated this dataset for the ultimate develop-
ment of a chatbot that adheres to MI strategy when
responding to emotional distress. With the signif-
icant performance achieved by recent pre-trained
language models, going for a deep learning-based
solution is one of the choices that can be taken
when developing such an agent. But it should not
be undermined that because of the unpredictabil-
ity associated with generative models, they always
carry a risk when delivering emotional support to
those undergoing distress. Thus, caution should
be taken to avoid the delivery of inappropriate re-
sponses. This may not be limited to avoiding pro-
fane or judgemental responses. As pointed out by
R. Tatman (2022) a response such as “You’re not
alone" may be comforting to someone with de-
pression, however, can bring detrimental effects to
someone suffering from paranoia. Hence, caution
should be taken when developing therapeutic chat-
bots based on this dataset. Real-world deployment
of such agents may still encompass potential dan-
gers and if deployed, should be done with human
supervision.

www.redditinc.com/policies/privacy-policy-october-15-2020
www.redditinc.com/policies/privacy-policy-october-15-2020
woebothealth.com
www.wysa.io
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A Annotation Experiment

A.1 User Interfaces
Figures 5 and 6 shows the user interfaces of the
first and second stages of the MITI annotation ex-
periment conducted in UpWork. The first stage
is when two workers from UpWork were asked to
annotate each sentence contained in the listener
utterances of the dialogues from CounselChat and
RED datasets and the second stage is when a high
quality worker was asked to act as a judge to re-
solve the disagreements occured in the first stage.
Interfaces similar to the second stage were used
in the third stage as well. To educate the worker
on the MITI coding scheme and the labels we de-
rived out of it, a detailed tutorial was shown to the
worker at the beginning of the task. This is shown
in Figure 3c. A practice task to self-evaluate their
competence in annotating responses with the labels
derived from the MITI code followed next. Figure
4c depicts this.

A.2 More About the MITI
The MITI does not contain an exhaustive list of
all possible codes; thus not all sentences can be
mapped to a label from the MITI code. In this case,
the annotators were asked to select Other. Also, the
labels from the MITI code are mutually exclusive.
Thus, the same sentence could not receive more
than one label.

A.3 Worker Quality
In stage 1 of the annotation process, to motivate
the workers to pay attention to the task, we of-
fered to pay them a bonus of $5 for each batch of
dialogues that scored an above average observed
agreement with a peer worker. Out of 400 worker
assignments (200 batches × 2 workers per batch),
140 of them (35%) were able to receive this bonus.

https://societyforpsychotherapy.org/the-big-reveal-ethical-implications-of-therapist-self-disclosure
https://societyforpsychotherapy.org/the-big-reveal-ethical-implications-of-therapist-self-disclosure
https://makingnoiseandhearingthings.com/2022/08/03/large-language-models-cannot-replace-mental-health-professionals/
https://www.microsoft.com/en-us/research/project/dipsy-digital-psychologist/
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As the task progressed, those who scored higher
observed agreements with the peer workers were
allocated more batches to annotate.

In the second and third stages, to validate the
quality of the judges and their attentiveness to the
task, hidden checkpoints were included to measure
the workers’ attentiveness to the task. These check-
points were based on the labels agreed by the two
workers in the first stage of the task. In each batch
of 10 dialogues, we randomly selected 10 sentences
for which a label was agreed in the first stage. For
each such sentence, we randomly sampled another
label out of the remaining labels and showed it
along with the correct label for the judge to select
from. The four judges we recruited were able to
get in overall 84.3% questions correct in stage 2
of the annotation task. The scores for each of the
four judges were 80.00%, 86.47%, 86.47%, and
87.50%. In the third stage, they were able to get in
overall 82.93% questions correct. Their individual
scores were 83.00%, 83.64%, 82.00%, and 83.00%.
All the scores being above 80% in both stages indi-
cates that they all were paying significant attention
to the task.

A.4 Confusion Matrices

Figure 5 shows the confusion matrices in stage 1 of
the experiment between the two annotators for the
CounselChat and RED datasets separately. Labels
such as Give Information, Advise without Permis-
sion, and Closed Question had the highest agree-
ment between the two workers in the CounselChat
dataset, whereas in RED, the highest agreed labels
were Self-Disclose, Give Information, and Support.

Figure 6 shows the confusion matrices between
the two annotators for sentence for which the label
was unresolved in stage 1 and between each of
these annotators and the judge in stage 2 of the
annotation process. From the second and third
confusion matrices corresponding to each dataset,
it could seen how the judge’s annotations aligned
with annotations from each annotator from stage 1.

Figure 7 shows the confusion matrices between
the two remaining annotators after the annotations
from the poorly performed worker are removed and
between each of these annotators and the second
judge in stage 2 of the annotation process. Note
that in the remaining two annotations, the first one
comes from a relatively better performed worker
from stage 1 and the second one comes from the
first judge from stage 2. By observing the confu-

sion matrices, it was noted that 73.34% times, the
second judge agreed with the annotation provided
by the first judge in stage 2. This further validated
the quality of the judges selected.
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(a) The dashboard interface (b) Instructions

(c) The tutorial (d) The annotation task interface

Figure 3: User interfaces of the first stage of the MITI annotation experiment.
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(a) The dashboard interface (b) Instructions

(c) The practice task (d) The task interface for resolving labels

Figure 4: User interfaces of the second stage of the MITI annotation experiment.
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(a) CounselChat dataset (b) RED dataset

Figure 5: Confusion matrices between the two annotators for responses in the CounselChat and RED datasets during
stage 1 of the annotation process.

(a) Annotator 1 vs. Annotator 2 (b) Annotator 1 vs. Judge (c) Annotator 2 vs. Judge

CounselChat dataset (For stage 1 unresolved labels)

(d) Annotator 1 vs. Annotator 2 (e) Annotator 1 vs. Judge (f) Annotator 2 vs. Judge

RED dataset (For stage 1 unresolved labels)

Figure 6: Confusion matrices between the two annotators for sentence for which the label was unresolved in stage
1 and between each of these annotators and the judge in stage 2 of the annotation process. From the second and
third confusion matrices corresponding to each dataset, it could seen how the judge’s annotations aligned with
annotations from each annotator from stage 1.
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(a) Stage 1 annotator vs. First judge (b) Stage 1 annotator vs. Second judge (c) First judge vs. Second judge

CounselChat dataset

(d) Stage 1 annotator vs. First judge (e) Stage 1 annotator vs. Second judge (f) First judge vs. Second judge

RED dataset

Figure 7: Confusion matrices between different annotators for sentences which were still unresolved after stage 2
that contained at least one annotation from a poorly performed worker. It could be observed that the second judge’s
annotations in stage 3 aligned mostly with the first judge’s annotations in stage 2.


