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Abstract
Document-level biomedical relation extrac-
tion (Bio-DocuRE) is an important branch of
biomedical text mining that aims to automati-
cally extract all relation facts from the biomedi-
cal text. Since there are a considerable number
of relations in biomedical documents that need
to be judged by other existing relations, logi-
cal reasoning has become a research hotspot
in the past two years. However, current mod-
els with reasoning are single-granularity only
based on one element information, ignoring
the complementary fact of different granular-
ity reasoning information. In addition, obtain-
ing rich document information is a prerequisite
for logical reasoning, but most of the previ-
ous models cannot sufficiently utilize document
information, which limits the reasoning abil-
ity of the model. In this paper, we propose a
novel Bio-DocuRE model called FILR, based
on Multi-Dimensional Fusion Information and
Multi-Granularity Logical Reasoning. Specif-
ically, FILR presents a multi-dimensional in-
formation fusion module MDIF to extract suffi-
cient global document information. Then FILR
proposes a multi-granularity reasoning mod-
ule MGLR to obtain rich inference information
through the reasoning of both entity-pairs and
mention-pairs. We evaluate our FILR model on
two widely used biomedical corpora CDR and
GDA 1. Experimental results show that FILR
achieves state-of-the-art performance.

1 Introduction

Biomedical relation extraction(Bio-RE) is an im-
portant branch of biomedical text mining, which
always draws researchers’ attention. According
to the different length of processing text, Bio-RE
is generally divided into sentence-level RE and
document-level RE. In sentence-level RE, all in-
volved entities and relations are within a sentence.

∗Corresponding author
†The author contributes equally to the first author in this

work.
1https://github.com/Luguo-ry/FILR

[1] Acute vocal fold palsy after acute disulfiram intoxication .

[2] Acute peripheral neuropathy caused by a disulfiram

overdose … of it leading to vocal fold palsy .

[3] A woman was … because of quadriparesis , lancinating pain , 

sensory loss, and paresthesia of the limbs .

[4] … high dose of disulfiram in a suicide attempt . ….

[6] … had mild to moderate ataxia and giddiness . ….

[12] … caused by high - dose disulfiram intoxication .

intra-sentence relations:
<disulfiram, vocal fold palsy>; <disulfiram, peripheral neuropathy>

inter-sentence relations:
<disulfiram, quadriparesis>; <disulfiram, pain>; <disulfiram, paresthesia>; 

<disulfiram, ataxia>

Figure 1: An example of Bio-DocuRE from the CDR
dataset. We use the same color to denote the mentions
of the same entity.

Document-level RE is more complex than its sen-
tence counterpart. As shown in Fig. 1, in document-
level biomedical relation extraction(Bio-DocuRE),
the processed text is a whole document containing
multiple sentences. “disulfiram” is a chemical and
other entities are diseases. Each entity always has
more than one mention, for example, “disulfiram”
has four mentions in the document. In this exam-
ple, there are two intra-sentence and four inter-
sentence Chemidical Induce Disease(CID) rela-
tions, and the inter-sentence relation means that the
two entities involved in a relation may span multi-
ple sentences or even the entire document.

Early research (Guo et al., 2015; Jiang et al.,
2016; Zheng et al., 2017; Xiong et al., 2019) ef-
forts focus on sentence-level RE. However, in real-
world scenarios, many relations are expressed in
multiple sentences, and the sentence-level models
fail to recognize them. Therefore, more and more
attention has been paid to DocuRE (Zhou et al.,
2016; Gu et al., 2017; Verga et al., 2018). Most
existed Bio-DocuRE studies are sequence-based
(Nguyen and Verspoor, 2018; Li et al., 2020; Jiang
et al., 2020), graph-based (Tran et al., 2020; Zhang
et al., 2020a; Wang et al., 2020; Li et al., 2021b)
or transformer-based (Liu et al., 2020; Zhou et al.,
2021; Xu et al., 2021) methods, which never con-

https://github.com/Luguo-ry/FILR
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sider the problem of relation reasoning and have
limited effect. In the past two years, researchers no-
ticed that there are a lot of relations in biomedical
text that need to be judged relying on other relevant
relations. So, Bio-DocuRE methods integrating
logical reasoning have become a research hotspot
(Li et al., 2021a; Christopoulou et al., 2019; Nan
et al., 2020; Zhang et al., 2020b; Zeng et al., 2021;
Zhao et al., 2022).

Mention, entity, mention-pair, and entity-pair
are four document elements in different granu-
larity, and we notice that the purpose of logical
reasoning is essential to capture the dependen-
cies between certain document elements. Conse-
quently, we divide the logical reasoning mecha-
nisms in Bio-DocuRE into the following four gran-
ularity: mention-based, entity-based, mention-pair-
based, and entity-pair-based. All current methods
with reasoning only consider single-granularity,
and they perform mention-based (Li et al., 2021a),
or entity-based (Christopoulou et al., 2019; Nan
et al., 2020; Zhang et al., 2020b; Zeng et al., 2021),
or entity-pair-based (Zhao et al., 2022) reasoning.
Mention-based and entity-based reasoning mainly
focuses on local token-level interactions and results
in limited effect. While entity-pair-based reasoning
focuses on global entity-relation interaction and
could provide direct guidance for document-level
relation classification. Compared with entity-pair-
based reasoning, mention-pair-based reasoning can
capture the global dependencies among all mention-
pairs and provide fine-grained mention-relation
reasoning information, which complements each
other with the coarse-grained entity-relation rea-
soning information. Regrettably, no study notices
the importance of mention-pair-based reasoning
in Bio-DocuRE so far. Meanwhile, the current
single-granularity methods leads to insufficient rea-
soning. Therefore, in order to obtain the effective
and sufficient reasoning information, we propose
a multi-granularity logical reasoning module with
both mention-pair-based and entity-pair-based rea-
soning.

In addition, adequately mining global docu-
ment information is an important step for Bio-
DocuRE and is also the premise of performing
logical reasoning. However, most of the current
models suffer from the insufficient utilization of the
document information because they either obtain
the document information from a single perspective
(Li et al., 2021a; Christopoulou et al., 2019; Nan

et al., 2020; Zhang et al., 2020b; Zeng et al., 2021;
Zhao et al., 2022), or ignore the interaction and
fusion of different document information (Zhang
et al., 2020a; Wang et al., 2020; Xu et al., 2021).
Both the global context and structural information
of a document are important, which express the
document from different views. Therefore, we ex-
tract both the global context and structural infor-
mation of documents in this paper and propose a
multi-dimensional information fusion module to
fuse them.

Furthermore, in the process of obtaining the doc-
ument global structural information, most current
methods use GCN (Kipf and Welling, 2016) to it-
eratively update the document graph. However,
GCN has been proved (Li et al., 2018; Luan et al.,
2019; Zhao and Akoglu, 2019) to suffer from the
over-smoothing problem when stacking the con-
volution layers, that is, the features of the nodes
in graph would converge to similar values after
deep iterations. Therefore, to relieve the GCN
over-smoothing problem, we improve the com-
monly used document graph structure (Wang et al.,
2020; Christopoulou et al., 2019; Li et al., 2021b)
by designing a bridge node to capture the docu-
ment global structural information more effectively
within a finite number of iteration layers.

In this paper, to address the above issues, we
present a novel Bio-DocuRE model called FILR
based on multi-dimensional Fusion Information
and multi-granularity Logical Reasoning. We con-
duct experiments on two Bio-DocuRE datasets
CDR (Li et al., 2016) and GDA (Wu et al., 2019).
Our contributions can be summarized as follows:

• We propose a novel Bio-DocuRE model
FILR. Experimental results on two bench-
mark datasets show that our model FILR can
achieve state-of-the-art performance.

• We propose a multi-dimensional information
fusion module called MDIF to adequately
extract the global information of documents.
Meanwhile, a bridge node is designed on the
document graph to relieve the over-smoothing
problem.

• We propose a multi-granularity logical reason-
ing module called MGLR to simultaneously
conduct mention-pair-based and entity-pair-
based reasoning.
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[0] Indomethacin - induced renal insufficiency : recurrence on rechallenge .

[1] We have reported a case of acute oliguric renal failure with hyperkalemia in a patient with cirrhosis , 

ascites , and cor pulmonale after indomethacin therapy .

[2] Our case supports the hypothesis that endogenous renal prostaglandins play a role ... .

[3] Since nonsteroidal  ... cause acute renal failure , they should be used with caution in such patients .
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Figure 2: The overall framework of FILR, where MC means “mention-context map”, EC means “entity-context
map”, ES means “entity-structure map” and MS means “mention-structure map”.

2 Model

In this section, we describe the overall framework
of the proposed model FILR in Fig. 2. FILR makes
an effective use of biomedical documents informa-
tion and conducts multi-granularity reasoning to
improve the performance of Bio-DocuRE.

2.1 Task Definition
Document-level biomedical relation extraction task
can be defined as a classification problem. Given
an annotated document T and a set of entities
ei(1 ≤ i ≤ Ne), our goal is to extract the rela-
tions between all target entity pairs (eh, et). Note
that in one document, an entity pair, also called
a relation instance, usually owns more than one
corresponding mention pairs because each entity
ei can occur multiple times by entity mentions
mij(1 ≤ j ≤ Nei).

2.2 Encoding Layer
To better model the semantics of input document,
FILR adopts BioBERT (Lee et al., 2020) as the
document encoder, which is a domain-specific
language representation model pre-trained on the
large biomedical dataset for understanding com-
plex biomedical texts. And its effectiveness has
been proven surprisingly in various biomedical text
mining tasks.

Let DT = [w1, w2, ..., wN ] be the input docu-
ment T with N tokens. To better represent the
mentions which usually span a few consecutive to-
kens in T , we first insert a special marker “&” at
the start and end of mentions to mark the mention’s
span (Zhou et al., 2021). Then, the embedding rep-
resentations of each token and marker “&” with
rich semantic information can be got by the en-
coder. The embedding representation of T can be
described by:

XT = [x1, x2, ..., xi, ..., xN ′ ], xi ∈ Rdemb , (1)

where N ′ is the total number of tokens in T after
inserting the marker, and demb denotes the embed-
ding dim of words. In this paper, for each mention,
we take the embedding of the start marker “&” as
the mention embedding mij , and apply logsumexp
(Jia et al., 2019) on the mentions referring to the
same entity to obtain the entity embedding ei:

ei = log

Nei∑
j=1

exp(mij). (2)

2.3 Information Extraction Layer
In this section, to obtain mention and entity rep-
resentations that contain the global context and
structural information of documents, we design
two information extractors, respectively.
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Context information extractor(CIE) Zhou
et al. (2021) and Zhao et al. (2022) have proven the
effectiveness of the pre-trained multi-head attention
matrix A ∈ RH×N ′×N ′

in aggregating the entity
context information. So in this paper, we obtain
the entity and mention representations with rich
context information using similar methods. Akab

represents the attention from token a to token b
in the kth attention head. For mention mij , we
first take the attention from start marker “&” to all
tokens as the mention attention and get the mention-
context attention matrix Amij ∈ R1×N ′

by aver-
aging all attention heads. For entity ei, we get the
entity-context attention matrix Aei ∈ R1×N ′

by av-
eraging all related mention-context attention. Then
we obtain the entity representations Ec and men-
tion representations Mc with context information
by:

Am
1 =

Am

1TAm
, Am ∈ RNm×N ′

, (3)

Mc = Am
1 ∗XT ,Mc ∈ RNm×demb , (4)

Ae
1 =

Ae

1TAe
, Ae ∈ RNe×N ′

, (5)

Ec = Ae
1 ∗XT , Ec ∈ RNe×demb , (6)

where Nm is the total number of mentions in the
document, Am and Ae are the attention matrix of
all mentions and entities, respectively.

Structure information extractor(SIE) In this
part, we improve the commonly used document
graph structure to avoid the over-smoothing prob-
lem of GCN. The main idea is to make the nodes
in the document graph cover a wider information
field in the initial state so that the model can cap-
ture the global structure information of the docu-
ment before the over-smoothing problem occurs.
So we construct a document-level graph with three
types of nodes: entity nodes, mention nodes, and
bridge nodes. The bridge node contains informa-
tion across two sentences, so it broadens the infor-
mation field and retains the structure of sentences
in the meantime. And it is more conducive to the
interaction and aggregation of long-distance nodes’
information. With this document graph, the shallow
layers of GCN can also well model the structure
of documents, which alleviates the over-smoothing
problem of GCN to some extent.

Specifically, we let nbi = [bi; tb], nbi ∈
Rdemb+dt as the representation of bridge node bi,
where bi is defined by averaging the representa-
tion of all tokens in the linked two sentences:

bi = avgxk∈{si,si+1}(xk). Meanwhile, we let
nmij = [mij ; tm] and nei = [ei; te] as the represen-
tations of mention and entity nodes, respectively.
tb, tm, te ∈ Rdt are type representations of nodes.

Then, we construct five types of edges: (1)
Mention-Mention edges(MM): two mentions are
connected with MM edge if they co-occur in a sin-
gle sentence. (2) Mention-Bridge edges(MB): a
mention node is connected to a bridge node with
MB edge if this mention appears in the sentences
linked with the bridge node. (3) Mention-Entity
edge(ME): ME edge is added between a mention
node and an entity node if the mention refers to
the entity. (4) Entity-Bridge edge(EB): EB edge is
added between an entity node and a bridge node if
at least one mention of the entity is connected to
the bridge node. (5) Bridge-Bridge edge(BB): BB
edge is added between any two bridge nodes. In
this paper, all edges are undirected.

After the document graph is constructed, R-GCN
(Schlichtkrull et al., 2018) is applied on the graph to
model the structure information of documents, and
the iterative update process is defined as follows:

nl+1
i = σ

∑
r∈R

∑
j∈Nr

i

1

|N r
i |
W l

rn
l
j +W l

0n
l
i

, (7)

where σ(·) is an activation function, W l
r,W l

0 are
the parameters for edge type r and self-connection
in lth layer. N r

i is the set of neighbouring nodes
connected to ni by edge type r. R is the set of
edge types, and nl+1

i is the ith node representation
resulted from the lth R-GCN layer.

After L-layer R-GCN is stacked, mention repre-
sentations Ms ∈ RNm×dhid and entity representa-
tions Es ∈ RNe×dhid with structural information
can be obtained, where dhid is the hidden size of
R-GCN, and dhid is equal to the demb in this paper.

2.4 Information Fusion Layer

In this section, we propose a multi-dimensional
information fusion module called MDIF to fuse the
global context and structure information of docu-
ments.

First, four relation maps MC(mention-context
map), EC(entity-context map), MS(mention-
structure map), ES(entity-structure map) are built
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Figure 3: The structure of MDIF. ⊕ denotes addition
and ⊙ denotes the element-wise multiplication.

based on Mc, Ec, Ms and Es as follows:

MC = Mc ⊗MT
c ,MC ∈ Rdemb×Nm×Nm , (8)

EC = Ec ⊗ ET
c , EC ∈ Rdemb×Ne×Ne , (9)

MS = Ms ⊗MT
s ,MS ∈ Rdhid×Nm×Nm , (10)

ES = Es ⊗ ET
s , ES ∈ Rdhid×Ne×Ne , (11)

where ⊗ is the multiplication by Einstein summa-
tion convention, ∗T is the matrix transpose.

Then MDIF is proposed for Bio-DocuRE in-
spired by Dai et al. (Dai et al., 2021) in com-
puter vision. Our goal is to obtain entity-pair and
mention-pair representations with global context
and structural information.

The structure of MDIF is shown in Fig. 3. It
receives the context and structure features as input.
First, these two features are fused to obtain the shal-
low fusion feature. Then, the refined context and
structure features are re-extracted with two simi-
lar information reconstructors. Both of them are
mainly composed of two layers of point-wise con-
volution (PWConv), which only exploits point-wise
channel interactions for the shallow fusion feature.
Next, the refined structure and context features are
fused again to obtain the deep fusion feature, and
the channel-aware weight is calculated by a sig-
moid function. Finally, the original structure and
context features are fused by the channel-aware
weight. The entity-pair representations Esc and
mention-pair representations Msc with rich fusion
information can be expressed as:

Esc = ES ⊙W e
sc + EC ⊙ (1−W e

sc), (12)
Msc = MS ⊙Wm

sc +MC ⊙ (1−Wm
sc ), (13)

W e
sc = δ(F e

s (ES ⊙ EC) + F e
c (ES ⊙ EC)), (14)

Wm
sc = δ(Fm

s (MS ⊙MC) + Fm
c (MS ⊙MC)), (15)

where Esc ∈ Rdemb×Ne×Ne , and Msc ∈
Rdemb×Nm×Nm . ⊙ denotes the element-wise mul-
tiplication. F ∗

s and F ∗
c are the structure and con-

text feature reconstructors, respectively. δ(·) is

the sigmoid function. W e
sc and Wm

sc denote the
channel-aware weights for entity-pair and mention-
pair fusion, respectively. Entity-pairs and mention-
pairs belong to different granularity of relation rep-
resentations, so the parameters for entity-pairs and
mention-pairs are independent and trained paral-
lelly.

2.5 Reasoning Layer

In this section, we propose a multi-granularity logi-
cal reasoning module named MGLR based on CNN
(Krizhevsky et al., 2012). There are two reasoning
blocks in MGLR, one is the mention-pair reason-
ing block and the other is the entity-pair reasoning
block. The structure of the two reasoning blocks is
similar and the specific structure is shown in Fig. 4.

Conv 

5x5

ReLU

Output relation 

map
Conv 

5x5

ReLU

Conv 

5x5

ReLU

Input relation 

map

Figure 4: The structure of reasoning block.

The input of the mention-pair reasoning block is
the mention-pair representations with rich global
context and structure information Msc. We ap-
ply the 2D convolution with kernel size 5× 5 for
reasoning, and use the ReLU activation function
after each convolutional layer. In the mention-pair
map, each mention-pair can interact with other
pairs without the limitation of their position in the
document, so the global interaction information of
mention-pairs can be achieved only using one layer
of convolution. While in the implementation pro-
cess, we stack three convolution layers for deeper
and more adequate fine-grained reasoning. We let
Mrs as the representation of mention-relation rea-
soning information, it can be expressed as:

Mrs = ConvMn (Msc), (16)

where ConvMn (·) denotes the n-layers convolu-
tional network for mention-pair-based reasoning
and Mrs ∈ Rdemb×Nm×Nm .

The structure of the entity-pair reasoning block
is the same as counterpart mention-pair, and its
input is the entity-pair representations with rich
global context and structure information Esc. The
representation of entity-relation reasoning informa-
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tion Ers can be expressed as:

Ers = ConvEn (Esc), (17)

where ConvEn (·) denotes the n-layers convolu-
tional network for entity-pair-based reasoning and
Ers ∈ Rdemb×Ne×Ne .

2.6 Classifier Layer

In this section, to classify the relations for a re-
lation instance r = (eh, et), we need to get the
representation of r.

First, let rers and rmrs as the entity-relation and
mention-relation reasoning representation of r, re-
spectively. rers is the representation of r in Ers, and
rmrs can be calculated by aggregating all mention-
pairs referring to r:

rmrs = avgi∈eh
(
avgj∈et

(
Mrs[r;i;j]

))
. (18)

Then, rers and rmrs are concatenated as the rea-
soning representation of r: rrs = [rers; r

m
rs], rrs ∈

R2demb .
Next, to enrich the relation representation, the

entity-pair representation before reasoning and the
entity representation obtained by R-GCN are also
concatenated to represent the relation. The final
relation representation can be expressed as:

r = [rrs; rht; rf ], (19)

where rht = Ws[e
s
h; e

s
t ] + bs, and rf ∈ Rdemb

denotes the entity-pair representation of r from
Esc. esh and est are the entity representations of eh
and et from Es. Ws ∈ R2demb×2demb , and bs are
learnable parameters.

Finally, we use a feed-forward neural network to
calculate the probability for each relation instance:

P (r|eh, et) = δ(Wbσ(War + ba) + bb), (20)

where W∗, b∗ are learnable parameters, σ(·) is acti-
vation function, and δ(·) is the sigmoid function.
Global thresholding does not consider the varia-
tions of model confidence in different instances
that results in suboptimal performance, so we adopt
an adaptive-thresholding loss as the classification
loss to train our model following Zhou et al. (2021).
Specifically, they introduce a threshold class TH,
and push the logits of all positive classes to be
higher than the TH class, and the logits of negative

classes to be lower than it:

L =−
∑
r∈PT

log(
exp(logitr)∑

r′∈PT∪{TH} exp(logitr′)
)

− log(
exp(logitTH)∑

r′∈NT∪{TH} exp(logitr′)
), (21)

where logit is the output in the last layer before
sigmoid function.

3 Experiments

3.1 Datasets
We evaluate our FILT model on two widely used
Bio-DocuRE datasets: CDR (Li et al., 2016) and
GDA (Wu et al., 2019). The dataset statistics are
shown in Table 1.

Table 1: The statistic results of CDR and GDA datasets.

Dataset Docs relations N/A Intra- Inter-
CDR Train 500 1038 4280 755 283

Dev 500 1012 4136 766 246
Test 500 1066 4270 763 303

GDA Train 23353 36079 96399 30199 5880
Dev 5839 8762 24362 7408 1354
Test 1000 1502 3720 1273 229

3.2 Experimental Settings
FILR is developed using PyTorch and based on
Huggingface’s Transformers (Wolf et al., 2020).
The experimental settings are the same on CDR
and GDA. We use BioBERT-Base v1.1 (Lee et al.,
2020) as the encoder with learning rate 3e-5, and
train FILR with learning rate 1e-4 using 3-layers
of R-GCN. In FILR, in order to satisfy the re-
quirement for matrix dimensions when performing
reasoning, we set batch-max-entity-number and
batch-max-mention-number for each batch. And
all entity-pairs and mention-pairs representations
of documents in the same batch are aligned with
padding value 0.

3.3 Results
The baseline models can be divided into non-
reasoning models and reasoning models. And each
of them can also be divided into sequence-, graph-,
or transformer-based methods according to the way
of encoding documents.

Results on CDR Dataset. The performances
of FILR and baseline models on CDR dataset are
shown in Table 2. We can find that FILR achieves
85.7%, 89.1%, and 77.2% in terms of overall,
intra-, and inter-F1, which outperforms all exist-
ing models and achieves a new state-of-the-art on



2104

Table 2: Experimental results of the FILR on CDR and GDA datasets. All results given in this table are from their
related papers. “-” means the data not given in original papers.

Model CDR F1(%) GDA F1(%)
Overall Intra- Inter- Overall Intra- Inter-

non-reasoning model
CNN+ME+PP(Gu et al., 2017) (Gu et al., 2017) Sequence-based 61.3 57.2 11.7 - - -
BRAN(Verga et al., 2018) (Verga et al., 2018) Sequence-based 62.1 - - - - -

EncAttAgg(Jiang et al., 2020) (Jiang et al., 2020) Sequence-based 64.9 - - - - -
EoGANE(Tran et al., 2020) (Tran et al., 2020) Graph-based 66.1 70.7 53.5 82.8 86.3 58.6
GLRE(Wang et al., 2020) (Wang et al., 2020) Graph-based 68.5 - - - - -
DAM-GAN(Li et al., 2021) (Li et al., 2021b) Graph-based 68.6 78.8 56.2 83.6 86.9 63.5
ATLOP(Zhou et al., 2021) (Zhou et al., 2021) Transformer-based 69.4 - - 83.9 - -

SSAN(Xu et al., 2021) (Xu et al., 2021) Transformer-based 68.7 74.5 56.2 83.7 86.6 65.3
reasoning model

MRN(Li et al., 2021) (Li et al., 2021a) Sequence-based 65.9 70.4 54.2 82.9 86.1 53.5
EoG(Christopoulou et al., 2019) (Christopoulou et al., 2019) Graph-based 63.6 68.2 50.9 81.5 85.2 51.1

LSR(Nan et al., 2020) (Nan et al., 2020) Graph-based 64.8 68.9 53.1 82.2 85.4 53.1
DHG(Zhang et al., 2020) (Zhang et al., 2020b) Graph-based 65.9 70.1 54.6 83.1 85.6 58.8

SIRE(Zeng et al., 2021) (Zeng et al., 2021) Graph-based 70.8 - - 84.7 - -
CGM2IR(Zhao et al., 2022) (Zhao et al., 2022) Transformer-based 73.8 79.2 55.1 84.7 88.3 59.0

FILR(ours) 85.7 89.1 77.2 84.7 87.2 68.9

CDR dataset. Compared with the previous state-of-
the-art model CGM2IR, FILR achieves improve-
ments of 11.9%, 9.9%, and 22.1% in overall, intra-
and inter-F1, respectively, which can be attribut
to the reasoning of global mention-pairs and the
utilization of global structure information of doc-
uments. In general, FILR provides rich premise
information for logical reasoning through the ex-
traction and fusion of global document information.
Meanwhile, the multi-granularity logical reasoning
based on entity-pair and mention-pair can effec-
tively model the global interaction among differ-
ent granularity relation pairs, improving the effect
distinctly in all evaluation metrics, especially the
inter-sentence.

Results on GDA Dataset. As shown in Table 2,
we can see that FILR achieves 84.7% in overall
F1, which outperforms most of the existing models
and achieves the same result as the state-of-the-art
models on GDA dataset. It is important to note
that the scale of GDA is nearly 50 times larger than
CDR, so GDA is less sensitive to models and the
improvements on it in all evaluation metrics are
not significant. Compared with CGM2IR, on intra-
F1 and inter-F1, we can observe that FILR is 1.1%
lower than CGM2IR in intra-F1, but 9.9% higher in
inter-F1, which shows that FILR mainly improves
the performance of inter-sentence relations. How-
ever, since the number of inter-sentence relations
only accounts for 16% of the total relations shown
in Table 1, the increase in inter-sentence F1 scores
fails to bring the same gain in overall F1 scores.

3.4 Ablation Study

Table 3: Ablation study of FILR on CDR and GDA. “o-
∗” refers to the model removing “∗” module. “o-context”
and “o-structure” are the models without using context
and structure information of documents, respectively.
In “o-MDIF-cat” model, MDIF module is replaced with
concat operation. “o-e-r” refers to the model removing
entity-pair-based reasoning block.

Model CDR F1(%) GDA F1(%)
Overall Intra- Inter- Overall Intra- Inter-

FILR 85.7 89.1 77.2 84.7 87.2 68.9
o-context 83.4 87.1 75.0 84.0 87.3 63.8

o-structure 84.6 88.8 74.8 83.7 86.8 63.6
o-MDIF-cat 83.6 88.4 73.5 84.2 87.2 66.7

o-e-r 79.1 83.2 70.3 83.4 86.7 63.1
o-MGLR 70.1 74.8 60.1 83.1 86.1 64.2

We conduct a thorough ablation study as shown
in Table 3 and Fig. 5 to study the effectiveness
of our contributions: MDIF, MGLR modules and
the improved document graph. From Table 3 and
Fig. 5, we can observe that:

(1) Both global context and structure document
information are important for Bio-DocuRE. And
the MDIF module is able to integrate the two global
documents information effectively by the channel-
based weighted fusion, which brings at least 2.1%
and 0.5% improvements in terms of the CDR and
GDA dataset, respectively.

(2) Coarse-grained entity-pair-based reasoning
can get the macro entity-relation reasoning infor-
mation, which is necessary for the relationship in-
ference of long-distance entity-pairs. At the same
time, fine-grained mention-pair-based reasoning as
the beneficial supplement to entity-pair-based rea-
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Figure 5: Ablation study of the effect of R-GCN layers.

soning, contributes evidently to both the intra- and
inter-sentence relation extraction.

(3) As shown in Fig. 5, the best extraction results
are achieved on CDR and GDA dataset with the R-
GCN layers of 2 and 3, respectively. And with the
increase of the number of RGCN layers, the decline
of all evaluation metrics is relatively gentle. This
result shows that the model finally achieves optimal
performance after the convolution of two layers or
three GCN layers, alleviating the over-smoothing
problem as well as leveraging the advantages of
GCN.

3.5 Case Study

o-

MGLR
FILR

0

8

-3

4

0.53 0.48

-1.55 -1.60

GE NE TH ME

GE

NE

TH

ME

... [5] …treated with gemcitabine 1 , …D15 ; methylprednisolone 1 , … 
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Figure 6: Case study of the multi-granularity reasoning
module MGLR effectiveness on CDR dataset.

As shown in Fig. 6, we conduct a case study to
further illustrate the effectiveness of the MGLR
module. All values in Fig. 6 are the prediction
scores of the given relation instances. In this ex-
ample, GEM and methylprednisolone are chemi-
cals, neutropenia and thrombocytopenia are dis-
eases. The “o-MGLR” model incorrectly predicts
the classification of relation instance <methylpred-
nisolone, neutropenia> and <methylprednisolone,
thrombocytopenia> with the prediction scores -1.55
and -1.6, respectively. And the prediction scores
of <GEM, neutropenia> and <GEM, thrombocy-

topenia> are 0.53 and 0.48, which indicates the
model has insufficient confidence. Whereas, FILR
predicts all relation instances correctly. We can
see from Fig. 6, the confidence of FILR has been
improved evidently with the help of MGLR mod-
ule. In summary, the MGLR module can capture
the global interactions among all entity-pairs and
mention-pairs through convolution operation, even
if there is no explicit connection between them,
which effectively improves the performance of Bio-
DocuRE.

4 Related Work

Non-reasoning methods. Previous non-reasoning
Bio-DocuRE approaches can be divided into:
sequence-based, graph-based, and transformer-
based methods. Sequence-based methods (Gu et al.,
2017; Verga et al., 2018; Jiang et al., 2020) used
CNN or LSTM to extract document-level relations.
However, these sequence-based methods do not
capture the long-distance dependencies of docu-
ments and have limited effect. In order to break
through the limitations, researchers tried to con-
struct document graphs (Tran et al., 2020; Wang
et al., 2020; Li et al., 2021b). Then, with the de-
velopment of pre-trained language models, Trans-
former showed powerful capabilities in capturing
context information, and is increasingly used in
Bio-DocuRE task (Zhou et al., 2021; Xu et al.,
2021).

Reasoning methods. Many researchers have
tried to introduce various reasoning mechanisms
to reinforce the ability of model in intra- and inter-
sentence relation extraction. Li et al. (2021a) pro-
posed a mention-based module for multi-hop rea-
soning, and introduced a co-attention mechanism
for global mention reasoning. Christopoulou et al.
(2019) implemented inference with an iterative al-
gorithm. Nan et al. (2020) and Zhang et al. (2020b)
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constructed a document graph and used GCN on
the graph to employ multi-hop reasoning. Zeng
et al. (2021) designed a logical reasoning module
that can cover more logical reasoning chains. Zhao
et al. (2022) executed entity-pair level logical rea-
soning using GNN-based methods.

5 Conclusion

In this paper, we propose a novel Bio-DocuRE
model called FILR. FILR first acquires the global
context and structure information of documents.
Then, the MDIF module is proposed to fuse the
two document information effectively. Next, we
propose the MGLR module to conduct entity-pair-
based and mention-pair-based reasoning parallelly.
Last, we evaluate our FILR model on two widely
used biomedical datasets CDR and GDA and the
experimental results show that FILR achieves state-
of-the-art on two datasets.
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