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The Hebrew Essay Corpus

Prof. Shuly Wintner (University of Haifa, Israel)

The Hebrew Essay Corpus is an annotated corpus of Hebrew language argumentative essays
authored by prospective higher-education students. The corpus includes both essays by native
speakers, written as part of the psychometric exam that is used to assess their future success
in academic studies; and essays authored by non-native speakers, with three different native
languages, that were written as part of a language aptitude test. The corpus is uniformly
encoded and stored. The non-native essays were annotated with target hypotheses whose
main goal is to make the texts amenable to automatic processing (morphological and syntactic
analysis).

I will describe the corpus and the error correction and annotation schemes used in its
analysis. In addition, I will discuss some of the challenges involved in identifying and analyzing
non-native language use in general, and propose various ways for dealing with these challenges.
Then, I will present classifiers that can accurately distinguish between native and non-native
authors; determine the mother tongue of the non-natives; and predict the proficiency level of
non-native Hebrew learners. This is important for practical (mainly educational) applications,
but the endeavor also sheds light on the features that support the classification, thereby
improving our understanding of learner language in general, and transfer effects from Arabic,
French, and Russian on nonnative Hebrew in particular.
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Detect – Verify – Communicate: Combating Misinformation
with More Realistic NLP

Prof. Iryna Gurevych (Technical University of Darmstadt, Germany)

Dealing with misinformation is a grand challenge of the information society directed at equip-
ping the computer users with effective tools for identifying and debunking misinformation.
Current Natural Language Processing (NLP) including its fact-checking research fails to meet
the expectations of real-life scenarios. In this talk, we show why the past work on fact-checking
has not yet led to truly useful tools for managing misinformation, and discuss our ongoing
work on more realistic solutions. NLP systems are expensive in terms of financial cost, compu-
tation, and manpower needed to create data for the learning process. With that in mind, we
are pursuing research on detection of emerging misinformation topics to focus human atten-
tion on the most harmful, novel examples. Automatic methods for claim verification rely on
large, high-quality datasets. To this end, we have constructed two corpora for fact checking,
considering larger evidence documents and pushing the state of the art closer to the reality
of combating misinformation. We further compare the capabilities of automatic, NLP-based
approaches to what human fact checkers actually do, uncovering critical research directions
for the future. To edify false beliefs, we are collaborating with cognitive scientists and psy-
chologists to automatically detect and respond to attitudes of vaccine hesitancy, encouraging
anti-vaxxers to change their minds with effective communication strategies.
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Lexical Conceptual Resources in the Era of Neural Language
Models

Prof. Bolette Sandford Pedersen (Copenhagen University, Denmark)

Lexical conceptual resources in terms of e.g. wordnets, framenets, terminologies and ontologies
have been compiled for many languages during the last decades in order to provide NLP
systems with formally expressed information about the semantics of words and phrases, and
about how they refer to the world. In most recent years, neural language models have become
a game-changer in the NLP field – based, as they are, solely on text from large corpora. It
is time we ask ourselves: What is the role of lexical conceptual resources in the era of neural
language models? The claim of my talk is that they still play a crucial role since NLP
systems based on textual distribution alone will always to some extent be insufficient and
biased. Through my own work, which has over the years taken place in close collaboration
with leading lexicographers in Denmark, I will illustrate how such conceptual resources can be
compiled based on existing high-quality and continuously updated lexicographical resources
and how they can be further curated by examining the distributional patterns captured in
word embeddings.
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Towards AI that Reasons with Scientific Text and Images

Jose Manuel Gomez-Perez (Expert.ai)

Reading a textbook in a particular discipline and being able to answer the questions at the
end of each chapter is one of the grand challenges of artificial intelligence, which requires
advances in language, vision, problem-solving, and learning theory. Such challenges are best
illustrated in the scientific domain, where complex information is presented over a variety of
modalities involving not only language but also visual information, like diagrams and figures.

In this talk, we will analyze the specific challenges entailed in understanding scientific
documents and share some of the recent advances in the area that enable the development of
AI systems capable to answer scientific questions. In addition, we will reflect on what new
developments will be required to address the next grand challenge: to create an AI system
that can make major scientific discoveries by itself.
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OntoPopulis, a System for Learning Semantic Classes

Hristo Tanev
Joint Research Centre, European Commission

via Enrico Fermi 2749
Ispra, Italy

hristo.tanev@ec.europa.eu

Abstract

Ontopopulis is a multilingual weakly
supervised terminology learning algorithm
which takes on its input a set of seed
terms for a semantic category and an
unannotated text corpus. The algorithm
learns additional terms, which belong to
this category. For example, for the category
“environmental disasters” the input seed
set in English is environmental disaster,
water pollution, climate change. Among
the highest ranked new terms which the
system learns for this semantic class are
deforestation, global warming and so on.

Keywords: semantic classes, ontology
learning, terminology extraction

1 Introduction

Ontologies are knowledge-representation
models describing concepts of a domain,
their properties and the semantic relations
between them. These models are used in
Natural Language Processing and other AI
systems. Recently ontologies have been built
and exploited predominantly in the area of
biology and medicine. There are also many
other domains for which they have been used:
remote sensing, education, environment and
security, etc.

The most fundamental building block of the
ontology model are the concepts of the domain.
Each concept has lexical representation, which
shows how the concept is being referred at the
level of a specific language. For example, the
concept [TV-SET] in English can be referred to
as: TV , TV set, television receiver, and telly.
Words which describe ontology concepts form
the lexical layer of the ontology.

Ontologies are created mainly manually by
domain experts, however in populating their

lexical layer, terminology learning algorithms
have successfully been exploited. In this paper
we will describe such a multilingual algorithm
which given a set of ontology concepts learns
new set of related concepts.

For each concept and language under
consideration, the language experts define a
small seed set of terms, belonging to the concept
and its sub-concepts. For example for the
concept disaster the seed set for English can
be: disaster, flood, earthquake, forestfire,
wildfire.

The seed set is then expanded by the
algorithm by learning new terms, referring to
the same main concept (disaster) and its sub-
concepts, for example it will learn words like
calamity, tsunami, landslide. These terms
belong to the category disaster and its sub-
categories tsunami and landslide

The algorithm was named OntoPopulis
(ONTOlogy learning and POPULation).

In this paper we describe the algorithm and
its application in the domain of environment
for English.

2 Related work

The first algorithms for ontology learning from
text started to appear about 20 years ago.
Currently, many approaches are described in
the literature; they are designed to learn generic
and domain-specific ontology resources.

One of the first comprehensive overview of
these approaches is presented by (Cimiano,
2006).

More recent surveys of ontology learning
from text are presented in (Lourdusamy and
Abraham, 2019) and (Al-Aswadi et al., 2020).

The approach in this paper is inspired by an
earlier work, described in (Tanev and Magnini,
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2006).

3 OntoPopulis

OntoPopulis is a multilingual algorithm for
learning semantic classes. It does not use
any language-specific tools or annotations.
The algorithm accepts as an input a set of
seed terms for each ontology concept under
consideration and an unannotated corpus. For
example, for the concept disaster the seed
set is disaster, wildfire, earthquake and
for the concept environmental disaster it
is environmental disaster, water pollution,
climate change

The algorithm performs two processing steps
to learn the new lexical items for the input
concepts: (i) feature extraction and (ii) lexical
learning.

3.1 Feature Extraction and Weighting

For each category (e.g. environmental disaster),
we consider left and right context features.

Each left context feature consists of uni-gram
or bi-gram and can be followed by a preposition
or another stop word. For example primary
cause of is a left context feature; it occurs
on the left side of words from the category
environmental disaster. i.e. primary cause
of water pollution

Similarly, right context feature appear on
the right side of the seed terms, e.g. and
overfishing is a right side context feature and
it appears in phrases like water pollution and
overfishing.

The left and right context features are
weighted using a formula which considers the
frequency of their co-occurrence with the seed
terms.

Each context feature has to appear at least
3 times in the corpus with the seed set terms

For each such a context feature n and a
semantic category C we calculate the score:

score(n,C) =
∑

st∈C
PMI(n, st)

where seeds(C) are the seeds terms of
the category C and PMI(n, st) is the point-
wise mutual information which shows the co-
occurrence between the feature n and the seed
terms.

At the end of this learning phase there is
a possibility for a linguist to perform manual
feature selection from the list of the top ranked
features. Manual cleaning is optional when
high precision is the goal. In the reported
experiments, however, we haven’t used it.

Table 1 lists the top-ranked context feature
for the semantic category environmental
disaster

As one can observe, the context feature
of OntoPopulis are very easy to evaluate
semantically and linguistically. The table
shows that these features come from semantic
properties, predicates and related concepts of
the considered semantic category.

3.2 Term Extraction

The term extraction and learning stage takes
the features, which were learned and manually
selected for each category in the previous
stage and extracts as candidate terms uni-
grams and bi-grams, which frequently co-occur
with these features and which do not contain
stop words, numbers or capitalized letters.
Weighting of the candidate terms was carried
out with the view to optimize the efficiency
of the calculations. For this reason, we avoid
to obtain the frequency of each candidate
term in the corpus and we rather calculate
the term feature vector in a non-standard
way. It would be statistically more correct to
use as a feature weight the point-wise mutual
information between the term and the feature.
However, this would require to collect statistics
about the term frequency, which will decrease
the algorithm speed. We weighted the term
candidates, using the following algorithm:

1. For each category C we define a feature
space, whose dimensions are only the
features selected for this category

2. For each category C we define a category
feature vector

C⃗ = (wf1, wf2, wf3, ..., wfnc)

where wfi are the weights of the category
features, calculated as wfi = score(ni, C),
where ni is the n-gram used as ith
context feature in our model; score(ni, C)
is calculated with the point-wise-mutual-
information based formula presented in the
previous subsection.

Proceedings of CLIB 2022
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Feature Score
threatened by X 1.38
X and land degradation 0.87
impacts of X 0.79
pollution and X 0.75
impact of X 0.59
emissions and X 0.54
X and greenhouse 0.54
emissions and X 0.54
X and greenhouse 0.54
land use and X 0.52
contributor to X 0.51
X and global warming 0.48
primary cause of X 0.45
combating X 0.44
worst effects of X 0.42
degradation and X 0.38
X and other environmental 0.37
contributes to X 0.32
exacerbated by X 0.32
reducing X 0.31
global warming and X 0.29
X and overfishing 0.29
exposure to X 0.28
warming and X 0.27

Table 1: Top-ranked features for semantic category environmental disaster

3. We normalize each category feature vector
C⃗ by dividing its coordinates with its
length and obtain its normalized form
norm(C⃗) (this is needed when several
categories are considered at a time)

4. Then, for each candidate term t for the
category C we define a term feature vector
t⃗C = (w1, w2, ..., wnc) where

wi =
fi

fi + 3

, where fi is the frequency with which term
t appears with context feature i.

5. The weight for each candidate term t for a
category C is defined as a scalar product in
the vector space defined for the category
C, multiplied by the square root of the
number of the non-zero features of the
term feature vector:

weigth(t, C) = t⃗C .norm(C⃗).
√
NNZF (t⃗C)

,where NNZF returns the number of the
non zero vector coordinates.

In plain words, this formula measures term
suitability for a category by considering
the co-occurrence of the term with the
context features of this category and their
weights.

6. Finally, the system orders the term
candidates for each category by decreasing
weight and filters out terms with a weight
under a certain threshold.

4 Experiments

We run the Ontopopulis algorithm on
a seed set of three words, modelling
the concept environmental disaster:
environmental disaster, climate change,
water pollution The list of the highest
ranked 27 newly learned terms is presented
in table 2. The irrelevant ones are marked
with asterisk. The relevant ones (77%)

Proceedings of CLIB 2022
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shown in the table can be divided into
two categories:

• hyponyms of the environmental
disaster: global warming,
deforestation, air pollution,
acidification, rising sea, heat wave,
ocean acidification, environmental
degradation, desertification, warming
temperatures, extreme weather,
erosion, oil spills, habitat loss.

• factors, which cause environmental
disasters: overfishing, illegal fishing,
carbon emissions, greenhouse gases,
noise.

The algorithm can be used in the
process of building ontologies and semantic
dictionaries for information extraction
tasks, such as event detection, named
entity recognition, sentiment analysis, etc.
The algorithm can significantly speed up
creation of language resources and it learns
words which are rare and difficult to come
up with by linguists.

In this paper we have evaluated this
algorithm for English language, but it has
no restriction on the language used, since
it does not use any annotation or language-
specific resources.

References
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construction from text: a review from shallow
to deep learning trend. Artificial Intelligence
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Term Score
global warming 42.2
deforestation 21.4
overfishing 9.0
rising sea 8.8
∗naturaldisasters 8.1
∗brexit 5.4
∗covid 4.4
greenhouse gases 4.2
air pollution 4.1
acidification 3.9
heat wave 3.8
environmental degradation 3.6
rising temperatures 3.4
ocean acidification 2.9
environmental damage 2.8
∗circumstances 2.7
desertification 2.3
carbon emissions 2.2
illegal fishing 2.1
warming temperatures 2.1
extreme weather 2.1
erosion 2.1
∗globalization 2.0
noise 2.0
∗fakenews 2.0
oil spills 2.0
habitat loss 2.0

Table 2: Highest scored learned terms for semantic category environmental disaster
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A corpus for Automatic Article Analysis

Elena Callegari
Uni of Iceland / Árnagarður, Reykjavík

SageWrite ehf. / Miðbær, Reykjavík
ecallegari@hi.is

Desara Xhura
SageWrite ehf. / Miðbær, Reykjavík

desara@sagewrite.com

Abstract

We describe the structure and creation of the
SageWrite corpus. This is a manually anno-
tated corpus created to support automatic lan-
guage generation and automatic quality assess-
ment of academic articles. The corpus currently
contains annotations for 100 excerpts taken
from various scientific articles. For each of
these excerpts, the corpus contains (i) a draft
version of the excerpt (ii) annotations that re-
flect the stylistic and linguistics merits of the ex-
cerpt, such as whether or not the text is clearly
structured. The SageWrite corpus is the first
corpus for the fine-tuning of text-generation al-
gorithms that specifically addresses academic
writing.

Keywords: Natural Language Generation, Au-
tomatic quality assessment of text, Scientific
articles, Academic writing

1 Introduction

The latest developments in Natural Language Pro-
cessing (NLP) and Natural Language Generation
(NLG) demonstrate a significant gain in perfor-
mance on many domain-specific NLP tasks, by pre-
training on a large corpus of text and fine-tuning us-
ing prompt engineering1 in specific task (Liu et al.,
2021)(Brown et al., 2020)(Han et al., 2021). The
SageWrite corpus is a manually annotated corpus
created as a training dataset for the development of
automatic text-generation and quality-assessment
tools for academic writing2.
When writing the different sections of an academic
paper, authors often start by creating a rough draft
or outline of what they want that section to say,
which they then proceed to edit -and re-edit- until

1Prompt engineering is a way of fine-tuning, where the
NLP algorithm gets fed with examples of input and expected
results.

2In the future, the dataset could also be relevant for text
summarization purposes similar to (Collins et al., 2017)

they are satisfied with it. An author writing the
introduction of a linguistics paper may for exam-
ple start by writing something along the lines of 1,
which they will then proceed to edit until it looks
something like 2:

1. My intentions:
first: present core data on focus particles
second, review different existing approaches
3rd: say what I think about what works best

2. My intentions in this article are threefold: first,
to outline the key data that any successful ac-
count of focus particles should explain; sec-
ond, to review existing approaches that at-
tempt to account for these data; and third, to
offer my own views about the direction any
successful analysis should take.

Our primary goal is automate the process that
leads from 1 to 2: we want to generate grammat-
ical text starting from a rough draft of what the
final text should look like. Put differently, what we
aim to do is streamline the revision process that
leads from 1 to 2. What is required to generate 2
out of 1 stands halfway between natural language
generation out of a limited input (Qu, 2020) and
advanced automatic paraphrasing(Palivela, 2021).
Our secondary goal is to develop a classifier that
can process scientific articles and automatically as-
sess whether or not they exhibit certain qualities
or flaws that we deem relevant to assess scientific
publications, such as whether or not information
is clearly presented and whether or not the text
exhibits a good flow. Again, this is in an attempt
to streamline the revision process: if the stylistics
shortcomings of a paper are flagged automatically,
the author(s) of said paper can more readily address
them. The SageWrite corpus was created to assist
in the training of both of these functionalities.
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A first version of the corpus (version 0.1), consist-
ing of 100 annotated excerpts, was published online
in February 20223. We plan on increasing the size
of this dataset as more excerpts get annotated.

2 Text Selection

The 100 manually annotated excerpts were ex-
tracted from various types of academic articles.
To obtain the excerpts, we first created a database
containing scientific articles taken from Arxiv,
PubMed, plus around 70 articles that we randomly
selected from various disciplines in the Humanities.
The articles taken from Arxiv were all dated March
2020 onwards.

To extract the excerpts, we wrote a Python
program that automatically extracted excerpts of
around 300 words from various points in an arti-
cle. This was done to ensure that text belonging to
various sections of a paper (e.g. introduction, ab-
stract, conclusions) was included. Text was always
selected from the beginning of a paragraph until
the end of a paragraph. The average length of the
excerpts was 193 words.

The excerpts were annotated by three annotators.
As we wanted to work on academic texts, we hired
annotators who had ties with academia and expe-
rience with academic writing. Accordingly, one
of our annotators was a MA student, one was a
university lecturer and one had a PhD degree. All
annotators were also native speakers of (American)
English.
Annotations were completed online on a dedicated
platform where annotators could automatically log
each part of the annotation for a given excerpt.

Annotators saw rotations consisting of one ex-
cerpt from a PubMed article, one from an Arxiv
article and one from our Humanities articles. As
we thought it would be interesting to see how dif-
ferent individuals would react to the same text, all
annotators saw and hence annotated the same ex-
cerpts.

3 Structure of the Corpus

For each of the 100 excerpts, the corpus contains
(A) three corresponding rough-draft versions of ex-
cerpt, each authored by a different annotator and
(B) a list of tags that describe the stylistic and lin-
guistic qualities of each excerpt.

3https://github.com/elenaSage/
SageWrite0.1corpus

3.1 The Drafts
When writing up a section of an academic paper,
authors generally start out by writing a rough draft
of what they want to say. Drafts are both lexically
and syntactically different from the final version of
a paper. (Bowen and Van Waes, 2020) and (Bowen
and Thomas., 2020) used the key-logging software
Inputlog ((Leijten and Van Waes, 2013)) to explore
how seven MA students (four native speakers of
English and three native speakers of Chinese, all
enrolled at a British University) approach revisions
when writing an academic paper. The authors dis-
covered that drafts feature fewer subordinates, ad-
verbials and nominal modifiers than the finished ar-
ticles. For example, some sentence-initial adverbial
clauses ((underlined in 3, ex. from Bowen & Van
Waes: 348) and some sentence-initial adverbials
((underlined in 4, ex. Bowen & Van Waes: 349)
do not appear in the initial draft but are only added
during the revision stage. Based on our own experi-
ence with academic writing, we also expect drafts
to contain various types of abbreviations (e.g. 5), to
be more schematic in nature (e.g. articles, copulas,
1st person singular pronouns may be dropped (6a),
or arrows and empty lines may be used in place
of some types of adverbials (6b)), and to contain
instances of colloquial language that do not appear
in the final version of a paper ((8).

3. (a) Draft
"Research in this area has also looked at
the differences between collectivist and
individualistic countries."

(b) Finished Paper
"As well as looking at the differences in
class, research in this area has also
looked at the differences between collec-
tivist and individualistic countries."

4. (a) Draft
"As previously mentioned, because of
the close family bond (. . . )"

(b) Finished Paper
"However, as previously mentioned, be-
cause of the close family bond (. . . )"

5. (a) Contractions: "that’s" vs. "that is"
(b) Colloquialisms: "cause" for "because",

"w" for "with"
(c) Other types of abbreviations: "mvt" for

"movement", "foc" for "(linguistic) Fo-
cus"
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6. (a) "in sect 1, will be talking about foc mark-
ing patterns in Malayalam"

(b) "in sect 1 –> foc patterns in Malayalam"

7. (a) Draft
"In the essay Racisms, Kwame Anthony
Appiah says what he thinks about the
topic"

(b) Finished Paper
"In the essay Racisms, Kwame Anthony
Appiah provides his thoughts on this is-
sue."

8. (a) Draft
"But are MCI patients actually aware of
their cognitive deficits? That’s debat-
able"

(b) Finished Paper
"However, whether patients with MCI
are truly aware of the full extent of their
cognitive deficits is a matter of debate"

We asked our three annotators to read each ex-
cerpt and try to reverse-engineer what the draft
version of that excerpt might have looked like, and
to write that down. We asked them to experiment
with different drafting styles; for example, we ex-
plained that while some authors might use lots of
abbreviations, others might prefer to spell out ev-
ery or most words. While some authors might use
extremely colloquial language, others might prefer
to adhere to academic lexical standards already in
earlier versions of a paper.

An example of an original text and the draft one
of the annotators created can be seen in 9 (original
excerpt from (Keay and Hind, 2020), page 5):

9. (a) Original Text
"Participants (n=88) were recruited from
clients attending a private physiother-
apy clinic in Bath, United Kingdom.
The physiotherapy clinic provides phys-
iotherapy, strength and conditioning pro-
grammes and clinical input for a range
of conditions, including those exercis-
ers with suspected low energy availabil-
ity. Invitation for participants was also
disseminated through contacts in the
vicinity such as university, sport clubs
and healthcare providers referring to the
physiotherapy practice. The inclusion
criteria were males and females over the
age of 20. The study was approved by by

the university research ethics committee
and all participants provided informed
consent prior to taking part."

(b) Draft Text
"Participants: n=88; recruited from
client pool of private physio clinic, Bath,
UK. Physio clinic offers physiother-
apy, strength and conditioning, clini-
cal input for many conditions, includ-
ing exercisers with possible low en-
ergy availability. Also invited partici-
pants through local contacts at university,
sports clubs, healthcare providers that
refer to the physio clinic. Inclusion crite-
ria: males/females >20 years Approved
by uni research ethics committee; all sub-
jects gave informed consent before par-
ticipation."

As we are dealing with academic text, our goal
is to develop NLG tools that do not generate too
much beyond the original input: should the AI gen-
erate too much on top of the initial input provided
by the user, one could question whether the result-
ing generated text is truly the work of the author
or rather should be considered the work of the AI.
Because of these concerns, we instructed our anno-
tators not to leave out non-recoverable information
from the drafts. For example, information occur-
ring between parentheses in the original text was
always included in the corresponding draft version
(see 10).

10. (a) Original Text
"It also presents methods that may be
used for analyzing language interplays
in general (demonstrated using the
PDT data)"

(b) Draft Version (as by Annotator 2)
"Present methods to analyze language
interplays in general (see PDT)"

Annotators first practiced annotation on a set
containing 50 sample excerpts. During this practice
run, annotators got direct feedback by the authors
of this paper, who reviewed the annotations of the
sample excerpts. These 50 practice excerpts are not
included in the dataset we published online.

3.2 The Tags
We asked our annotators to evaluate the stylistic
and linguistic merits of each excerpt by selecting
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dedicated tags. We started out with a set of 13
tags that we came up with ourselves, based on our
own personal perception of what common issues
are found in scientific articles, as well as on the
literature on the topic (Pinker, 2014),(Ventola and
Anna Mauranen, 1996)(Badley, 2019)(Crompton,
1997). The 13 initial tags are listed below; we also
provide a short explanation of those tags which
may not be fully transparent.

i. Colloquial Language: to be used whenever
overly colloquial language is used;

ii. Formal Language: whenever excessively for-
mal language is used, e.g. when expressions
like et ceteris paribus are used (too often);

iii. Jumbled Vocabulary: to describe combina-
tions of words that make little sense, e.g. “the
council has a strong objective”(objectives can-
not be strong);

iv. Unnecessary jargon;

v. Verbosity;

vi. Opaque writing: for text that is obscure, hard
to understand;

vii. Overly long sentences;

viii. Abuse of passive sentences: e.g. "It has been
found that there had been many . . . ";

ix. Excessively complex syntax: e.g. “It is ex-
pected that an exploration of the variables af-
fecting the effectiveness of reading aloud will
support us in designing lessons (. . . )”;

x. Clear Structure: to mark text that is clear
and well-structured, text that clearly commu-
nicates the writer’s intentions, data or results;

xi. Pretentiousness;

xii. Engaging Writing: text that is compelling,
witty and makes one want to read more;

xiii. Dull writing: text that is dry, boring and not
engaging;

When selecting which tags to include in our inven-
tory, we tried including tags that refer to different
linguistic dimensions. For example, tags 1 to 5
relate to the lexical dimension, tags 7 to 10 capture
syntactic properties, tag 10 relates to pragmatics

and tag 11 to 13 relate to the perceived stylistic mer-
its or demerits of a text. We also tried to balance
the number of positive and negative tags. We pro-
vided annotators with a document explaining each
tag and where it should be used, which we went
over together. We then let the annotators try out the
tags over the 50 sample excerpts, providing them
with personalized feedback and comments should
they appear to be using some of the tags incorrectly.
We also told annotators that they could suggest ad-
ditional tags should they notice anything that was
obviously missing. After this initial dry-run over
the 50 sample excerpts, based on the suggestions
from the annotators we added 6 additional tags:

xiv. Redundant (content): to be used for words,
phrases or clauses that are superfluous;

xv. Repetition (style): for anaphoric repetitions,
epiphoric repetitions and anytime sentence
structure or vocabulary is not diverse enough;
A problem which is encountered frequently in
academic writing (Xiao and Carenini, 2020)

xvi. Poor flow: if the logical flow of a text is
whacky, or whenever there are no clear threads
to follow;

xvii. Non-sequitur: sentences that do not follow
logically from anything that was said before;

xviii. Unclear/vague: for unclear referents, ambigu-
ous statements and anything that should have
been explained in more detail;

xix. Fragment: for sentences/ paragraphs that feel
excessively telegraphic in style.

Also based on the suggestions from the annotators,
we replaced the tag “jumbled vocabulary” with
“word choice”:

–> word choice: to be used for any questionable
lexical choice, whether at the sentence level
or at the level of single words.

The final tag inventory thus consisted of 19 tags.
Annotators were given the option to select tags
either globally or locally. Locally selected tags re-
ferred to specific sub-parts of an excerpt, e.g. to
specific words, phrases, paragraphs. An example
would be the tag “overly long sentences”, that could
apply to a single sentence. A tag that was selected
globally meant that the specific characteristic that
the tag singled out applied to the entire excerpt;
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an example would be the tag “poor flow”. In the
corpus, each excerpt is associated with each of the
19 tags, and for each excerpt each of the 19 tags
has a value ranging from 0 to 3: 3 if that tag was
selected for that excerpt by all three annotators, 0
if it was selected by no annotator. To simplify the
structure of the corpus, we eliminated the distinc-
tion between global and local tags (in version 0.1
at least): if a tag was selected by an annotator, it is
associated with a “1” value, regardless of whether
the tag was selected globally or locally. The same
holds for cases in which the same tag was selected
locally more than once within the same excerpt.
In future versions of the corpus, we plan on mak-
ing the distinction between global and local tags
accessible.

4 Exploratory Data Analysis

4.1 Tags used

Table 1 below illustrates how often the tags were
selected at least once for a given excerpt (whether
locally or globally) by an annotator. We see that the
most frequently selected tags where “opaque writ-
ing” (34 instances), “clear structure” (36 instances)
and “word choice” (18 instances).

Some of the tags which were relatively under-
used are "formal language" (1 instance), "collo-
quial language" (2 instances), "repetition" (2 in-
stances) and "abuse of passive sentences" (3 in-
stances). There are different reasons that could
explain why these tags were underused: the low fre-
quency of "colloquial language" could be explained
by assuming that academic papers displaying an
overly colloquial style are fairly rare; if anything,
academic papers tend to be too formal. The low
frequency of the "formal language" tag could be ex-
plained by citing difficulties in determining when
text is too formal in a field where the use of formal
language is generally encouraged. The same ex-
planation could be extended to account for the low
frequency of "abuse of passive sentences": passive
sentences are a feature of academic writing. Anno-
tators might have felt compelled to accept as good
passive structures that they would have flagged
otherwise precisely because they were aware they
were dealing with academic text.

4.2 Length of Drafts

Figure 1 illustrates the length distribution of each
of the 100 excerpts. The average length of the
excerpts was 193 words.

Figure 1: Length in words of each of the original 100
excerpts

Figure 2, 3 and 4 illustrate the length distribution
of each of the drafts created by annotator 1, 2, and
3 respectively.

Figure 2: Length of each of the drafts created by anno-
tator 1

Figure 3: Length of each of the drafts created by anno-
tator 2

Note that some of the data points are missing
in figures 3 and 4 (annotators 2 and 3). This is
because annotators were instructed to mark as not
readable excerpts that would be too complex or
time-consuming to annotate, e.g. excerpts contain-
ing lots of formulas or symbols. The missing data
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colloquial language 2 abuse of passives 3 repetition 2
formal language 1 clear structure 36 fragment 9

jargon 4 pretentiousness 3 non-sequitur 4
verbosity 2 engaging 13 poor flow 8

opaque writing 34 dull 10 redundant 6
overly long sentences 4 unclear 12 complex syntax 4

word choice 18

Table 1: Frequency of Tag Usage in corpus

Figure 4: Length of each of the drafts created by anno-
tator 3

points in Fig 3-4 then represent excerpts that the
annotators decided to mark as not readable.

Figures 5, 6 and 7 illustrate the ratio between
length of the original excerpt and the correspond-
ing draft for each of the 3 annotators. For annotator
1, the average ratio corresponds to 0.774; for an-
notator 2, to 0.813; for annotator 3, to 0.633. We
see that the length of a draft increases more or less
incrementally with the length of the original text
for annotators 1 and 2. In the case of annotator 3,
on the other hand, the length of the initial outline
is less reliable of an indicator of the length of the
corresponding draft.

Figure 5: Ratio between length of excerpts and corre-
sponding draft for annotator 1.

Figure 6: Ratio between length of excerpts and corre-
sponding draft for annotator 2.

Figure 7: Ratio between length of excerpts and corre-
sponding draft for annotator 3.

The average amount of words per draft was
146.5 for annotator 1, 155 for annotator 2 and 119
for annotator 3. Figures 8, 9 and 10 (teal scat-
ter plots) help us further qualify these numbers by
showing us how draft length compares among an-
notators. Figure 8 illustrates how the length of the
drafts created by annotator 1 compares to those cre-
ated by annotator 2. Figure 9 compares the drafts
written by annotator 1 to those written by annotator
3. Finally, figure 8 compares annotator 1 with an-
notator 2. We see that there is indeed a difference
in style between annotator 1 and 2 (some of the
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drafts created by annotator 2 are longer than those
created by annotator 1), and in between annotator 2
and 3 (annotator 3 writes shorter drafts). The differ-
ence between annotator 1 and annotator 3, on the
other hand, seems to also be an artefact the missing
data points (i.e. the original texts that the annotator
decided not to annotate) for annotator 3.

Figure 8: Ratio between length of drafts by annotator 1
and drafts by annotator 2.

Figure 9: Ratio between length of drafts by annotator 1
and drafts by annotator 3.

Figure 10: Ratio between length of drafts by annotator
2 and drafts by annotator 3.

We also computed the total number of words
versus the number of unique words for the original
excerpts, the drafts by annotator 1, those by anno-
tator 2 and those by annotator 3 (table 2). Note
that we only extracted expressions containing letter
characters (symbols and digits were excluded) and
with a length between 2 to 20 characters; this was
mainly done to exclude formulas and mathematical
symbols from the analysis. We see that the percent-
age of unique words over the total word count is
remarkably similar overall: it is identical in both
the original texts, the drafts created by annotator 1
and the drafts created by annotator 2. Annotator 3,
on the other hand, appears to make a higher use of
unique words. This is likely connected to the fact
that annotator 3 is both a university lecturer and a
writer.

5 Conclusions & Limitations

In this paper, we have illustrated the structure and
creation process behind the SageWrite corpus, a
manually annotated corpus created to support au-
tomatic language generation and automatic quality
assessment of academic articles. Version 0.1 of
the corpus contains annotations for 100 excerpts
taken from various academic articles; each excerpt
was annotated by three different annotators, all of
whom were native English speakers. For each of
these excerpts, the corpus contains (i) a draft ver-
sion of the excerpt (ii) a selection of tags that reflect
the stylistic and linguistics merits of the excerpt.
Regarding drafts, on average drafts were around
26% shorter than the corresponding original text,
although there was definitely variation among dif-
ferent annotators. More specifically, we saw that
the ratio between length of the original excerpt and
the corresponding draft was 0.77 for annotator 1,
0.81 for annotator 2 and 0.63 for annotator 3. This
suggests that one should aim for drafts to be around
26±9.6% shorter than the original text; this value is
particularly interesting in the context of automati-
cally generating draft-like text from finished papers
by selectively removing specific words and phrases,
which is something we are also currently working
on. Our data also suggests that 23.6% is a good
value to aim for when it comes to lexical diversity
in the drafts: this is the value obtained by comput-
ing the mean value of the lexical diversity indexes
for annotators 1, 2 and 3 (22%, 22% and 27% re-
spectively). Of interest is the fact that 22% was also
the lexical diversity index of the original texts. An
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Total Words Unique Words % of unique words
Original texts 14187 3150 22%

Drafts by Annotator 1 12069 2753 22%
Drafts by Annotator 2 13320 2998 22%
Drafts by Annotator 3 9986 2774 27%

Table 2: Total words vs. Unique words

issue that reduces the power of our analysis is the
missing data points for annotators 2 and 3: these are
excerpts that the annotators decided not to annotate
because they were deemed sub-optimal examples
of text. This generally happened when the original
excerpts contained a lot of mathematical formulas
or other types of symbols. Annotators clearly dis-
agreed on what was deemed "annotation-worthy":
annotator 1 annotated all examples, while annota-
tors 2 and 3 did not. Future rounds of annotations
could be made more efficient by analyzing more in
detail what kind of excerpts did not get annotated
by the most stringent annotator (annotator 3 in our
case), and then adjusting our extraction code to
automatically exclude text that contains whatever
features are common to those sub-optimal excerpts
(e.g. a ratio of symbols and formulas higher than
a certain value). Regarding tag usage, we saw that
the most frequently selected tags where “opaque
writing” (34 instances), “clear structure” (36 in-
stances) and “word choice” (18 instances). The
tags that were selected the least, on the other hand,
were "formal language" (1 instance), "colloquial
language" (2 instances), "repetition" (2 instances)
and "abuse of passive sentences" (3 instances). To
optimize future round of annotations, a possibil-
ity might be that of dropping these four tags from
the list of tags annotators can choose from; this
would reduce the total number of selectable tags to
15, something that would likely also simplify the
annotation process.
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Abstract

The vast majority of existing datasets for
Named Entity Recognition (NER) are built
primarily on news, research papers and
Wikipedia with a few exceptions, created
from historical and literary texts. What is
more, English is the main source for data
for further labelling. This paper aims to fill
in multiple gaps by creating a novel dataset
“Razmecheno”, gathered from the diary texts
of the project “Prozhito” in Russian. Our
dataset is of interest for multiple research
lines: literary studies of diary texts, transfer
learning from other domains, low-resource or
cross-lingual named entity recognition.
Razmecheno comprises 1331 sentences and
14119 tokens, sampled from diaries, written
during the Perestroika. The annotation schema
consists of five commonly used entity tags:
person, characteristics, location, organisation,
and facility. The labelling is carried out on
the crowdsourcing platfrom Yandex.Toloka in
two stages. First, workers selected sentences,
which contain an entity of particular type.
Second, they marked up entity spans. As a
result 1113 entities were obtained. Empirical
evaluation of Razmecheno is carried out with
off-the-shelf NER tools and by fine-tuning
pre-trained contextualized encoders. We
release the annotated dataset for open access.

Keywords: named entity recognition,
text annotation, datasets

1 Introduction

Modern Named Entity Recognition (NER) systems
are typically evaluated on datasets such as ACE,
OntoNotes and CoNLL 2003, collected from news
or Wikipedia. Other common setups to test NER
systems include cross-lingual evaluation (Liang
et al., 2020) and evaluation in domains, other than

*These authors contributed equally to this work.

general, such as biomedical domain (Weber et al.,
2020; Wang et al., 2019).

Additionally, the vast majority of NER datasets
are in English. A few large-scale datasets for other
languages are NoSta-D (Benikova et al., 2014)
(German), NorNE (Jørgensen et al., 2020) (Nor-
wegian), AQMAR (Mohit et al., 2012) (Arabic),
OntoNotes (Hovy et al., 2006) (Arabic, Chinese),
FactRuEval (Starostin et al., 2016) (Russian).

We present in this work a new annotated dataset
for named entity recognition from diaries, written
in Russian, – “Razmecheno”1. The texts are pro-
vided by the project “Prozhito”2 which digitizes
and publishes personal diaries. Diaries exhibit dif-
ferent surface and style features, such as complex
narrative structure, and author-centricity, mostly ex-
pressed in simple sentences with predominance of
verbs and noun phrases. NER annotation is the first
step for summarisation and coreference resolution
tasks.

Design choices, made for the corpus construc-
tion, are the following. We follow the standard
guidelines of named entity annotation and adopt
four commonly-used types Person (PER), Location
(LOC), Organization (ORG), Facility (FAC). We
add one more type, CHAR, which is used for per-
sonal characteristic (e.g., nationality, social group,
occupation). Texts, used in the corpus, are sam-
pled from the diaries, written in the late 1980s, the
time period addressed as Perestroika. We utilized
crowdsourcing to label texts.

Our dataset enables assessing performance of the
NER models in a new domain or in a cross-domain
transferring. We make the following contributions:

1“Got annotated”. The short form of the
past participle neuter singular of the verb разме-
чать (“to annotate”). https://github.com/
hse-cl-masterskaya-prozhito/main

2“Got lived”. The short form of the past participle
neuter singular of the verb прожить (“to live”). https:
//prozhito.org/
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1. We present a new dataset for Named En-
tity Recognition of 14119 tokens from 124
diaries from Prozhito. Entity types, used
in the dataset, follow standard guidelines.
The dataset will be freely available for
download under a Creative Commons Share-
Alike 4.0 license at https://github.com/

hse-cl-masterskaya-prozhito/main;

2. We assess the performance of the off-the-
shelf NER taggers and fine-tuned BERT-based
model on this data.

2 Related work

Most of the standard datasets for named entity
recognition, as ACE (Walker et al., 2005) and
CoNLL (Sang and De Meulder, 2003), consist of
general domain news texts in English. For our
study, there are two related research lines: NER for
the Russian language and NER in Digital Humani-
ties domain.

2.1 NER for Russian language

The largest dataset for Russian was introduced by
(Loukachevitch et al., 2021). In NEREL, entities
of types PER, ORG, LOC, FAC, GPE (Geopolitocal
entity), and FAMILY were annotated, and the total
number of entities accounts to 56K.

(Starostin et al., 2016) presented FactRuEval
for NER competition. The dataset included news
and analytical texts, and the annotation was made
manually for the following types: PER, ORG and
LOC. As of now, it is one of the largest datasets for
NER in Russian as it includes 4907 sentences and
7630 entities.

Several other datasets for Russian NER, such
as Named Entities 5, WikiNER, are included into
project Corus3. Its annotation schema consists of 4
types: PER, LOC, GEOLIT (geopolitical entity), and
MEDIA (source of information). Another golden
dataset for Russian was collected by (Gareev et al.,
2013). The dataset of 250 sentences was annotated
for PER and ORG. For the BSNLP-2019 shared task,
a manually annotated dataset of 450 sentences was
introduced (Piskorski et al., 2019). The annotation
includes PER, ORG, LOC, PRO (products), and EVT

(events). RuREBus (Ivanin et al., 2020) is an ex-
ample of NER dataset for a specific domain: it was
introduced for a shared task in relation extraction

3https://github.com/natasha/corus

for business. Business-related documents were an-
notated manually with the help of active learning
algorithm.

Several silver datasets exist for Russian NER.
WikiNEuRal (Tedeschi et al., 2021) uses multilin-
gual knowledge base and transfomer-based models
to create an automatic annotation for PER, LOC,
PRG, and MISC. It includes 123,000 sentences and
2,39 million tokens. In Natasha project, a silver an-
notation corpus for Russian Nerus4 was introduced.
The corpus contains news articles and is annotated
with three tags: PER, LOC, and ORG. For Corus
project, an automatical corpus WikiNER was cre-
ated, based on Russian Wikipedia and methodology
of WiNER (Ghaddar and Langlais, 2017).

2.2 NER applications to Digital Humanities

Bamman et al. (2019) introduced LitBank, a dataset
built on literary texts. The annotation was based
on ACE types of named entities, and it includes
the following types: PER, ORG, FAC, LOC, GPE

(geo-political entity) and VEH (Vehicle). The an-
notation was made by two of the authors for 100
texts. The experiments with models trained on
ACE and on LitBank showed that NER models
trained on the news-based datasets decrease signifi-
cantly in the quality on literary texts. Brooke et al.
(2016) trained unsupervised system for named en-
tity recognition on literary texts, which bootstraps
a model from term clusters. For evaluation, they an-
notated 1000 examples from the corpus. Compared
to NER systems, the model shows better results on
the literary corpus data.

Apart from English LitBank, a dataset for Chi-
nese literary texts was created and described by
Xu et al. (2017). The dataset for Chinese literature
texts had both rule-based annotation and machine
auxiliary tagging, hence, only examples where gold
labels and predicted labels differ were annotated
manually. The corpus of 726 articles were anno-
tated by five people. Besides standard tags, as PER,
LOC, and ORG, the authors used tags THING, TIME,
METRIC, and ABSTRACT.

Another approach to annotation was presented
by Wohlgenannt et al. (2016). The authors’ pur-
pose was to extract social networks of book char-
acters from literary texts. To prepare an evaluation
dataset, the authors used paid micro-task crowd-
sourcing. The crowdsourcing showed high quality
results and appeared to be a suitable method for

4https://github.com/natasha/nerus
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digital humanities tasks.

3 Dataset collection

3.1 Annotation schema

Our tag set consists of five types of entities. This
tag set was designed empirically for texts of diaries
from common tags used in related works (Walker
et al., 2005; Bamman et al., 2019).

• PER: names/surnames of people, famous peo-
ple and characters (see Example 1);

• CHAR: characteristics of people, such as titles,
ranks, professions, nationalities, belonging to
the social group (see Example 4);

• LOC: locations/places, this tag includes ge-
ographical and geopolitical objects such as
countries, cities, states, districts, rivers, seas,
mountains, islands, roads etc. (see Example
2);

• ORG: official organizations, companies, asso-
ciations, etc. (see Example 3);

• FAC: facilities that were built by people, such
as schools, museums, airports, etc. (see Ex-
ample 4);

• MISC: other miscellaneous named entities.

We introduce a novel tag CHAR for the follow-
ing reasons. In diaries, people are often referred
with their social status or specialty. Annotation of
such mentions allows for further exploration of a
social spectrum. See Appendix G.4 for the exact
definition of the tag as it has been presented to the
assessors. Among the annotated characteristics,
plenty of emotional coloured judgements (such as
“rebel”, “alcoholic”, “liar”) can be found. While
this highlights the subjective nature of this class
of entities, it also provides a way to consider the
perception of the epoch by various social groups,
which we find promising for further studies.

Unlike datasets based on news, when working
with diaries, it is important to know not only a
person’s name (which is sufficient for news because
famous people usually get into them), but also one’s
social status. The reason for this is that it gives an
opportunity to make assumptions about lifestyle of
this person.

These five entity types can be clearly divided
into two groups: the first one, PER-CHAR, is related

to people and the second one, ORG-LOC-FAC, is
related to places and institutions.

We annotated flat entities, so that the overlap
between two entities is not possible. The main
principle of the annotation is to to mark up the
longest possible span for each entity, not to divide
them when not required, because our schema does
not assume multi-level annotation, when one entity
can include another ones. For example, a name and
a surname coalesce in single PER entity, rather than
being two different ones (see Example 1).

(1) А
And

ведь
really

Леон
Leon︸ ︷︷ ︸

PER

просил
asked

меня
me

отозваться
to.talk

лишь
only

о
about

Жаке Ланге
Jack Lang︸ ︷︷ ︸

PER

‘And Leon asked me to talk only about Jack
Lang’.

(2) Орёл
Orel︸︷︷︸

LOC

самый
the.most

литературный
literary

город
city

в
in

России
Russia︸ ︷︷ ︸

LOC

‘Orel is the most literary city in Russia’.

(3) Позвонил
called

в
in

“Урал”:
“Ural”︸ ︷︷ ︸

ORG

надо
need

все-таки
after.all

дать
give

им
them

знать
know

о
about

моем
my

прилете.
arrival

‘I called the “Ural”: after all, I have to let
them know about my arrival’.

(4) Солдаты
soldiers︸ ︷︷ ︸

CHAR

живут
live

в
in

вагоне
car

на
on

этой
this

станции.
station︸ ︷︷ ︸

FAC

‘Soldiers live in a car at this station’.

In ambiguous cases entity tags were identified
based on the context, so the same entity in different
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sentences could be tagged as two different types,
for instance, university could be annotated as ORG

or FAC. If an entity was used in a metaphorical
sense, it would not be annotated with any tag.

(5) Будет
will

и
and

на
on

нашей
our

улице
street

праздник
a.festival

‘Every dog has its own day’.

3.2 Preliminary markup
We performed preliminary analysis of the random
subsets of the “Prozhito” corpus. The analysis re-
vealed that most of the sentences contain no entities
at all. To avoid costly looping over all sentences,
we developed a two-stage annotation pipeline. The
first stage aims at selecting sentence candidates,
which may include entities of interest. This helps
to reduce the amount of sentences sent to assessors
and exclude sentences with no entities at all. Dur-
ing the second stage, entity spans are labeled in the
pre-selected candidates from the first stage.

Two classifiers were trained on a small manually
annotated training set — for PER-CHAR and ORG-
LOC-FAC groups, respectively. The task of these
classifiers is to predict, whether an entity from a
group is present in a sentence, or not. These classi-
fiers do not aim at entity recognition, but rather at
binary entity detection.

We leverage upon four possible base models
as classifiers: ruBERT-tiny5, ruBERT6 (Ku-
ratov and Arkhipov, 2019), ruRoBERTa7,
XLM-RoBERTa8. Table 1 presents with the classi-
fication scores. A few marked up sentences (198)
were taken as test sample.

Models Precision Recall Micro f1-score

ruBERT-tiny 0.81 0.88 0.84
ruBERT 0.89 0.91 0.90
ruRoBERTa 0.90 0.88 0.89
XLM-RoBERTa 0.80 0.99 0.89

Table 1: Transformer-based binary classifiers scores

As a result, ruRoBERTawas chosen as the base
model. In this task, the precision is more impor-

5https://huggingface.co/cointegrated/
rubert-tiny

6https://huggingface.co/DeepPavlov/
rubert-base-cased

7https://huggingface.co/sberbank-ai/
ruRoberta-large

8https://huggingface.co/
xlm-roberta-base

tant than the recall, since we mark up only part
of the corpus and, therefore, we still miss some
information, but at the same time we want to have
any entities in the selected sentences with a high
probability.

To train both classifiers, a random sample of size
1500 was taken from diaries belonging to the Pere-
stroika period. Texts were independently marked
up by assessors for the presence of ORG-LOC-FAC

and PER-CHAR. Due to the fact that it was impor-
tant to achieve a balance of classes in the training
sample, and there were more texts with PER-CHAR

than ORG-LOC-FAC, the training samples for ORG-
LOC-FAC and PER-CHAR turned out to be different
– 829 and 1465 records accordingly (see Table 2
for the validation set scores).

All available sentences were marked up by bi-
nary classifier and after that were chosen sentences
with following conditions:

1. In the sentence there are entities from PER-
CHAR and ORG-LOC-FAC groups, respec-
tively;

2. Classifier was the most confident on these sen-
tences.

Entity Type Precision Recall F1-score

ORG-LOC-FAC 0.94 0.92 0.94
PER-CHAR 0.89 0.81 0.82

Table 2: ruRoBERTa scores in the binary classifica-
tion task

Most confidence here means the average proba-
bilities of each entity groups. Finally, the sentences
selected this way were given to the assessors for
further marking.

3.3 Crowdsourcing annotation

Annotation setup For annotation, we used Rus-
sian crowdsourcing platform Yandex.Toloka 9. We
prepared two tasks for assessors: determination
of PER-CHAR and of ORG-LOC-FAC in “Prozhito”
texts. The task was made available only to Russian
native speakers. Before annotation, it is neces-
sary to get through the learning pool with hints (20
sentences) and an exam (10 sentences) that show
whether assessors understand the meaning of the

9https://toloka.yandex.ru/
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given NE tags. The sentences were tokenized with
Razdel tokenizer10.

The tasks for learning, exam and control were
initially annotated by the co-authors with help of
annotation tool BRAT 11.

Each assessor, who succeeded in the learning
and exam phases, (mark ≥ 50% for learning and
≥ 80% for exam), got access to assessment of sen-
tences in the main pool. Our main pools in both
tasks consist of approximately 1500 tasks and 400
control sentences. Tasks were given to assessors
on pages, Figure 3 depicts the task interface. Each
page consisted of 4 normal tasks and 1 control task.
A fee for one page was 0.05$. The average time of
completion of a page was about one minute. Over-
all, the fee per hour exceeded minimum wage in
Russia. The overlap for each sentence given in
Toloka is 3 in order to choose the most popular
variant of markup as a correct one. Control tasks
are necessary for monitoring of an annotation qual-
ity. We banned users if they skipped more than 7
task suites in a row or if they had less than 30%
correct control responses.

Assessors agreement analysis While in most of
the cases assessors had no dispute, voting mecha-
nism has been involved in nearly one third of cases
provided in the corpus (38% in the ORG-LOC-FAC

task, 36% in PER-CHAR tasks, respectively).
In both tasks, the typical assessors’ disagreement

pattern was two competing annotation hypotheses.
In the ORG-LOC-FAC task, that was mostly caused
by different labels plausible for certain rare events.
The ability to correctly disambiguate such terms
relied on rather rare factual knowledge, thus pro-
voking annotation errors (as in Сижу в гостини-
це “Одесса”. (‘Staying in the hotel “Odessa”’.), the
challenging choice is ‘hotel “Odessa”’ is a FAC or
an ORG entity). While the same group of asses-
sors disagreements was found in the PER-CHAR

task, there also emerged two more disagreements
patterns: (i) identifying the proper span for the
characteristics (annotating the whole полковник в
отставке (‘the retired colonel’) or only полков-
ник (‘colonel’) ) and (ii) inaccurate boundaries’ de-
tection for persons initials, which mostly emerged
when the assessors missed to highlight the dot in
the name shortenings (as with М .С . in М .С . его
очень ценил поначалу. (‘M.S. valued him a lot
in the beginning’)).

10https://github.com/natasha/razdel
11https://brat.nlplab.org/

Rare cases with more than two competing an-
notations were mostly of random nature (as with
birds being annotated as PER), or caused by the
appearance of rare words (as with calzones being
annotated as Person).

3.4 Dataset statistics
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Length in words

0.00

0.05

0.10

Pr
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Figure 1: Distribution of sentence lengths

The total number of sentences in the dataset is
1331 and the total number of tokens is 14119. The
average sentence length is 10.61 tokens (see Fig-
ure 1). 1113 entities were identified at all (1474
mentions). The average length of entity in tokens
is 1.32 token.

CHAR PER LOC ORG FAC MISC
Tags
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200

300

400
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Figure 2: Distribution of entity types

Table 3 and Figure 2 describe dataset statistics.

Type # Entities % Entities # Mentions % Mentions

CHAR 282 25.0% 290 19.7%
FAC 71 6.4% 106 7.2%
LOC 186 16.7% 221 15.0%
ORG 73 6.6% 137 9.3%
PER 490 44.0% 708 48.0%
MISC 11 1.0% 12 0.8%

Total 1113 100.0% 1474 100.0%

Table 3: Dataset entities statistics
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Entity Type Top-10 mentions

CHAR ребёнок (‘child’), женщина (‘woman’), президент (‘president’), друг (‘friend’), поэт
(‘poet’), папа (‘dad’), писатель (‘writer’), жена (‘wife’), отец (‘father’), военный (‘mil-
itary’)

FAC театр (‘theatre’), аэропорт (‘airport’), дом (‘house’), школа (‘school’), музей (‘museum’),
кафе (‘cafe’), станция (‘station’), библиотека (‘library’), посольство (‘embassy’), тюрь-
ма (‘prison’)

LOC город (‘city’), Москва (‘Moscow’), Россия (‘Russia’), улица (‘street’), Ленинград
(‘Leningrad’), проспект (‘avenue’), Кандагар (‘Kandagar’), озеро (‘lake’), страна (‘coun-
try’), запад (‘west’)

ORG ЦК (‘Central Committee’), совет (‘council’), парламент (‘parliament’), Политбюро (‘Polit-
buro’), Правда (‘Pravda’), КПСС (‘the Communist Party of the Soviet Union’), издательство
(‘publishing house’), верховный (‘supreme’), Мосфильм (‘Mosfilm’), союз (‘union’)

PER Горбачев (‘Gorbachev’), Борис (‘Boris’), Ельцин (‘Yeltsin’), Володя (‘Volodya’), Таня (‘
Tanya’), Витя (‘Vitya’), Рыжков (‘Ryzhkov’), Яковлев (‘Yakovlev’), Сергей (‘Sergey’), Иван
(‘Ivan’)

Table 4: Top-10 mentions for each entity type

PER is the most frequent tag, a little less than a half
of all entities are of this type. Persons are often pro-
vided via a few tokens. The rest of types does not
represent the same variance between mentions and
entities. MISC entities are only 1% of all entities.

As expected, popular mentions of entities ac-
tually represent concepts and personalities of the
Perestroika period (see Table 4). As we can see,
there are main politic figures in the list (e.g., Boris
Yeltsin, Mikhail Gorbachev, Nikolai Ryzhkov) as
well as old soviet political authorities (e.g., Cen-
tral Committee, the Communist Party of the Soviet
Union, Politburo). Some words that were new at
that time, such as ‘a president’ (since Gorbachev
became the first president of USSR in 1990) or ‘par-
liament’ (the Parliament of USSR was founded in
1989) are among the most frequent words. The mix-
ture of old Soviet terms and new words illustrates
this period as a time of transition. Another impor-
tant trend is the discussion of the Soviet-Afghan
war, as Kardagan was one of the centres of soviet
troops’ dislocation.

Top-10 entities of each type in all diaries for Per-
estroika period can be found in Appendix H. Texts
were marked up by the ruBERT model, trained on
texts annotated by assessors.

4 Evaluation

We’ve benchmarked two groups of models on the
presented dataset. Off-the-shelf tools were evalu-
ated without any modifications, while transformer-
based models were evaluated after a fine-tuning.

4.1 Off-the-shelf tools

We use a selection of of publicly avail-
able, NER systems: DeepPavlov-NER,
Natasha-SlovNet, Stanza, and SpaCy.
DeepPavlov-NER is a BERT-based model for

NER 12 implemented in DeepPavlov library (Burt-
sev et al., 2018). Its markup includes 18 tags, in-
cluding PERSON, ORGANIZATION, FACILITY, and
LOCATION.
SlovNet is a neural network based tool for

NLP tasks, including NER annotation. SlovNet
is a part of Natasha project. 13 SlovNet’s annota-
tion includes PER, LOC and ORG.
Stanza is a Stanford state-of-art model 14.

Stanza is based on Bi-LSTM model and CRF-
decoder. Stanza for Russian is a 4-entity system,
which includes PER, LOC, ORG and MISC.

NER system developed by SpaCy is a
transition-based named entity recognition com-
ponent. We use Natasha-SpaCy 15 model
trained on two resources - Nerus 16 and Navec
17. Natasha-SpaCy model can detect PER, LOC

and ORG entities in our dataset.
We have compared results of these models on

our dataset.
12http://docs.deeppavlov.ai/en/master/

features/models/ner.html
13https://github.com/natasha/slovnet#

ner
14https://stanfordnlp.github.io/stanza/
15https://github.com/natasha/

natasha-spacy
16https://github.com/natasha/nerus
17https://github.com/natasha/navec
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Models PER LOC ORG Overall

DeepPavlov 0.55 0.0 0.33 0.93
SpaCy 0.64 0.54 0.16 0.95
Stanza 0.69 0.4 0.11 0.94
Natasha 0.77 0.54 0.14 0.96

Table 5: The performance of off-the-shelf tools (accu-
racy)

As seen from the table 5, Natasha-SlovNet
showed the best performance on our dataset for PER

and LOC, while SpaCy was the best on LOC and
DeepPavlov showed the best results on ORG de-
tection. However, the results of all models are sig-
nificantly worse than the results on other datasets
(Appendix A). Such results prove our hypothesis
that off-the-shelf tools do not recognise entities on
a diary-based dataset, for they were trained on news
data.

Model performance analysis (Figure 5) reveals
main entity recognition issues. Most of the
models often detect false LOC and PER enti-
ties. In this case, SpaCy shows the best results.
Natasha-SlovNet has the greatest recall, espe-
cially on LOC and PER. All models often annotated
ORG as a non-entity. As our texts come from diaries
written in the 1990s, some organisations could not
exist anymore, and models do not recognise them.

FAC and CHAR were not on the entity lists of
the models, therefore, the models did not recognise
these tags. However, we would expect the models
to mark CHAR as PER and FAC as LOC or ORG be-
cause those tags are related. Indeed, this happens
for FAC but not for CHAR. This happens as most
of the named entities are proper nouns and start
with capitalized letters, unlike CHAR. All mod-
els annotated FAC more often as ORG than as non
entity.

Another problem is caused by false detection of
named entities’ span boundaries. To account for
this, we introduced the following approach. We
counted all cases when models did not find enti-
ties at all, detected false entities or used a wrong
tag (combined as ‘false detected’) or models in-
cluded more or less words from one or both sides.
Natasha showed the best results, for it detects
right boundaries for the most of the spans. The
most common error though for all models was not
finding an entity. Other mistakes include a shift of
boundaries to the left and including more or less

words on the left side, especially for PER recogni-
tion. It could be possibly explained that CHAR en-
tity proceeds PER entity (for instance, профессор
Иванов (‘professor Ivanov’) where ‘professor’ is
CHAR). Off-the-shelf models do not include CHAR

entity and could annotate them as PER. Problems of
narrower boundaries could be caused by excluding
quoting markers in automatic annotation.

4.2 Fine-tuned models
We fine-tuned multiple Transformer models for
NER: ruBERT, ruBERT-tiny, ruRoBERTa,
XLM-RoBERTa. The performance was evaluated
according to F1-scores per named entity and overall
micro F1-score.

We used weighted cross-entropy as a loss func-
tion. An inverse tag frequency was taken as weights
for cross-entropy, which helped us gain better re-
sults on unbalanced data. We also sorted the
dataset by the length of tokens and then split it in
batches, which slightly improved models’ perfor-
mance. Models were trained in an unfrozen manner.
The detailed hyperparameters values used to train
the models are provided in the Appendix B. The
performance was evaluated according to per-class
and overall micro-averaged F1-score.

4.3 Results
Natasha had the best F1-score among all off-
the-shelf tools. Nevertheless, results achieved for
our corpus are below Natasha’s results on news-
based datasets.

Fine-tuned transformers showed better results
than off-the-shelf tools. Predictions made by
ruBERT had the highest overall F1-score, the
model’s performance had the best F1-scores for
most tags (FAC, LOC, ORG) and top-3 best results
for CHAR and PER tags. According to Table 6,
we can consider ruBERT the best model for our
datasets, as it successfully predicts major and minor
classes.

The number of epochs was chosen according to
the following criteria: the model does not overfit on
the train data and shows high results on the devel-
opment data. To this end, we used early-stopping.
For ruBERT-tiny even 50 epochs were not suffi-
cient for reaching results comparable to other mod-
els’ performances.

According to Figure 5, CHAR and PER entities
were mostly wrongly detected as O by Natasha,
SpaCy and Stanza assessors. ORG tags were
also erroneously detected by these parsers, which
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Models CHAR FAC LOC ORG PER Overall

ruBERT-tiny 0.712 0.8 0.748 0.4 0.738 0.731
ruBERT 0.757 1.0 0.793 0.4 0.854 0.813
ruRoBERTa 0.703 0.333 0.729 0.166 0.795 0.739
XLM-RoBERTa 0.817 0.363 0.742 0.333 0.825 0.8

Table 6: Transformer architectures F1-scores

was quite similar to the results of transformer mod-
els’ results. LOC tags almost in all cases were de-
tected correctly both by pre-trained parsers’ trans-
former models, while FAC tags were significantly
better found by the former ones.

According to Figure 6, XLM-RoBERTa’s perfor-
mance could be considered quite successful: CHAR

tags, as well as PER and LOC, were almost infalli-
bly predicted. More exactly, PER entity was never
predicted as another entity on test data. FAC entity
was mixed with ORG tag in XLM-RoBERTa’s pre-
dictions, while ORG tag itself is nearly in all cases
is considered as O tag by the model.

Figure 6 also presented ruBERT-tiny’s per-
formance: CHAR and ORG entities were erro-
neously predicted as O more often, if compared
to XLM-RoBERTa. Nevertheless, in most cases
the model predicts correctly. ruBERT-tiny ex-
tracted all FAC and almost all PER tags without
major errors.

As for ruBERT’s results, O tags were rarely mis-
classified as CHAR, while all other tags were pre-
dicted entirely correctly or with inconsequential
mistakes.
ruRoBERTa’s performance was far from being

perfect, as O-entities were heavily confused with
other tags, but most predictions of other entities
were correct.

As for major tendencies in models’ predictions,
we can notice that ORG entity in most cases was
detected as O tag which although was not desired,
but still can encourage us to reanalyse ORG entities
and collect substantially more examples of ORG

tag occurrence. FAC entities were either (in most
cases) correctly predicted, or mispredicted as ORG.
O tags were sometimes detected as PER entity.

Given the evaluation results, one can conclude
that while off-the-shelf NER tools sometimes lack
desired tags, fine-tuning popular language models
allows to support the chosen subset with somewhat
reasonable yet far from perfect performance. This
highlights the need for better few- and zero-shot
sequence tagging tools capable of quickly general-
izing onto novel tag-sets.

5 Conclusion

This paper introduces Razmecheno, a novel dataset
for Named Entity Recognition. The texts in the
dataset are sampled from the project “Prozhito”,
which comprises personal diaries, written in Rus-
sian, from the 17th century up to the end of the
20th century. In particular, texts, marked up in
Razmecheno belong to the mid-1980 years, the pe-
riod in Russia, commonly known as Perestroika.
Razmecheno is a middle-scale dataset so that it con-
tains enough data to carry out literal and historical
studies.

The annotation schema, used in Razmecheno, is
simplistic. It consists of five named entity types,
of which four are commonly used in NER datasets,
namely, persons, locations, organization, and fa-
cilities. An only named entity type, introduced
in this project, is characteristics of the different
groups of people. The annotations are flat; over-
lapped, or nested entities are not allowed at the
moment.

As our annotation schema matches a commonly
used inventory of named entity types, it is possible
to leverage upon pre-trained models and transfer
learning techniques. The experimental evaluation
of Razmecheno is two-fold. First, we carry out an
extensive analysis of how available off-the-shelf
NER tools cope with the task. The results reveal,
that Natasha outperforms other tools under consid-
eration by a small margin. However, of five named
entity types, the off-the-shelf tools used to support
only three. Next, we experiment with four state-of-
the-art pre-trained Transformers. A monolingual
model, ruBERT significantly outperforms other
Transformers, followed by a multilingual model
XLM-RoBERTa.

There are a few directions for Razhmecheno de-
velopment. We plan to annotate the collected sen-
tences for other information extraction tasks, in-
cluding co-reference resolution, relation extraction,
and entity linking. Providing NER is the first step
to present the diary’s plot in a concise form. This
can be beneficial for studying the narratives and
events present in diaries. This way, Razhmecheno
could serve as a test-bed for end-to-end informa-
tion extraction models. Experiments in domain
adaptation and cross-lingual transfer from other
languages are another research line. Finally, we
have set up the whole environment to annotate texts
from “Prozhito”, so that diaries from other periods
can be marked up with a little effort.
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Lidia Pivovarova, Pavel Přibáň, Josef Steinberger,
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Appendix A Models performance on different datasets

Models factru ne5 bsnlp razmecheno
PER LOC ORG PER LOC ORG PER LOC ORG PER LOC ORG

DeepPavlov 0.91 0.886 0.742 0.942 0.919 0.881 0.866 0.767 0.624 0.55 0 0.33
SpaCy 0.901 0.886 0.765 0.967 0.928 0.918 0.919 0.823 0.693 0.64 0.54 0.16
Stanza 0.943 0.865 0.687 0.923 0.753 0.734 0.938 0.838 0.724 0.69 0.4 0.11
Natasha 0.959 0.915 0.825 0.984 0.973 0.951 0.944 0.834 0.718 0.77 0.54 0.14
ruBERT-tiny 0.619 0.395 0.558 0.619 0.414 0.564 0.318 0.333 0.180 0.738 0.748 0.4
ruBERT 0.548 0.358 0.461 0.883 0.777 0.856 0.483 0.451 0.423 0.854 0.793 0.4
ruRoBERTa 0.468 0.261 0.406 0.768 0.593 0.687 0.192 0 0 0.795 0.729 0.166
XLM-RoBERTa 0.879 0.763 0.78 0.963 0.936 0.944 0.762 0.899 0.726 0.825 0.742 0.333

Table 7: See Section 2.1 for the review of these corpora in the Nerus suite. The data on the performance for
off-the-shelf were taken from Natasha project 18

Appendix B Transformers hyper-parameters

Models Number of epochs Learning rate Weight decay

ruBERT-tiny 50 1e-5 3e-5
ruBERT 10 1e-4 2e-5
ruRoBERTa 5 1e-5 2e-5
XLM-RoBERTa 10 3e-5 1e-4

Table 8: Transformer architectures’ hyperparameters

Appendix C Crowd-sourcing task interface

Figure 3: Annotation of a phrase given in Yandex.Toloka: Ира привезла маленькие подарки Сашке—носки.
(‘Ira brought socks as small presents for Sasha.’).
Available annotations (hotkeys to annotate the selection are depicted on the right) are: Персона (‘Person’, PER,
blue) , Характеристика (‘Characteristics’, CHAR, green), Прочее (‘Misc’, MISC, grey), В тексте нет под-
ходящих сущностей (‘No entities present’, checkbox).

18https://github.com/natasha/slovnet#ner
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Appendix D Off-the-Shelf models’ span recognition

To evaluate how precise off-the-shelf models are in span recognition, we divide all cases of recognition in
11 groups:

• left more: the right border of a span was detected correctly but on the left border a model included
more words than in our annotation;

• right more: more words were included into a span on the right side;
• left less: the right border was correctly detected but on the left side one or more words were missing;
• right less: the left border was detected but on the right side less words were included;
• more: on both sides a model annotated more words than in the data;
• less: on the both sides a model detected a smaller span;
• equal: a model detected a span correctly;
• left right: the borders of a span were shifted from left to right, i.e., on the left side less words were

included and on the right side a model detected some extra words;
• right left: the borders of a span were shifted from right to left;
• not found: models did not find a span or annotated it with a wrong tag;
• false detected: models found spans that were not in the manual annotation.

Figure 4 shows the absolute number of cases of each type described above.

CHAR PER LOC ORG LOC FAC

left_more
right_more
left_less
right_less

more
less
equal

left_right
right_left
not_found

false_detected

0 0 0 0 0 0
0 0 0 0 0 0
0 13.56 0 0 0 0
0 0.85 0 0 0 0
0 0 0 0 0 0
0 0.85 0 0 0 0
0 45.76 0 0.85 0 0
0 0 0 0 0 0
0 0 0 0 0 0
32.2 1.69 1.69 0.85 0 1.69
0 0 0 0 0 0

DeepPavlov

CHAR PER LOC ORG LOC FAC

left_more
right_more

left_less
right_less

more
less

equal
left_right
right_left
not_found

false_detected

0 0.75 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0.75 0 0 0 0
0 0 0 0 0 0
0 0 0 0.75 0 0
0 48.87 13.53 0.75 0 0
0 0 0 0.75 0 0
0 0 0 0 0 0

26.32 5.26 1.5 0 0 0.75
0 0 0 0 0 0

Natasha

CHAR PER LOC ORG LOC FAC

left_more
right_more

left_less
right_less

more
less

equal
left_right
right_left
not_found

false_detected

0 1.5 0 0 0 0
0 0 0 0 0 0
0 4.51 0 0 0 0
0 1.5 0 0 0 0
0 0 0 0 0 0
0 0 0 0.75 0 0
0 39.85 13.53 0.75 0 0
0 0 0 0.75 0 0
0 0 0 0 0 0

27.07 7.52 1.5 0 0 0.75
0 0 0 0 0 0

SpaCy

CHAR PER LOC ORG LOC FAC

left_more
right_more
left_less
right_less

more
less
equal

left_right
right_left
not_found

false_detected

0 2.33 0 0 0 0
0 0 0 0 0 0
0 0.78 0 0 0 0
0 1.55 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 43.41 12.4 0.78 0 0
0 0 0 0 0 0
0 0 0 0 0 0

27.13 6.98 3.1 0.78 0 0.78
0 0 0 0 0 0

Stanza

Figure 4: Off-the-shelf tools’ mistakes in span recognition for each entity
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Appendix E Off-the-shelf tools confusion matrix

LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

0 1.2 0 0

0 0.08 0 0

0 0.44 0 0.1

0.1 92.4 0 2.61

0 0.1 0.03 0

0 0.77 0 2.1

DeepPavlov

LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

0 1.15 0 0.05

0 0.03 0.05 0

0.49 0.05 0 0

0.79 92.5 0.49 1.33

0 0.08 0.05 0

0 0.2 0 2.66

Natasha

LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

0 1.18 0 0.03

0 0.03 0.05 0

0.49 0.05 0 0

0.79 92.4 0.44 1.46

0 0.08 0.05 0

0.03 0.97 0 1.87

SpaCy

LOCMISC O ORGPER

CHAR

FAC

LOC

O

ORG

PER

0 0.03 1.13 0 0.05

0.05 0 0.03 0 0

0.44 0 0.1 0 0

1.08 1.13 91.3 0.33 1.28

0 0 0.1 0.03 0

0.08 0.15 0.44 0 2.2

Stanza

Figure 5: Confusion matrix for off-the-shelf tools per token in relative weights

Appendix F Transformers confusion matrix

CHAR FAC LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

1.1 0 0 0.13 0 0

0 0.06 0 0 0 0

0 0 0.49 0.02 0 0

0.52 0 0.24 93 0.04 0.99

0 0 0 0.15 0.02 0

0 0 0 0.02 0 3.4

ruBERT

CHAR FAC LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

1.2 0 0 0.37 0 0.01

0 0.07 0 0 0 0

0 0 0.69 0.04 0 0.03

0.52 0.01 0.39 91 0.03 1.9

0 0 0 0.15 0.01 0

0 0 0 0.09 0 3.8

ruBERT-tiny

CHAR FAC LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

1.2 0 0 0.08 0 0

0 0.1 0 0 0 0

0 0 0.62 0.06 0 0

0.97 0.21 0.43 90 0.21 2.2

0 0 0 0.14 0.02 0

0 0 0 0.02 0 4

ruRoBERTa

CHAR FAC LOC O ORG PER

CHAR

FAC

LOC

O

ORG

PER

1.3 0 0 0.11 0 0

0 0.048 0 0 0.048 0

0 0 0.58 0.048 0 0

0.34 0.13 0.29 91 0.032 1.5

0 0 0 0.11 0.016 0

0 0 0 0 0 4.1

XLM-R

Figure 6: Confusion matrix of ruBERT, ruBERT-tiny, ruRoBERTa and XLM-RoBERTa models’ results on the test
dataset
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Appendix G Crowd-sourcing tasks guidelines

G.1 Binary annotation for LOC, ORG, and FAC
Please note that this task is only for Russian native speakers.

Notice if the sentence contains references to places or organizations.

Here are examples of sentences that mention places or organizations:

1. Whatever you say, Orel is the most literary city in Russia.

2. A dark dream: we are going to some agricultural work along an embankment highway in a low place,
a flood meadow (like the intersection of the Kyiv highway with the Ugra River)

3. I called “Ural”: I had to let them know about my arrival

4. At eight in the morning they called us to the headquarters and put on the bus

5. A ferry on the Danube and Czechoslovakia are seen from the parapet

6. From the very beginning I did not like the name, but I remembered a twenty-five-year-old meeting in
our House of Culture with a group of poets.

7. Soldiers live in a carriage at this station.

Here are examples of sentences where there is no mention of entities:

1. Which of the Muscovites is a great writer?

2. Unpleasant letters caught my eye in the morning.

3. Everything should be harmonious and beautiful.

G.2 Binary annotation for PER and CHAR
Please note that this task is only for Russian native speakers.

Note whether the sentence mentions people or not.

Here are examples of sentences that include mentions of people.

1. Which of the Muscovites is a great writer? Well, Pushkin, of course.

2. What time did the parents call the boys?

3. Asya laughed like crazy.

4. Father Alexander came to our house from a neighboring church.

5. Comrade J. V. Stalin never trusted that Englishman.

6. We entered the Viennese shrine - the church of St. Stephan - with the flow of city guests.

Here are examples of sentences where there is no mention of entities:

1. In Chernobyl, we stood in line for two hours for dinner for two hours.

2. Unpleasant letters caught my eye in the morning.

3. Everything should be harmonious and beautiful.
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G.3 Span annotation for LOC, ORG, and FAC
Please note that this task is only for Russian native speakers.

Find mentions of entities in the text and highlight them in different colors: highlight a place in
blue, an organisation in green and a facility in red. If you can’t decide on a color to mark an entity,
highlight them in gray.

Annotation schema

• Place includes the names of countries, cities, states, etc. (when they designate a place), as well as
natural features: mountains, bodies of water, etc.

• Organization is an official association, such as names of firms, companies, etc.
• Facility is an institution built by humans: schools, museums, offices, airports, railway stations, etc.
• Other is used if there is some named entity in the text (Place or Organization), but you cannot

determine which one.

Advice. Select all the entities that you found in the text (see Example 1, there are two entities in it).
Advice. If several consecutive words form one entity, extend the selection to all these words (see

Example 6, where the House of Culture is one entity).

Entity examples
Location: Orel, Russia, Kyiv highway, Ugra river
Organization: “Ural”, headquarters
Institution: Lyceum 1535, Tretyakov Gallery, Kyiv Railway Station

Markup Examples

1. Whatever you say, Orel is the most literary city in Russia.

2. A dark dream: we are going to some agricultural work along an embankment highway in a low place,
a flood meadow (like the intersection of the Kyiv highway with the Ugra River).

3. I called “Ural”: I had to let them know about my arrival.

4. At eight in the morning they called us to the headquarters and put on the bus.

5. A ferry on the Danube and Czechoslovakia are seen from the parapet.

6. From the very beginning I did not like the name, but I remembered a twenty-five-year-old meeting in
our House of Culture with a group of poets.

7. Soldiers live in a carriage at this station.

G.4 Span annotation for PER and CHAR
Please note that this task is only for Russian native speakers.

Mark references to people in the text and highlight it in different colors: highlight a person in
blue and a characteristic in green. If you can’t decide on a color to tag a person, highlight them in gray.

Annotation schema

• Person is a name (as well as a surname, pseudonym, etc.) of a person or group of people, including
fake and famous ones.

• Characteristic is a characteristic of a person (rank, profession, nationality, belonging to a social
group)
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• Other is used if there is some named entity (Person or Characteristic) in the text, but you cannot
determine which one.

Advice. Select all the entities that you found in the text (see Example 4, there are two entities in it).
Advice. If several consecutive words form one entity, extend the selection to all these words (see

Example 5, where J. V. Stalin is one entity).

Entity examples
Persons: Asya, Pushkin, J. V. Stalin (J.V. Stalin is one person, so you should extend one selection to all

three words.)
Characteristics: schoolchildren, girls, women, priests, Americans

Markup Examples

1. Asya laughed like crazy. (Asya is a person’s name)

2. Which of the Muscovites is a great writer? Well, Pushkin, of course. (Pushkin is the name of a
person, Muscovite is a characteristic)

3. What time did the parents call the boys? (the parents is a characteristic, the boys is a social group)

4. Father Alexander came to our house from a neighboring church (the word father here is a profession
(his characteristic), Alexander is the name of a person)

5. Comrade J. V. Stalin never trusted that Englishman. (Comrade is definitely something like Charac-
teristics, but it seems that it does not fall under the description of Characteristics; J.V. Stalin is the
name of a person; Englishman is a nationality))

Proceedings of CLIB 2022

37



Appendix H Top-10 entities of each type in the Prozhito diaries

Entity Type Top-10 mentions

CHAR ребёнок (‘child’), жена (‘wife’), секретарь (‘secretary’), женщина (‘women’), мама
(‘mom’), отец (‘father’), командир (‘commander’), писатель (‘writer’), президент (‘presi-
dent’), начальник (‘chief’)

FAC театр (‘theatre’), музей (‘museum’), школа (‘school’), институт (‘institute’), церковь
(‘church’), университет (‘university’), училище (‘college’), госпиталь (‘hospital’), кафе
(‘cafe’), монастырь (‘monastery’)

LOC Москва (‘Moscow’), Россия (‘Russia’), Ленинград (‘Leningrad’), Кандагар (‘Kandagar’),
город (‘city’), Кабул (‘Kabul’), Афганистан (‘Afghanistan’), советский (‘soviet’), страна
(‘a country’), СССР (‘USSR’)

ORG ЦК (‘Central Committee’), Политбюро (‘Politburo’), партия (‘party’), КПСС (‘the Commu-
nist Party of the Soviet Union’), МИД (‘Foreign Ministry’), КГБ (‘Committee for State Security’),
член (‘member’), союз (‘union’), СП (‘Union of writers’), правительство (‘government’)

PER Горбачев (‘Gorbachev’), М. С. (‘M. S., Gorbachev’s initials’), Ельцин (‘Yeltsin’), Веничек
(‘Venichek’), Любимов (‘Lubimov’), Ерофеев (‘Yerofeyev’), Яковлев (‘Yakovlev’), Сталин
(‘Stalin’), Галя (‘Galya’), Володя (‘Volodya’)

Table 9: Top-10 mentions for each entity type on the whole Prozhito diaries during the Perestroika period
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Abstract  
 

One of the main challenges within the rapidly 
developing field of neural machine translation 
is its application to low-resource languages. 
Recent attempts to provide large parallel 
corpora in rare language pairs include the 
generation of web-crawled corpora, which 
may be vast but are, unfortunately, excessively 
noisy. The corpus utilised to train machine 
translation models in the study is CCMatrix, 
provided by OPUS. Firstly, the corpus is 
cleaned based on a number of heuristic rules. 
Then, parts of it are selected in three discrete 
ways: at random, based on the “margin 
distance” metric that is native to the CCMatrix 
dataset, and based on scores derived through 
the application of a state-of-the-art classifier 
model (Acarcicek et al., 2020) utilised in a 
thematic WMT shared task. The performance 
of the issuing models is evaluated and 
compared. The classifier-based model does not 
reach high performance as compared with its 
margin-based counterpart, opening a 
discussion of ways for further improvement. 
Still, BLEU scores surpass those of Acarcicek 
et al.’s (2020) paper by over 15 points. 

 
Keywords: neural machine translation, low-resource 
language pairs, Bulgarian language, Japanese 
language, corpus filtering, web-crawled corpora 
 
1    Introduction  
 

In recent years, web-crawled corpora have 
come as an attempt to tackle the problem of 
limited parallel corpora, notably when it comes to 
machine translation involving low-resource 
language pairs. They are the product of 
unsupervised covering of portions of the web 
based on a widely used metric, such as the cosine 
distance between sentence embeddings, and they 
tend to be produced in excess, leading to problems 
like redundancy and data of low quality (Schafer 

et al., 2014). Large web-crawled corpora are often 
associated with a lack of documentation and 
require further work before they can be used 
within the field of machine translation (Dodge et 
al., 2021).  

In their study, Khayrallah and Koehn (2018) 
discuss the types of noise that tend to occur in 
web-crawled corpora, as well as their effect on 
potential machine translation systems. Notably, 
neural machine translation is affected by such 
noise to a considerably greater extent as compared 
with its statistical counterpart, derived BLEU 
scores decreasing dramatically at its experimental 
introduction (Khayrallah and Koehn, 2018).  
   Motivated by a desire to mitigate the described 
problems, associated with similarly derived 
parallel corpora, WMT has organised three shared 
tasks in 2018-2020, addressing their cleaning, the 
last two of which have specifically centred on low-
resource language scenarios. Several excellent 
state-of-the-art models have been produced to 
handle the task. In this paper, a representative 
model (Acarcicek et al., 2020) is selected and 
applied to a particular, extremely under-resourced 
language pair: Japanese-Bulgarian. Acarcicek et 
al.’s model uses a classifier on top of RoBERTa in 
order to score sentence pairs according to the level 
of certainty that they are mutual translations.  
   The corpus discussed in this study is CCMatrix, 
the largest parallel dataset that is currently 
available in the addressed language pair. It is 
provided by the OPUS collection (Tiedemann, 
2012) and contains over four million multi-
domain web-crawled sentences, derived based on 
“margin distance.” The last is an improved 
implementation of cosine distance that considers 
the ratio of the cosine distance between two 
candidate sentences’ embeddings as compared 
with the average cosine distance that a sentence 
has with its nearest neighbours (Schwenk et al., 
2019). Following preprocessing based on heuristic  
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rules that keep in mind the characteristics of the 
two languages in question, discrete subcorpora of 
three sizes (200K, 500K, and 1M) are selected 
based on margin distance and on the classifier-
derived scores. They are compared to randomly 
selected subcorpora of the same size (see Figure 
1). The margin-distance-based models show 
significantly improved performance. Conversely, 
the performance of the classifier models is largely 
non-optimal, showing the need for improvement 
of the selection techniques, such as through higher 
focus on the morphological and semantic 
specificities of the two languages. Importantly, the 
best derived model outperforms the one offered by 
Acarcicek et al. (2020) by over 15 BLEU points.  
 
2    Related Work 
 
2.1    WMT Corpus Filtering Shared Tasks 
 
    The particular languages addressed in this paper 
have not been involved in substantial research 
regarding the cleaning of noisy parallel corpora. 
This being said, the current study is highly 
inspired by the WMT corpus filtering shared tasks 
conducted in 2019 and 2020, which specifically 
targeted low-resource languages as an entity. 
Participants were prompted to provide a method 
of scoring the quality of each sentence within a 
provided noisy parallel corpus in order to then use 
the best scored pairs to train a translation model. 
In the process, they were allowed to use available 
clean parallel or monolingual data. The winning 
papers apply several distinct filtering techniques, 
including various uses of monolingual data, 
sentence embeddings, transfer learning, back 
translation, as well as the tool discussed in this 
paper, classifiers. In their highly successful model  

 
(which was consequently taken as a baseline 
within the shared task), Chaudhary et al. (2019) 
use only parallel data as they apply LASER 
sentence embeddings and calculate the cosine 
distance between sentences in order to obtain 
similarity scores. Lo and Joanis (2020) in turn 
utilise the semantic metric Yisi-2 in their scoring 
method, underlining the importance of vocabulary 
coverage. In their SMT system, Sen et al. (2019) 
come up with a fuzzy matching method akin to the 
one to be used in this paper, via which they 
calculate the Levenshtein distance between the 
corpus’s English sentences and English 
translations of the additional language’s 
sentences.  
 
2.2    Use of Classifiers 
 
    A number of successful submissions to WMT’s 
2018-2020 shared tasks opt for a classifier model 
that differentiates between positive and negative 
examples of parallel sentences. In the 2018 edition 
of the shared task, Junczys-Dowmunt et al. (2018) 
assign cross-entropy scores to a noisy corpus’s 
sentence pairs after first generating an inverse 
translation model trained on clean parallel data in 
the languages in question. Sánchez-Cartagena 
(2018) makes use of a classifier composed using 
the free open-source tool Bicleaner and enhanced 
with randomised trees and heuristic rules.  
    In fact, the use of classifier models in machine 
translation far predates the mentioned shared tasks 
as well as current state-of-the-art tools and 
recently assembled corpora. Munteanu and 
Marcu (2005) use a classifier to improve 
translation memory. Tyagi et al. (2015) apply 
support-vector machines and a Naive Bayes 
classifier in the ranking of translated sentences 

 Figure 1: pipeline of the current study 
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into several categories ranging from “excellent” to 
“bad.” Yogi et al. (2015) in turn rate the quality of 
produced machine translation with a Kneser-Ney 
smoothing language model that assigns 
probability scores to translated output. A year 
prior to the launching of WMT’s shared tasks, Xu 
and Koehn (2017) come up with the data cleaning 
system Zipporah, which classifies the quality of 
translated sentences using bag-of-words. 
 
3   Noise in the CCMatrix Corpus 
(Japanese-Bulgarian) 
 

    Akin to an experiment in Khayrallah and 
Koehn’s (2018) study, a random 200-sentence 
sample from the described corpus is examined in 
an attempt to identify the nature of the different 
types of noise present.1  The examined sentences 
demonstrate a large variety of domains and 
registers and feature a wide range of vocabulary, 
notably including a number of proper nouns. The 
main types of noise discovered include: non-
corresponding numbers and dates, inappropriate 
punctuation, wrong use of abbreviations, presence 
of foreign languages, and machine-translated text. 

As numbers and dates widely mismatch 
between the two languages within a sentence pair, 
they are regarded as noise. The next largest source 
of noise in the Bulgarian sentences comes in the 
face of problems with punctuation (for instance, a 
frequent use of “...”) and capitalisation. What 
follows are instances of “non-standard language,” 
including a large number of sentence fragments 
(for example, “Ако по някаква причина се 
преместят в друго училище,”). However, if one 
disregards the lack of final punctuation within 
these fragments, they read smoothly and match 
unproblematically between the two languages. In 
fact, the mandate for a sentence to contain a main 
verb, largely influenced by English grammar, is 
not intrinsic to either the Bulgarian or the Japanese 
language. While the Cambridge dictionary states 
that a sentence is “a group of words, usually 
containing a verb, that expresses a thought” 
(“Sentence”, 2022; emphasis added), Bulgarian 
(“Изречение”, 2022) and Japanese (“文”, 2022) 
counterparts do not make a reference to the 
concept of “verb” in their definitions of a 
sentence.  

                                                 
1 See Appendix A for a detailed description of the 

One Bulgarian sentence contains the word 
“сори,” a slang transliteration of the English 
“sorry” (the respective Japanese sentence does not 
demonstrate any parallelism). Seemingly 
machine-translated sentences come at as much as 
closely five per cent and are therefore placed in a 
separate category.  
    An example is the sentence “Как мога да 
защитавам моята PC?”, which contains a gender 
mismatch and an unnatural English abbreviation. 
Other types of noise include abbreviations in both 
the Cyrillic and Latin alphabets, excessively large 
sentences and sentences written in (or partly in) a 
foreign language, predominantly English. Foreign 
language within a sentence ranges between a 
single word or phrase that can safely be regarded 
as a proper noun (e.g. “Google Assistant”) and a 
full sentence written in a foreign language with a 
few seemingly mistakenly inserted Bulgarian 
words. 

Similar patterns are observable when it comes 
to the noise in Japanese sentences: the use of 
numbers and dates, followed by abbreviations in 
the Latin alphabet and wrong punctuation. An 
additional problem related to punctuation is the 
fact that it differs significantly between the two 
languages; as a result, for instance, a Bulgarian 
“...” may be rendered as either “...” or “--” in the 
parallel Japanese sentence. Other examples of 
“non-standard language” come in the face of 
language attributable to “texting” (e.g. a 
“laughter” kanji in the end of a sentence) and 
supplementary hiragana renditions of kanji and 
katakana scripts, placed in brackets.   

Some of the observed types of noise can be 
addressed directly during the preprocessing step 
(see Section 4.1). Such an issue as machine-
translated language, however, is difficult to tackle 
using heuristic rules.  
 
4    Methodology 
 
4.1    Preprocessing 
 
    Like the majority of submissions for WMT’s 
corpus filtering shared tasks, this study starts off 
with a preprocessing step that applies a series of 
heuristic rules to the noisy corpus. In concordance 
with observations described in Section 3, the 

types of noise found. 
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following preprocessing pipeline is applied: N/A 
entries and duplicates are removed; sentences in 
different languages are removed; Japanese 
sentences are tokenised; Japanese sentences with 
more than two pairs of brackets are removed (as 
they may indicate the use of multiple scripts); 
punctuation is removed; capitalisation is removed 
from Bulgarian sentences; sentences that show a 
large mismatch in size are removed; dates are 
replaced with the tag “DATE”; and numbers are 
replaced with the tag “NUM.” The library 
datefinder2 is utilised to locate dates written in a 
variety of formats. The tool used to identify 
sentences in languages other than the expected 
ones is langdetect3. Conveniently, in the case of 
short amounts of text in a foreign language, 
language is labelled in accordance with the large 
portion of text, thus allowing for sentences with 
words and phrases in English that take the role of 
proper nouns to remain in the corpus. Several 
patterns of wrong labelling are established and 
taken into consideration (e.g. Bulgarian text is 
occasionally mistakenly guessed to be in Russian 
or Macedonian). 
   Where applicable, the mentioned cleaning rules 
bear in mind the morphological and syntactic 
specificities of the two languages in question. For 
instance, the thresholds that are assumed to 
indicate unlikely proportions in sentence lengths 
are determined following observations of 
translation examples. Also, even though the later 
utilised neural models do not mandate prior 
tokenisation, a decision is made for Japanese text 
to be tokenised as part of preprocessing due to the 
language’s notorious lack of space delimiters 
between words. The tool used for tokenisation is 
Juman++, developed in Kyoto University 
(Tolmachev et al., 2018). 
 
4. 2    “Proxy Filter” Classifier 
 
    This study sought to apply a winning state-of-
the-art model from the WMT corpus filtering 
shared tasks to the selected Japanese-Bulgarian 
corpus. Several criteria were considered within the 
choice of a model. Firstly, the focus was on 2019 
and 2020 tasks, as they explicitly target low-
resource language pairs (albeit in an English-
centred setting). Simplicity, availability and 

                                                 
2 datefinder.readthedocs.io 

reproducibility of research were also sought, thus 
dismissing for instance ensemble methods. Due to 
a strong recent shift toward NMT, SMT models 
were also disregarded, and so were models that 
involved not only corpus cleaning but also their 
own alignment of candidate parallel sentences (an 
option introduced in 2020’s shared task). In the 
case of high similarity, newer models were 
preferred over older ones (for instance, Acarcicek 
et al. of 2020 was regarded as a better choice than 
Bernier-Colborne et al. of 2019). Finally, in the 
case of several experiments utilised within the 
same submission, only authors’ best attempts were 
to be made use of. 
    Consequently, Acarcicek et al.’s 2020 model 
was selected. The authors enhance a multilingual 
RoBERTa-Large model (Liu et al., 2019) with a 
“proxy filter” i.e. a classifier that is trained to 
differentiate between positive and negative 
examples of parallel sentences. Specific attention 
is placed on the generation of challenging negative 
examples. The utilised technique is “fuzzy string 
matching,” also known as “approximate string 
matching,” which applies Levenshtein distance in 
the calculation of levels of similarity between 
texts. 
    A notable difference between Acarcicek’s work 
and the one presented in this paper is the fact that 
the CCMatrix corpus already contains a metric 
pertaining to the level of parallelism of sentence 
pairs, the “margin distance.” As a result, the study 
benefits from a comparison between a use of this 
native unsupervised metric and the newly derived 
classifier scores in the later translation model.  
 
5    Experiments   

5.1    Data 

The parallel corpus whose cleaning is 
undertaken in this study is CCMatrix by OPUS 
(Japanese-Bulgarian). In its original form, the 
corpus contains 4.1M web crawled parallel 
Japanese-Bulgarian sentences. Following 
preprocessing based on heuristic rules, the corpus 
contains a little over 2.5M sentences.  

The test and validation sets of the translation 
model comprise of 1,000 clean parallel sentence 
pairs each. The sentences are randomly taken from 
the top scoring 20K sentences following the 

3 https://pypi.org/project/langdetect/ 
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classification task and are then removed from the 
training set. In order to guarantee quality and 
remove a bias toward sentences selected by the 
classification task, thorough manual editing and 
translation are applied. 
    The “proxy filter” classifier is trained on 10K 
parallel sentences from the OpenSubtitles 
(Japanese-Bulgarian) corpus. This corpus is 
significantly cleaner than CCMatrix, and it has 
notably been used by Koeva et al. (2012) in the 
construction of the “Bulgarian X-Language 
Parallel Corpus,” the largest systematized 
Bulgarian bilingual corpus to date.  Importantly, 
however, the OpenSubtitles corpus is more 
domain-specific as compared with CCMatrix, thus 
encouraging the extraction of a specific subtype of 
sentences from the latter. 
    All data is preprocessed following the same 
general pipeline as described in 4.1.  
 
5.2    Classifier Model  

    The hyperparameters of the classifier model to 
be utilised were selected via grid searching: 
training epochs (0, 5), learning rate (2e-6, 2e-4, 
2e-2, 0.2), negative random sampling 4  (2, 5, 8, 
10), fuzzy ratio5 (2, 1, 5), fuzzy max score6 (30, 
60, 100) and positive oversampling 7  (1, 2, 10). 
The models were trained on a single TITAN RTX 
GPU. 
 
5.3    Translation Models 
 
    After the CCMatrix corpus was preprocessed, 
subcorpora were obtained through the application 
of three techniques: at random, based on margin 
distance and based on the classifier scores. 
Japanese-Bulgarian Transformer neural machine 
translation models 8  were trained as per the 
FAIRSEQ toolkit (Ott et al., 2019). In addition, 
three sizes of training data were introduced in an 
attempt to determine the optimal level of 
compromise between data size and data quality: 
200K, 500K and 1M parallel sentences. The 
transformer models were trained on 8 TITAN X 

                                                 
4 the ratio of negative examples in the classifier 
5 the number of similar sentences taken based on a 

sentence’s fuzzy matching score 
6 a threshold (in percent) for the fuzzy matching similarity 

a sentence is allowed to exhibit; used in order to avoid the 
inclusion of duplicates or extremely similar sentences 

GPUS at a learning rate of 5e-4, using square root 
scheduler and a dropout of 0.3; early stopping was 
applied. The models were evaluated using BLEU 
scores.  
 
6    Results  
 
6. 1    Classifier Models 

 Over two thirds of the derived classifier models 
received an F1 score of 0 while at the same time 
showing high accuracy scores. An F1 of 0 implies 
that the value of either precision or recall is 0. A 
plausible reason is that such a model falsely 
identifies all examples as negative. While overall 
trends are difficult to pinpoint in relation to the 
models with highest F1 scores, all of them are 
trained for two epochs at a learning rate of 2e-6. 
Fuzzy matching scores and fuzzy ratios vary. 
When it comes to negative random sampling and 
positive oversampling, a general tendency is 
discernable for high values of the latter and 
slightly lower ones for the former (see Table 1). 
    Experiments with the application of several 
random seeds and a different amount of parallel 
data showed that, whilst a different random seed 
does not lead to significantly lower F1 scores for 
the best models, a different amount and 
organisation of parallel sentences often does 
reduce the score to 0. Training loss decreases 
smoothly with all models, the lowest score being 
associated with a model whose F1 score is 0.58. 
 

 Fuzzy 
Ratio 

Fuzzy 
Max 
Score 

Positive 
Over-
sampling 

Negative 
Random 
Sampling 

F1 
Score 

#1 1 100 2 10 0.72 
#2 5 60 10 8 0.7 
#3 5 30 10 8 0.7 
#4 2 30 10 8 0.7 
#5 1 30 10 8 0.7 

 
    Table 1: Varying hyperparameters among the 
top five classifier models according to F1 score 
 
    Due to the fact that the best scoring model (F1 

7 oversampling of the classifier’s positive examples in order 
to maintain a given ratio with negative examples 
8 6 layers, learning rate 5e-4, dropout 0.3, early stopping, 
vocabulary size 8,000 
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score of 0.72) demonstrates a slightly irregular 
pattern, such as the only negative ratio of 10 
among the top five models and a fuzzy max score 
of 100 (a value that in fact negates the parameter's 
influence), the second best model (F1 score of 0.7) 
was selected as baseline.   
 
6.2    Derived Scores  

    Following application of the classifier to the 
preprocessed CCMatrix corpus, each sentence 
pair received a score between 0 and 1, denoting its 
level of parallelism. The derived scores exhibit the 
following characteristics: their values range 
between 0.028 and 0.977, and their mean comes at 
0.926. 

 
Figure 2a: Distribution of classifier scores.   

 
Figure 2b: Distribution of margin distance. 

                                                 
9 The CCMatrix corpus is ordered in descending order of 

 
   Figure 2 shows the distribution of classifier 
scores (a) as compared with the distribution of the 
native to CCMatrix margin scores (b). Whilst the 
latter demonstrates full uniformity at the given 
scale, the former exhibits high concentration as 
scores approach their maximum value. 

 
Figure 3: Distribution of the top 1M classifier 

scores. 
 
    In addition, Figure 3 provides a close-up 
overview of the distribution of the top 1M scores 
(that is to say, the scores corresponding to the 
sentences used in the study’s translation model). 
These scores range between 0.967 and 0.977. 
    Manual evaluation of 20 scored sentence pairs 
(five with a score of over 0.9 and five with a score  
of under 0.9 from both the beginning and end of 
the corpus9) shows that classifier scores provide a 
discernibly better evaluation of sentence 
parallelism.  
 
6. 3    Translation Models 
 

With a BLEU score of 28.49, the highest 
scoring model is the one that is trained on 1M 
parallel sentences and uses the CCMatrix margin 
distance metric (Table 2). Its classifier-based 
counterparts score even lower than the randomly 
selected sample with a BLEU score of 22.28 vs 
25.25. A possible reason for better performance of 
margin-based and randomly selected models as 
compared with classifier-based ones is the variety 
of domains and registers that is retained from the 

margin distance scores. 
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original web-crawled corpus. In contrast, 
classifier scores, which are derived following 
training on a corpus of a narrower domain, 
encourage a focus on a specific type of sentences 
in addition to a higher level of cleanliness and are 
likely to have favored sentences “crawled” from 
the same or related sources.  
 

Translation Model  Size BLEU 
Score 

Preprocessing +      
Random 

200K 18.24 

Preprocessing + 
Margin-Based 

200K 19.85 

Preprocessing + 
Classifier-Based 

200K 17.02 

Preprocessing +      
Random 

500K 21.10 

Preprocessing + 
Margin-Based 

500K 23.91 

Preprocessing + 
Classifier-Based 

500K 20.52 

Preprocessing + 
Random 

1M 25.25 

Preprocessing + 
Margin-Based 

1M 28.49 

Preprocessing + 
Classifier-Based 

1M 22.28 

 
Table 2: BLEU scores of the NMT models 

 
In contrast, Acarcicek et al.’s (2020) best 

scoring classifier model increase the shared task’s 
LASER-based baseline by 1.1 and 1.3 points for 
the two considered language pairs. It is worth 
noting, however, that overall BLEU scores are 
significantly lower, the highest results coming at 
13.3 (Acarcicek, 2020). It is possible that this 
difference is partly explainable through the 
examined languages’ characteristics combined 
with appropriate preprocessing. 
 
7    Conclusion and Future Work  

    Although the exposed study exhibits high 
similarity to WMT’s corpus filtering shared tasks, 
several crucial elements that distinguish it should 
be made note of. Firstly, the English language is 

not featured in either translation direction, and the 
examined language pair is not selected merely 
quantitatively based on its associated resources 
but is closely associated with the study and its 
goals. As a result, preprocessing is key within the 
filtering process. Part of the corpus’s 
preprocessing is language-specific, and a 
suggested direction for future improvement of the 
utilised classifier model would involve further 
application of the two languages’ morphological 
features (such as the use of an alternative, more 
morphologically-aware fuzzy search algorithm 
and the inclusion of Universal Dependencies 
annotations and relations).  

Additionally, in this study a customised 
filtering model benefits from a comparison with 
one that uses margin scores, thus allowing for 
specific conclusions to be made, such as the effect 
of domain-specific data on the machine translation 
models. In order for this narrowing of the corpus 
to be avoided, clean multi-domain data could be 
attained if a manually cleaned portion of 
CCMatrix is used in training the classifier model. 

Also, as performance increases steadily with 
subcorpora sizes, even larger models should be 
experimented with.  
    Importantly, the current work does not claim to 
propose a high quality translation system in the 
low-resource Japanese-Bulgarian language pair. 
Rather, it provides methods for improving the 
quality of noisy parallel sentences and for the 
selection of specific portions of higher-quality 
data. The study may be used as the starting point 
for further work toward an improved translation 
model in the described language pair as well as a 
general frame of reference in terms of a filtering 
pipeline that can be adapted to other corpora and 
language pairs.  
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Appendix A   Detailed Presentation of Noise 
in the CCMatrix Coprus (based on a 200-
sentence sample) 
 

Type of Noise % of 
sentences  

Punctuation and  
capitalisation 

11.5 

“...” 5.5 

Capitalisation 1 

Symbols 4.5 

Misplaced Punctuation 0.5 

Numbers/Dates 15 

Numbers 11.5 

Dates 2 

Years 1.5 

URLs 1 

Long sentences 6 

Abbreviations  7 

In EN 2.5 

In BG 4.5 

Foreign language 5 

EN 4.5 

Other 0.5 

Machine-translated 4.5 

Non-standard language 8.5 

Sentence fragments 7.5 

Typoes  0.5 

Slang 0.5 

 

 
 
 
 
 
 
 

     Table 3: Noise in Bulgarian sentences 
 

Type of Noise  % of 
sentences 

Punctuation 6.5 

“...” 2 

Symbols 4.5 

Numbers/Dates 16.5 

Numbers 12.5 

Dates 2.5 

Years 1.5 

URLs 0.5 

Long Sentences 1 

Abbreviations (EN) 7.5 

Foreign Language  5 

EN 4.5 

Other 0.5 

Non-standard language 6 

Hiragana + kanji/katakana 2 

Sentence fragments 3.5 

“Texting” language  0.5 

Table 3: Noise in Japanese sentences 
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Figure 3: Noise in CCMatrix’s Bulgarian sentences by type. 

 

 
Figure 4: Noise in CCMatrix’s Japanese sentences by type. 

 
 
 

 
 
 
 
 
 
 
 
 
 

 

Proceedings of CLIB 2022

48



Hate Speech Classification in Bulgarian

Radoslav Ralev
Technical University of Munich

Department of Informatics
80333 Munich, Germany

radoslav.ralev@tum.de

Jürgen Pfeffer
Technical University of Munich

School of Social Sciences and Technology
80333 Munich, Germany

juergen.pfeffer@tum.de

Abstract

In recent years, we have seen a surge in the
propagation of online hate speech on social
media platforms. According to a multitude of
sources such as the European Council, hate
speech can lead to acts of violence and con-
flict on a broader scale. That has led to in-
creased awareness by governments, companies,
and the scientific community, and although the
field is relatively new, there have been con-
siderable advancements in the field as a result
of the collective effort. Despite the increas-
ingly better results, most of the research fo-
cuses on the more popular languages (i.e., En-
glish, German, or Arabic), whereas less pop-
ular languages such as Bulgarian and other
Balkan languages have been neglected. We
have aggregated a real-world dataset from Bul-
garian online forums and manually annotated
108,142 sentences. About 1.74% of which can
be described with the categories racism, sex-
ism, rudeness, and profanity. We then devel-
oped and evaluated various classifiers on the
dataset and found that a support vector machine
with a linear kernel trained on character-level
TF-IDF features is the best model. Our work
can be seen as another piece in the puzzle to
building a strong foundation for future work on
hate speech classification in Bulgarian.

Keywords: hate speech, natural language pro-
cessing, classification, Bulgarian

1 Introduction

The term ”hate speech” means public speech that
expresses hate or encourages violence toward a
person or group based on race, religion, sex, or
sexual orientation1. Hate speech is not something
new. We can find evidence of it throughout his-
tory ranging from Ancient Greece, through Rome
and the middle ages up to modern times. It is no

1www.dictionary.cambridge.org/us/dictionary/english/hate-
speech

surprise that during times when the most promi-
nent thinkers were freely expressing their hateful
opinions and discrimination against minorities was
part of both the law and religion, hate speech was
omnipresent. However, identifying hate speech
is a complex problem. Who decides what hate
speech is? Aristotle would probably not consider
his writings hateful, but two thousand years later,
we might.

Today, social media platforms can enable people
with discriminatory views to express their opinions
more openly and under anonymity. Furthermore,
there have been multiple occasions in which there
is a connection between online hate speech and
increased violent hate-based activities. Two very
prominent examples of increased hate speech on-
line following real-world events are a) hate speech
towards immigrants and Muslims following the
Manchester and London attacks after the UK left
the EU. (Travis, 2017); b) an uptick in racist and
xenophobic harassment incidents following the
Presidential election in the US. (Okeowo, 2017).
By the year 2020 hate crime had already achieved
global recognition. In total, 118 countries and inter-
national organizations have laws on hate speech2.

The connection between hate speech and hate
crime has also already been studied more thor-
oughly in academia (Müller and Schwarz, 2021).
In general, studying human behavior at scale by
utilizing social media data has been the focus of
researchers’ attention for 15 years (Lazer et al.,
2009). While much research has been devoted to
big platforms like Facebook and Twitter and fo-
cuses on a small number of languages, more re-
cently, research on smaller and more specialized
communities (Mooseder et al., 2022) and less pop-
ular languages (Nurce et al., 2021; Shekhar et al.,
2020; Ljubešić et al., 2018) has become increas-

2www.futurefreespeech.com/global-handbook-on-hate-
speech-laws
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ingly visible. We follow this branch of research
and focus our attention on content in a language
underrepresented in scientific research, namely Bul-
garian.

Bulgarian is a language spoken by approximately
8 million people around the globe, however, it plays
an important historical role as the first Slavic lan-
guage to have an official alphabet. It was created
and developed in the 9th century AD by the Saints
Cyril and Methodius and their disciples. It was
the first Slavic language into which the Bible was
translated.

Although not as damaging as the examples men-
tioned above, Bulgaria suffers from an extremely
high incidence of hate speech towards represen-
tatives of ethnic, religious, or sexual minorities
(Lozanova et al., 2017; Ivanova, 2018). Figure 1—
showing the sentiment distribution of 1,475 com-
ments in Bulgarian following the Syrian refugee
wave—illustrates the gravity of the problem. Arti-
cle 162, paragraph 1 of the Bulgarian penal code
penalizes the more extreme forms of hate speech,
hence one can conclude that Bulgaria currently suf-
fers from two problems in terms of hate speech
prevention. First, the detection of hate speech and
encouragement towards violent acts. Second, is the
enforcement of the law. This paper aims to address
the first of these two points by collecting, filtering,
and manually annotating real-world data, and by
implementing, evaluating, and comparing various
supervised learning models.

The contributions of this article are:

• We have manually annotated 108,142 Bulgar-
ian sentences and made this dataset publicly
available. 3

• 1,878 of these sentences can be described as
being hate speech, namely in the categories
racism, sexism, rudeness, and profanity.

• We have tested multiple classifiers and ap-
proaches on the dataset and compared their
performances.

• The best model in terms of F1 score is a
support vector machine with a linear kernel
trained on character-level TF-IDF features.
The model achieved a macro F1 score of 0.73.

3http://www.pfeffer.at/data/bulgarian/

Figure 1: Sentiment distribution of 1,475 comments
in Bulgarian, following the Syrian refugee wave
(Lozanova et al., 2017).

2 Related work

The rising visibility of hate speech on the online
social platform has resulted in a continuously grow-
ing rate of published research into different areas
of hate speech (Tontodimamma et al., 2021). Due
to the enormous volume of data that needs to be
checked, more focus has been put on automatic
detection algorithms.

Detecting hate speech has become an essential
topic in the natural language processing community
(Mohiyaddeen and Siddiqi, 2021). As a result, a
wide range of approaches to text classification was
applied, and new datasets were created (Waseem
and Hovy, 2016). The issue is that some more mi-
nor, less represented languages go under the radar.
There have been efforts for language-agnostic text
classification (Feng et al., 2020), however, these
languages remain mainly ignored by the scientific
community. Bulgarian, for example, is one such
language.

Some efforts (Dinkov et al., 2019) have been
made toward detecting toxicity in news articles in
Bulgarian, but the datasets tend to be too small. In
recent years there have been numerous advances
in natural language processing conducted by Bul-
garian researchers on various topics. In (Koeva
et al., 2020) the authors present a new corpus of
national legislative documents. In (Zhikov et al.,
2012) a multi-class multi-label classifier for social
news is presented. In (Marinova, 2019) the author
compares the performance of classifiers trained
on features generated by a variety of state-of-the-
art pre-trained embeddings models for tasks such
as Named Entity Recognition and Classification
(NERC) and Part-of-Speech (POS) Tagging. In
(Kapukaranov and Nakov, 2015) a movie review
dataset in Bulgarian, sentiment lexicon, and a first-
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Figure 2: The sentence lengths in our dataset follow a long tail distribution. (Tail has been cut at 40 for better
readability.

of-its-kind fine-grained sentiment classifier are pre-
sented. Word normalization methods such as stem-
ming (Nakov, 1998) and lemmatization (Iliev et al.,
2015) have also been explored, enabling more ad-
vanced natural language processing pipelines, sen-
timent analysis, and others.

To address the problem of hate speech. an auto-
matic detection algorithm has to be created. Usu-
ally, this is done by training a machine learning
model in a supervised manner for which huge
amounts of annotated data are required. Some au-
thors (Waseem and Hovy, 2016) also incorporate
social network data features in the model training,
however, we have abstained from this and focused
explicitly on natural language.

3 Data

The data required for our purpose was natural lan-
guage written informally in Bulgarian and, if possi-
ble, written as part of a dialogue or a comment on
a subject.

The biggest portion of data was directly pro-
vided by the Bulgarian forum BG-Mamma4 which
is the biggest Bulgarian forum and its main user
base is mostly comprised of current or future par-
ents. Except the data provided by them we also
scraped other forums such as BG-Jargon5 and BG-
Nacionalisti6 (BG-Nationalists). BG-Jargon is a
website that collects Bulgarian slang words and

4www.bg-mamma.com
5https://www.bgjargon.com/
6https://bg-nacionalisti.org/

phrases and includes example sentences of how
each word is used in everyday life. We have
scraped exactly those sentences. BG-Nationalists
is an extremist right-wing political forum. About
80% of the data is from BG-Mamma.

The sentences consist on average of 14.3 words
(median 11, standard deviation 12.2). All of the
websites above contain mostly informal communi-
cation. This is further confirmed by the distribution
of the sentence length as seen in Figure 2 with
moth sentences being short but also having a very
long tail. While we can find one ”sentence” with
685 words, 75% of sentences are 18 words or less.
Due to the nature of the main source of the data
(BG-Mamma) we were expecting predominantly
non-hateful sentences.

3.1 Labeling

Text classification is almost always performed in a
supervised way. For this reason, a labeled dataset
is required.

At first, we approached this by manually labeling
entire ”comments” or ”opinions” which are multi-
sentence posts, however, after a few thousand sam-
ples we noticed that within multi-sentence hateful
posts, hate usually occurs within only one sentence,
hence we decided to do sentence classification in-
stead. We split the initial ”comments” dataset into
a sentence dataset which greatly increased the sam-
ple count. The final result was a total of 108,142
manually annotated sentences, Unfortunately, even
before the split, the data was severely imbalanced.
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Figure 3: Distribution of each sentence class in the
dataset. The x-axis is in a logarithmic scale.

The split made the imbalance even greater as you
can see in Figure 3. The major disproportion in
the dataset forced us to unify all hateful categories
into one and perform a simple binary classification.
This led to a dataset with 106,264 non-hateful and
1,878 hateful sentences.

3.2 Data preprocessing

Text data is one of the most disorganized and un-
structured data types possible. That makes data
preprocessing one of the deciding factors for the
final quality of a model.

Cleaning the BG-Mamma dataset required the
most time out of all the text gathered. Originally
the text was in a BBCode-format7. BBCode tags
and other format-specific syntax were removed to
clean the text. An algorithm to eliminate posts
appearing once as a standalone comment and a sec-
ond time when they were being mentioned was also
developed. Aside from this, HTML code, URLs,
punctuation, stopwords, and all numbers were re-
moved. The text was also made lowercase.

Lemmatization in linguistics is the act of group-
ing together different word forms so that a text pro-
cessing algorithm can recognize them as a single
word. In itself, lemmatization is complex because
it has to identify the word on a part-of-speech level.
For this project, lemmagen38 was used.

Stemming is usually considered a more naive
version of lemmatization. That is due to the fact
that stemming does not consider the context of
the word, but only its morphology. Stemming re-
moves or stems the last few characters of a word,
often leading to incorrect meanings. In (Nakov,
1998) the author argues that stemming and lemma-
tization have achieved a similar performance in
experiments. The stemmer described in that paper

7https://en.wikipedia.org/wiki/BBCode
8https://github.com/vpodpecan/lemmagen3/

was also used in this project. Along with the soft-
ware package9, different rule sets are provided. All
of them are included in the evaluation. Both the
lemmatizer and the stemmer were evaluated and
compared.

Vectorization. As already mentioned, text data
is one of the most unstructured data types. One of
the worst qualities is that it is of variable length.
To offset that, the so-called vectorization is per-
formed. Vectorization is the process of transform-
ing unstructured text into a fixed-size numerical
representation (usually a vector) that is easier to
understand by a machine (Schütze et al., 2008).
There are various ways to do this from simple bag-
of-words or bag-of-characters methods and the fa-
mous TF-IDF to neural network embeddings (Ben-
gio et al., 2000) using pre-trained models such as
BERT (Devlin et al., 2018) or Word2Vec (Mikolov
et al., 2013). We have primarily focused on TF-
IDF, however, embeddings we have also evaluated
some pre-trained embeddings such as the stacked
embeddings from FlairNLP (Akbik et al., 2018,
2019), FastText (Joulin et al., 2016) and others.

Data imbalance As previously mentioned, the
dataset is significantly imbalanced (Günnemann
and Pfeffer, 2017). There are various ap-
proaches to offset this. For this, we focused on
imbalanced-learn’s and scikit-learn’s implementa-
tions (Lemaı̂tre et al., 2017; Pedregosa et al., 2011).
One can address this issue by oversampling the mi-
nority class, undersampling the majority class, or
a mix of both. Two of the most basic approaches
to handling imbalanced data consist of either repli-
cating the minority class samples until the class
distribution becomes uniform or providing class
weights for each class to the classifier which will
correct the loss function correspondingly.

A more advanced technique for oversampling
is called ”Synthetic Minority Over-sampling Tech-
nique” or just SMOTE (Chawla et al., 2002). The
algorithm works by finding the nearest neighbor of
a sample point from the minority class in feature
space. Then it chooses a random point between
them, which is then added to the dataset. This algo-
rithm’s effectiveness has been thoroughly evaluated
and usually achieves a performance boost, although
some authors suggest that the commonly accepted
method for synthetic instance creation may not be
the best one (Bajer et al., 2019).

9https://pypi.org/project/bulstem/
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Figure 4: Comparison between the performance of preprocessors with two different vectorizers. (log-scale)

4 Models

For the classification, we trained classical ma-
chine learning models such as the logistic regres-
sion, support vector machines (Platt et al., 1999),
decision trees (Breiman et al., 2017), random
forests (Breiman, 2001) and naive bayes classifiers
(Schütze et al., 2008).

We also evaluated the performance of several
neural network architectures. The most basic of
which is a shallow neural network with Keras’
(Chollet et al., 2015) embedding layer and Tensor-
Flow’s (Abadi et al., 2015) TextVectorization layer.
Another architecture we evaluated is the one dis-
cussed in (Zhang et al., 2015). We used another ar-
chitecture that was based on pre-trained Word2Vec
embeddings which was fine-tuned on the corpus,
and its weight matrix was used to set the weights of
a Keras embedding layer. After that, the architec-
ture proposed above for the Character-Level-CNN
was used again. Lastly, we also used the stacked
embeddings model for text classification provided
by the FlairNLP framework in a similar fashion as
in (Marinova, 2019).

5 Analysis

The disparity in the distribution of the categories
made us rethink how we should observe the classi-
fiers’ performance. A dummy classifier predicting
only one class has 98% accuracy. For this reason,
the primary metric we used is macro F1 which is
an arithmetic mean of the F1-Score for both classes
and also the positive F1 score. The imbalance is
ignored by using the mean of the two scores, and
the two classes are equally weighted.

However, other metrics can also be chosen, such

as balanced accuracy, if the classifier is to be used
in more practical settings (e.g., in the industry).
Balanced accuracy is defined as the average of
recall for all categories in the classification. It is
used as a substitute for accuracy for imbalanced
datasets. It is also much easier to interpret than
F-Score.

For the evaluation, the dataset was split into a
training and testing set (75% train, 25% test). A 75-
25 proportion instead of 70-30 was used because
it allowed for a better distribution of the main five
categories in both datasets. Furthermore, although
binary classification was performed, due to the data
imbalance, the data was still split following a strat-
ified approach for all five categories to achieve a
similar distribution in both datasets. That was done
to offset any additional bias towards one of the
categories.

5.1 Comparing preprocessing techniques
Stemming vs. Lemmatization Before evaluat-
ing the performance differences in vectorizers, we
wanted to see which preprocessing technique was
the best. To do that, we prepared five pipelines: one
without any preprocessing, one with lemmatization
enabled, and three with stemming enabled, each
with a different, more punishing, rule-set. At first,
we used only the basic word TF-IDF vectorizer but
later, after finding the best vectorizer (see following
subsections), we decided to re-do this evaluation.
The classifier used is scikit-learn’s support vector
machine implementation with a linear kernel (also
called LinearSVC), but similar outcomes were ob-
served with other classifiers.

Figure 4 depicts the results. The results show
that stemming outperforms lemmatization. Espe-
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Figure 5: Performance comparison of vectorizers

Classifier (macro) f1-score precision recall
SimpleNN 0.686 0.4246 0.347
Word2Vec 0.6523 0.2675 0.3821
Word2Vec+CNN 0.6850 0.3232 0.4615
FlairNLP 0.7172 0.5193 0.3860
Character-Level CNN 0.6359 0.2828 0.2808

Table 1: Performance comparison between all neural networks.

cially in a setting where words are used as fea-
tures, level two stemming performs best. How-
ever, omitting to preprocess helps boost classifier
performance when using character-level features,
and despite the better performance, at first sight,
we believe that omitting the stemming adds more
robustness to the model when using a character-
level vectorization. This is because the Bulgarian
language is very rich in prefixes and suffixes and
stemming at such a high level might disrupt the
meaning of a word. Hence we have decided to stick
to no preprocessing and unless otherwise specified,
everything will be evaluated on a dataset without
lemmatization or stemming in the following sub-
sections.

Vectorizers In total, six vectorizers were eval-
uated on two different classifiers—a logistic re-
gression and a linear support vector machine (Lin-
earSVC). Three word-level and three character-
level vectorizers were chosen. The classifiers’
macro F1-Score performances are visualized in
Figure 5. From the Figure, it can be seen that for
both classifiers, the character-level preprocessing
tends to outperform the word-level vectorization.

Hence, unless otherwise specified, from this point
onward, everything will be evaluated on data with
character-level uni- to pentagrams.

Another key consideration is that some character
n-grams that are too often seen in the dataset can be
ignored due to the enormous class imbalance. This
parameter is called maximum document frequency.
The rightmost bar on the figure (”(1-5)-gram char tf-
idf+”) is the same as the one before it but includes
a maximum document frequency of 40% as well.
As it can be seen, although it does offer an increase
in performance, it is more or less negligible.

5.2 Models

Neural networks For the more basic network, Ten-
sorFlow’s Text Vectorization layer was used, again
at a character level (but this time without TF-IDF
enabled due to an immense increase in training
times), followed by an embedding layer with an
output dimension of 64. After that, the output of the
embedding layer goes through a 1D max. pooling
layer to reduce the dimensions and is consequently
fed into a sequence of three dense layers, each with
64 neurons and a ReLU activation. We have not
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Figure 6: Precision-Recall-Curves for all classical machine learning classifiers without oversampling.

included any of the more simple neural networks
with LSTM/Convolutional layers in this evaluation
as they did not increase the performance of the
model significantly enough.

The other networks are the FlairNLP stacked em-
beddings network, the Character-Level CNN from
(Zhang et al., 2015), and the Word2Vec embed-
dings network (once with convolutional layers and
once without). The results are summarized in Table
1.

All in all, the FlairNLP stacked embeddings
model achieved the best performance. It is also
the slowest model to train and uses the most pre-
trained embeddings (four pre-trained models in
total). The Word2Vec model with the CNN ar-
chitecture and the simple neural network come in
close second and third. An interesting note is that
the Word2Vec+CNN model achieved the best re-
call score. A surprise was the performance of the
Character-level CNN. It is the second-largest model
on the list with a total of 96M parameters but it per-
formed worse even than the simple neural network.

Classical machine learning models Firstly, a
naive dummy classifier was created to benchmark
the other models. The dummy classifier predicts us-
ing a uniform strategy, so each class has equal prob-
ability. After that, seven classifiers with default
parameters were trained once on the dataset prepro-

Classifier Balanced Accuracy
SimpleNN 0.6695
Word2Vec+CNN 0.7224
LinearSVC 0.4202
Logistic Regression 0.5350

Table 2: Performance comparison between selected
models in terms of balanced accuracy.

cessed as discussed in previous sections and once
on the same dataset but additionally with SMOTE
oversampling enabled. Surprisingly, most of the
classifiers either underperformed or showed no sig-
nificant improvement on the oversampled dataset
and were thus omitted for the sake of brevity.

The results are shown in Figure 6. The classi-
fiers are compared based on their precision-recall
curves, as well as the overall area under the curve
(auPRC) and f1-score. The overarching winner in
both setups was the linear support vector classifier
with logistic regression coming in a close second.
In the end, the LinearSVC managed to achieve an
f1-score of 0.728.

5.3 Balanced Accuracy

As previously mentioned, although F1 is the stan-
dard metric for comparing classifiers, in a more
practical setting, better metrics can be found. The
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main reason for this is that F1 is not as easy to
interpret as other metrics may be. An excellent
example of a suitable metric for a scenario like that
is balanced accuracy.

Much to our surprise, some of the worst classi-
fiers in terms of F1 are, in fact, the best ones in
terms of balanced accuracy. In Table 2, we can see
a selection of the previously evaluated models. As
it becomes clear from the table, although the classi-
cal machine learning models are indeed the overall
winners in terms of F1-score, they fall behind in
terms of balanced accuracy.

6 Discussion

Hate speech has always been a problem in society.
The internet revolution reinforced the problem by
providing instant connectivity across social media
and anonymity. There also exists mounting evi-
dence of a connection between hate speech online
and hate crime. All of this has led to increased
attention towards hate speech not only from the
general public, but also from governments and pri-
vate organizations.

Because of its online nature, and hence the
amount of data that is being constantly generated,
hate speech lends itself very well to automatic de-
tection by an artificial intelligence model. To do
this, however, large and robust datasets are required,
and although they do exist, most of them are fo-
cused on languages with a strong internet presence
such as English. As a result, many of the not so
well represented languages—such as Bulgarian—
are mostly ignored.

Multiple reports have shown that hate speech is
an even greater problem in Bulgaria than in other
countries. For this reason, the scientific commu-
nity in Bulgaria should follow in the footsteps of
such communities in other countries and focus on
the issue. A first step in doing that is to create
datasets that can be used for training purposes of
future research. We believe that by sharing our
dataset consisting of 108,142 manually annotated
sentences, we can contribute making that first step.

A further contribution of this paper is the eval-
uation of a variety of machine learning methods
for the task of text classification in Bulgarian in an
imbalanced setting, including some state-of-the-art
approaches.

7 Future Work

Despite the continuing efforts of the scientific com-
munity, there are some fundamental issues with
solving hate speech classification. For example,
in (Arango et al., 2019), the authors argue that re-
searchers have become overly optimistic about the
results of their classifiers. That is because most re-
search papers focus only on datasets coming from
one source. That causes the models (usually deep
neural networks) to overfit and are rarely able to
generalize well on new datasets. Therefore, the
creation of multiple datasets is compulsory for the
development of a robust predictive model.

Another issue is annotator bias. In (Waseem,
2016), Waseem discusses how much the influence
of annotators on the performance of classifiers and
suggests that systems trained on data labeled by ex-
perts perform better than those labeled by amateurs.
That leads us to another fundamental issue with
hate speech classification: who defines what hate
speech is? To mitigate any annotator bias future
datasets should not only be annotated by experts
but also, if possible, by different people.

Another important point that could be addressed
in the context of imbalanced text classification is
data augmentation (DA). Data augmentation is the
process of creating artificial data to improve the per-
formance of a classifier. One can argue that some
aspects of data augmentation are already included
by incorporating SMOTE into the preprocessing
pipeline; however, SMOTE works on the feature
space of the vectorized textual data. What might
greatly impact the classifier’s performance would
be to augment the data at the textual level. There
are multiple ways of performing this, from using a
thesaurus to substitute words on a synonym level to
using model embeddings (for example, Word2Vec)
to sample neighboring words. This approach has
been shown to increase the performance of hate
speech classifiers. (Rizos et al., 2019; Bayer et al.,
2021)

A further unexplored method to improve the
classifiers’ performance is employing additional
feature engineering methods such as named en-
tity recognition and part-of-speech taggers. These
methods would enrich the feature space and result
in a better classifier.

Lastly, if the context in which a model is to be
used is social media, a further feature engineer-
ing idea would be to take user metadata such as
age, location, or gender into account. Furthermore,
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a ”hate score” could be calculated for each user
based on her or his past posts or her/his connec-
tions’ past posts by utilizing social network analy-
sis techniques.
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Nikou Günnemann and Jürgen Pfeffer. 2017. Predict-
ing defective engines using convolutional neural net-
works on temporal vibration signals. In Proceed-
ings of the First International Workshop on Learning
with Imbalanced Domains: Theory and Applications,
volume 74 of Proceedings of Machine Learning Re-
search, pages 92–102. PMLR.

Grigor Iliev, Nadezhda Borisova, Elena Karashtranova,
and Dafina Kostadinova. 2015. A publicly available
cross-platform lemmatizer for bulgarian.

Ivanka Ivanova. 2018. Public attitudes to hate speech
in bulgaria in 2018. Technical report, Open Society
Institute Sofia.

Armand Joulin, Edouard Grave, Piotr Bojanowski, and
Tomas Mikolov. 2016. Bag of tricks for efficient text
classification. arXiv preprint arXiv:1607.01759.

Borislav Kapukaranov and Preslav Nakov. 2015. Fine-
grained sentiment analysis for movie reviews in bul-
garian. In Proceedings of the International Confer-
ence Recent Advances in Natural Language Process-
ing, pages 266–274.

Svetla Koeva, Nikola Obreshkov, and Martin Yalamov.
2020. Natural language processing pipeline to an-
notate bulgarian legislative documents. In Proceed-
ings of The 12th Language Resources and Evaluation
Conference, pages 6988–6994.

Proceedings of CLIB 2022

57



David Lazer, Alex Pentland, Lada Adamic, Sinan Aral,
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Ravi Shekhar, Pranjić. Marko, Senja Pollak, Andraž
Pelicon, and Matthew Purver. 2020. Automating
News Comment Moderation with Limited Resources:
Benchmarking in Croatian and Estonian. Jour-
nal for Language Technology and Computational
Linguistics, 34(1):49–79. https://jlcl.org/content/2-
allissues/1-heft1-2020/ jlcl 2020-1 3.pdf.

Alice Tontodimamma, Eugenia Nissi, Annalina Sarra,
and Lara Fontanella. 2021. Thirty years of research
into hate speech: topics of interest and their evolution.
Scientometrics, 126(1):157–179.

Alan Travis. 2017. Anti-muslim hate crime surges
after manchester and london bridge attacks. The
Guardian.

Zeerak Waseem. 2016. Are you a racist or am I seeing
things? annotator influence on hate speech detection
on Twitter. In Proceedings of the First Workshop on
NLP and Computational Social Science, pages 138–
142, Austin, Texas. Association for Computational
Linguistics.

Zeerak Waseem and Dirk Hovy. 2016. Hateful symbols
or hateful people? predictive features for hate speech
detection on Twitter. In Proceedings of the NAACL
Student Research Workshop, pages 88–93, San Diego,
California. Association for Computational Linguis-
tics.

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015.
Character-level convolutional networks for text classi-
fication. Advances in neural information processing
systems, 28.

Valentin Zhikov, Ivelina Nikolova, Laura Toloşi, Yavor
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Abstract

This paper presents an online Bulgarian sign
language dictionary covering terminology re-
lated to crisis management. The pressing need
for such a resource became evident during the
COVID pandemic when critical information
regarding government measures was delivered
on a regular basis to the public including Deaf
citizens.

The dictionary is freely available on the inter-
net and is aimed at the Deaf, sign language
interpreters, learners of sign language, social
workers and the wide public.

Each dictionary entry is supplied with syn-
onyms in spoken Bulgarian, a definition, one or
more signs corresponding to the concept in Bul-
garian sign language, additional information
about derivationally related words and similar
signs with different meaning, as well as links
to translations in other languages, including
American sign language.

Keywords: Online dictionary, Bulgarian
sign language, WordNet, crisis management,
COVID.

1 Introduction

The Deaf community is a minority community char-
acterised by its own history (history of the Deaf),
original culture (culture of the Deaf) and social life,
all of which are based on a specific territorial sign
language (whether officially recognised in the coun-
try or not). The Bulgarian Sign Language (BGSL)
was officially recognised in Bulgaria in January
2021 as the language of the Deaf community. The
official recognition guaranteed Deaf people’s right
to access to information and education through sign
language.

However, the Deaf community is heterogeneous
and the individual specifics of language develop-
ment, the modes of communication, etc. vary sig-
nificantly between users. There is a group of sign

language users who acquire the language in the
family at an early age and it becomes their primary
mode of communication. They acquire spoken lan-
guage (to a various degree depending on their hear-
ing and spoken skills) through school and speech
and language therapy.

When sign language is acquired at a later age,
after relatively good verbal language skills have
been developed, sign language competence is built
on verbal competence, and in this case sign lan-
guage is used as a second language. Over time,
both languages can be used simultaneously, and
in some cases sign language can also play a domi-
nant role in the deaf person’s daily communication.
However, predominantly in this case the verbal lan-
guage influences the sign language and we observe
’signed Bulgarian’ rather than the authentic sign
language.

This paper presents an online Bulgarian sign lan-
guage dictionary covering terminology related to
crisis management. The need for such a resource
became very pressing during the COVID pandemic
when critical information regarding government
enforced measures was delivered on a regular basis
to the public. Although government briefings were
supplied with sign language interpreting, many sign
language users faced difficulties in understanding
properly and fully the information. There were
words that had no signs known to the Deaf com-
munity at large, or such signs varied significantly
between users and local Deaf communities. We
attempted to collect and present variations of the
signs, registering preferences among the users and
raising discussion within the community with re-
spect to particular signs and their meaning.

Our approach towards building the dictionary
relies on linking it to WordNet as a large lexical-
semantic resource. In this way we are able to
employ all the descriptive information on the con-
cepts that is available in WordNet and the Bulgarian
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WordNet (BulNet), but also to use the numerous
semantic relations between concepts.

The dictionary is available freely on the internet
and is aimed at the Deaf community, Bulgarian
sign language interpreters, as well as interpreters
of other low resourced sign languages, learners
of Bulgarian sign language, social workers, sign
language researchers and the wide public.1

The structure of the paper is as follows. Section
2 discusses the challenges sign language commu-
nication poses to Deaf users in time of crisis and
thus, presents the motivation behind the creation of
the dictionary. Section 3 provides a brief overview
of related works, mainly sign language dictionar-
ies available online for different well resourced
and studied sign languages. Section 4 outlines the
steps in compiling the verbal side of the dictionary
including the construction of the text corpus, its
processing, keyword extraction, word sense assign-
ment. The collection of signed speech, sign annota-
tion and analysis of variations of signs is presented
in section 5. It is followed by a description of the
structure and components of the dictionary (section
6) focused on specific sign language features and
their representation. The last part (section 8) gives
some directions for future work both on expanding
the coverage of the dictionary and improving the
description of entries and the possible applications
of the resources.

2 Specific features of sign language
communication and standardisation
with view to crisis management

When communicating through sign language, the
following descriptive parameters of the performed
signs are important (Valli et al., 2005; Baker, 2016):

• hadshape – the configuration of the hand(s)
and the position of the fingers;

• palm orientation – the position of the palm(s)
during signing;

• movement – the direction of movement or the
fixed, stative position of the hand(s) during
signing;

• location where the sign is performed relative
to the body;

• non-manual expression – facial or body sig-
nals.

1https://study.deafstudiesinstitute.
bg/course/view.php?id=8

The different parameters and their combination
change the meaning of the message, e.g. see ex-
amples of minimal pairs of signs2. These specifics
need to be taken into account when building a dic-
tionary of sign language and especially with a view
to crisis management where the precision and punc-
tuality of the delivered message is of paramount
importance. Ambiguity of signs as well as signs
with similar presentation, in particular with a view
to the way they appear on screen (e.g., in TV broad-
cast, online video, etc.), need to be analysed and
avoided, if at all possible.

Crisis management applies to different situations
and in dynamic circumstances – situations of cri-
sis, evacuation, emergency, natural disasters (earth-
quake, fire, flood), extreme weather such as heavy
rain and snow, tornadoes, etc. (Manoj and Baker,
2007). The message should be delivered efficiently
and clearly in sign language by an experienced in-
terpreter. This raises the need for standardisation so
that the language used is understood over the whole
territory of Bulgaria and by all sign language users
irrespective of their predominant mode of commu-
nication, sign language variety acquired and level
of language skills. This in turn necessitates the
comparative analysis of the variations in signs in
order to facilitate the standardisation process.

Standardisation can be aimed at both the verbal
and the sign language used in times of crisis when
communication with Deaf citizens. Standard verbal
language messages can be compiled and taught to
Deaf school children as well as adults in order to
familiarise them with common text patterns used
in warning messages in crisis situations. This type
of formulaic language is used in many areas such
as airplane safety messages, traffic signs, etc.

Sign language standardisation is not a random
choice of formal gestures, but a complex process
that takes into account a number of linguistic, prag-
matic and sociolinguistic factors related to the do-
mains of communication, the diversity of territorial
and social variations, the influence and acquisition
of signs from foreign sign languages, the language
needs of different groups of deaf people and many
others. It is essential in this process that standardi-
sation is not at the expense of linguistic diversity
and richness, which deprives the users of linguis-
tic means and productive models for expressing
meanings and their nuances. The World Federation

2https://www.handspeak.com/learn/index.
php?id=109
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of the Deaf has warned against negative trends in
standardisation which in the long term alienate and
deprive language communities of their authentic
language3.

Standardisation is essential for the provision of
quality interpreting services and is a long and con-
trolled process based on language analysis and con-
scious attitude towards the language by its speakers,
supported by sign linguists, interpreters and other
professionals. In this sense, the standardisation of
sign languages is a responsible activity, as much as
the construction of literary verbal languages (for
decades), as well as their enrichment and develop-
ment through research, language training of native
speakers and new learners.

3 Related work

There are many large dictionaries for sign lan-
guages across the world which have been made
available online: American sign language (ASL)4,
British sign language (BSL)5, Australian sign lan-
guage (Auslan)6, German sign language (DGS,
Langer et al.)7, Swedish sign language (STS)8,
among others. Although these dictionaries are pre-
dominantly monolingual, in recent years there have
been efforts to create some multilingual or linked
dictionaries across several languages, either general
such as Spread the Sign9, or domain-specific such
as Hands in the Stars (specialised in astronomy)10.

For the Bulgarian sign language the largest mod-
ern dictionary is available only as a book both in
printed and electronic format (Tisheva et al., 2017).

During the COVID pandemic many of the larger
sign language dictionaries included the new con-
cepts or those that gained popularity and were es-
sential for the management of the crisis: coron-
avirus, COVID-19, pandemic, etc. Additional ef-
forts have been focused on preparing informational

3https://wfdeaf.org/news/
wfd-statement-on-standardized-sign-language/

4https://www.handspeak.com/word/, https:
//www.signasl.org/

5https://www.british-sign.co.uk/
british-sign-language/dictionary/,
https://www.signbsl.com/

6https://auslan.org.au/about/
dictionary/

7https://www.sign-lang.uni-hamburg.de/
glex/intro/inhalt.html

8https://teckensprakslexikon.su.se/
9https://www.spreadthesign.com/en.gb/

search/
10https://www.iau.org/news/

pressreleases/detail/iau1706/

materials in many sign languages to inform the
Deaf about the pandemic. Information materials
have been developed for children as well. An ex-
ample is the initiative of Rise e-books to present
coronavirus stories for children11.

The development of the dictionary presented in
this paper relies on its linking to Princeton Word-
Net (Miller et al., 1990; Fellbaum, 1999) and the
Bulgarian counterpart, BulNet (Koeva, 2010), mod-
elled after the Princeton WordNet. This approach
facilitates the exploration of all semantic relations
within the network (Ruppenhofer et al., 2016), as
well as using the links to other languages (Vossen,
2002, 2004; Bond and Foster, 2013) and resources
(Shi and Mihalcea, 2005; Leseva and Stoyanova,
2020) to expand the resource and its applications
in both human-oriented products (e.g., resources
for language learning for Deaf users) or natural lan-
guage processing (e.g., in processing multimodal
content such as sign language production, machine
translation, question answering, etc.).

There have been limited attempts to link sign
language dictionaries to WordNet (Lualdi et al.,
2019, 2021; Wright, 2021). The mapping of Word-
Net senses to signs faces similar challenges as the
development of WordNet for other minority lan-
guages with limited resources (Bella et al., 2020).

To the best of our knowledge, no efforts exist to-
wards building a crisis management sign language
dictionary which includes Bulgarian sign language.
Also, there are no initiatives at present aiming at
standardisation of crisis-related terminology in Bul-
garian sign language or establishing any principles
and considerations regarding standardisation.

4 Selection of concepts for the Bulgarian
Sign Language Dictionary of Crisis
Terminology

The selection process of the key concepts to be
included in the Dictionary included the following
steps. First, a large text corpus of briefings and
COVID-related news was compiled and automati-
cally processed. Secondly, a list of keywords were
extracted. Thirdly, the keywords were matched to
candidate WordNet senses and then manually dis-
ambiguated. This process resulted in a selection of
over 4,000 concepts which are then filtered down
to 500 most frequent concepts in the sign language
data (see section 5).

11https://riseebooks.wixsite.com/
access/copy-of-coronavirus-stories
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4.1 Text Corpus: compilation and processing
The text corpus was automatically compiled by
crawling the official website publishing regular
briefings and news articles on COVID and the
measures enforced by the government12. A set
of televised video recordings have been automat-
ically transcribed using Google Cloud Speech-to-
text API13. Since this process was aimed at collect-
ing preliminary material for analysis, precision of
transcriptions was not considered and no manual
evaluation or editing was performed.

The compiled text corpus included 158 official
briefings and 282 news articles with a total of 365
thousand words. The texts have been tokenised,
lemmatised and POS-tagged using the Bulgarian
Language Processing Chain (Koeva and Genov,
2011)14.

4.2 Keyword extraction and classification
For keyword extraction we apply the following pro-
cedure: (a) we filter out words from closed classes
such as prepositions, pronouns, etc., as well as gen-
eral stop-words with no domain specific meaning
– the stoplist was compiled to include words that
appear with high frequency in many different do-
mains in the Bulgarian National Corpus (Koeva
et al., 2010); (b) we use frequency ranking of full
meaning words to identify keywords typical for
the whole corpus; (c) we use the TF-IDF (term
frequency-inverse document frequency) method to
identify keywords at document level.

As a result, in the first stage we identify a list of
4,350 candidate keywords which are single words –
nouns, verbs, adjectives and adverbs.

The identified keywords were manually vali-
dated and classified into six predetermined do-
mains: (1) Healthcare, (2) Governance, (3) Statis-
tics and data presentation, (4) Economy and fi-
nance, (5) Social care, and (6) Crisis. In about
15% of the cases words are assigned more than one
domain (e.g., bg. epidemiya – epidemic is cate-
gorised both in the domains of Healthcare as well
as Crisis).

Additionally, the list was expanded with 212
multiword expressions which appeared with high
frequency in the text corpus and for which usu-
ally one of the components has been identified as a

12https://coronavirus.bg/
13https://cloud.google.com/

speech-to-text
14http://dcl.bas.bg/dclservices/index.

php

keyword (e.g., we added bg. bolnichno otdelenie
– hospital ward where only the adjective bg. bol-
nichen – hospital has been identified as a keyword).

For each selected keyword (single word or mul-
tiword expression) we compiled a list of usage ex-
amples from the text corpus allowing us to check
the sense in which the word is used in the data.

4.3 WordNet sense assignment and
disambiguation

For each keyword we automatically identified all
potential WordNet senses that apply to it – from
the Bulgarian WordNet (Koeva, 2010) we found
all synsets that the keyword appeared as a literal in.
Then the appropriate sense was manually selected
and assigned after analysing the examples from the
text corpus.

In some cases more than one sense of the word
appeared in the dataset (e.g., bg. seriozen is met
both in the meaning of serious: bg. seriozno sas-
toyanie – serious condition and strict: bg. seriozni
merki – strict measures).

After a unique WordNet sense has been assigned
to the keyword, all its synonyms (if available in Bul-
Net) and the definition were extracted and added to
the description of the keyword.

There were also cases (around 9%) where no
WordNet sense was a match, or the word was not
found in BulNet. In those cases the definition was
created manually.

5 Sign language data collection and
processing

After the preliminary lists of keywords in the dif-
ferent domains have been prepared, we started col-
lecting and processing the sign language material.
Principles of work has been established after the
first stages of the data collection since there is very
limited experience nationwide in collecting linguis-
tic data in Bulgarian sign language.

5.1 Sign language data collection

Sign language data was collected during six on-
line meetings with Deaf sign language users. Each
meeting had a particular topic – one of the domains
(see 4.2), and was lead by two Deaf moderators
and was recorded in video format. All participants
are displayed on the screen simultaneously (the
speaker was not put in spotlight) since very often
they spoke in sign language simultaneously and
we wanted to collect as much data as possible. A
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screenshot of a recording is shown in Fig. 1 where
several signers sign simultaneously (top row sec-
ond from the left, middle row rightmost signer, and
bottom row leftmost and rightmost signers). Some
of these signs express confirmation, rejection or
other evaluation on the sign performed by a mod-
erator, which is also relevant information although
we have not used it at this stage.

Figure 1: A screenshot of meeting recording

The participants (usually between 8 and 12) were
from various cities across the country to ensure rep-
resentativeness of the main regions formed around
the large Deaf regional centres in Sofia, Plovdiv,
Varna, Gorna Oryahovitza and Burgas.

For each meeting the moderators had prepared
a list of discussion questions which involved the
target concepts of the selected keywords. In some
cases the concepts under observation were directly
presented by the moderators using signs or in a writ-
ten form, and the discussion was directly focused
on the variations of the signs.

5.2 Sign language annotation
Sign language annotation of recorded meetings was
performed on the ELAN platform (Crasborn and
Sloetjes, 2008)15 by the authors, who are fluent in
Bulgarian sign language. Each participant in the
recorded meeting was assigned a separate anno-
tation layer since many participants signed at the
same time.

Fig. 2 shows an annotated short except of a
recording. At present we have limited the anno-
tation to cover only relevant lexical units (target
signs) belonging to the target domains in order to
make the annotation process more time-efficient
and manageable. In some of the discussions inter-
esting signs typical for the domains have emerged
such as names of people, organisations or med-
ical establishments – names of major hospitals,
e.g. Pirogov Multi-profile Active Treatment &

15https://archive.mpi.nl/tla/elan

Figure 2: A screenshot of ELAN annotation tool

Emergency University Hospital, newly established
government structures, e.g. National Operational
Headquarters for Combating Covid-19, or other
organisations World Health Organisation). These
signs have also been annotated and some of them
included in the Dictionary.

The sign language material offers many other
possibilities for annotation in future studies on Bul-
garian sign language lexical system, structure of
signs, communication and conversation patterns,
etc.

5.3 Sign selection

After the recordings had been annotated, all occur-
rences of the target signs for each domain were
automatically extracted and analysed in terms of
frequency and variations. From them, the most rep-
resentative sign variations for each keyword were
selected. As representative were considered signs
that: (a) were used by more than one signer; and
(b) were used on more than one occasion. A single
occurrence of a sign in the data does not necessar-
ily mean that the sign is in use since it could be
an occasional occurrence, individual invention or
copied from a foreign sign language.

In some cases for very similar variations which
are not questionable and would be understood by
all sign language users (e.g., with slight variation of
either handshape, palm orientation, movement or
place of performance) only one of the variants was
selected, usually the most specific, with the com-
plete motion performed, or the most elaborate and
thorough one. For example, the sign for lekarstvo
– medicine can be performed with or without the
supporting second hand (that stays in a fixed posi-
tion with a flat palm up and only serves as a base
for performing the sign with the main hand) – the
full sign performed with both hands is recorded for
the Dictionary while the simplified version is not
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included, i.e. it is considered as a non-essential
variation based only on simplification.

For some keywords no suitable signs were found
in the data when: (a) the Deaf moderators deliber-
ately excluded some keywords from the discussion
if the signs were clear, well-established and fre-
quently used in the language; (b) the signs were
omitted from the discussion; (c) the participants
did not know the sign for a given keyword; (d) the
participants were not familiar with the concept un-
der discussion. These words were not included in
the Dictionary.

6 Structure of the Dictionary and
components of the description

The first release of the Bulgarian Sign Language
Dictionary of Crisis Management Terminology cov-
ers 600 concepts appearing with high frequency in
the information regularly released by government
officials and news agencies during the COVID pan-
demic. The entries are both single words and mul-
tiword expressions. Although primarily focused on
the pandemic, the Dictionary also covers a variety
of domains and terminology. In the future, the Dic-
tionary can serve as a model for building language
resources in Bulgarian sign language aimed at Deaf
signers, sign language learners, interpreters, etc.

Each dictionary entry is supplied with extensive
description. As a bilingual dictionary in spoken
(verbal) Bulgarian and Bulgarian sign language, the
Dictionary is also multimodal – it includes video
presentation of the sign component and text descrip-
tion of the verbal component of the translational
pairs.

In the description of each entry we also include
information about the relation of the spoken word
to other words, multilingual translational equiva-
lents, including a translation into American sign
language (ASL), text usage examples, etc. Most
of the descriptive information of the verbal com-
ponent is extracted from WordNet automatically.
The description of the sign component is compiled
manually since so far there are no available elec-
tronic and computationally processable resources
for Bulgarian sign language, and there are still very
limited processing tools for any sign language.

6.1 Information from WordNet

The Dictionary entries are linked to WordNet
synsets (covering over 90% of the entries). From
the Bulgarian wordnet we add the following compo-

nents of the description of the verbal components
of the dictionary entry: (a) all synonyms of the
identified keyword that appear in the synset; (b) the
definition of the concept; (c) translational equiva-
lents in other verbal languages.

Translational equivalents are extracted from var-
ious wordnets available through the Extendend
Open Multilingual WordNet project (Bond and
Foster, 2013)16. The wordnets are linked to the
Princeton WordNet, and thus to each other and to
the Bulgarian WordNet. Translations are provided
wherever possible in up to 20 languages.

Moreover, the dataset is linked to one of the
ASL online dictionaries – HandSpeak17. The map-
ping to ASL so far has been performed semi-
automatically by processing the wordlist of the
HandSpeak dictionary and matching it to the En-
glish translational equivalents of the Bulgarian
word entry. The mapping was then verified manu-
ally.

The structure and organisation of the Dictionary
allows linking to other languages as well through
WordNet, and also to other sign languages through
the links to ASL. However, research is still ongoing
on mapping ASL to WordNet and to the best of our
knowledge no data have been released so far.

6.2 Sign language specific features

Each sign is presented as a video recording and
is performed by a skilled Deaf sign language user
who is fluent in the language but also is experienced
in presenting sign language in front of the camera.
For each entry we also have recorded variants of
the signs. There has been no research on sign for-
mation in Bulgarian sign language. Although we
call all signs that corresponding to a given concept
’variants’, it is clear that in some cases these are
new independent signs, thus we need to consider
them as synonyms rather than variants.

Descriptive features (labels for handshape, palm
orientation, direction of movement, etc.) of the
signs have not been included in the present ver-
sion of the Dictionary, but are envisaged for future
releases.

A special part of the description of each dictio-
nary entry are the relations to other words (in the
verbal component) and to other signs (in the signed
component). The derivationally related words, or

16http://compling.hss.ntu.edu.sg/omw/
summx.html

17https://www.handspeak.com/
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words that share the same root as the dictionary en-
try word, are relevant because very often they share
the same sign. In particular, this is valid for a root
word and its derivatives in other parts of speech.

For the purposes of the Dictionary we extract
derivational relations from WordNet. We do not
take into account the direction of derivation since
it is not represented in WordNet. Derivationally
related words often have similar meaning, and are
often represented by the same or similar signs in
the Bulgarian sign language (e.g., the sign for bg.
bolen – ill is the same as the sign for bg. bolest –
illness).

However, special attention should be paid to any
exceptions:

• Different signs for derivationally related
words with close semantics (e.g., there are
different signs for bg. lekar – doctor, medic
and bg. lekarstvo – medicine);

• The same signs for words that are only seman-
tically and not derivationally related (e.g., we
have the same signs for bg. lekar – doctor
and bg. bolnitsa – hospital, as well as for
bg. aptekar – pharmacist and bg. lekarstvo –
medicine).

Similarly, attention should be paid to the cases
where the same or very similar signs are used on
semantically distant words. For example, the same
sign is used for bg. lineyka – ambulance and bg.
politseyska kola – police car (the sign is based
on the siren and flashing lights of both vehicles).
These also can cause confusion when used in de-
livering crucial information during crisis. Usually
the disambiguation relies on the articulation of the
signer (the signer mouths the word) or an additional
sign (e.g., adding the sign for medical or police).

These irregularities pose a problem to inter-
preters and language learners, and this is why we
consider the information relevant and beneficial to
include in the dictionary. Moreover, since the main
objective of the dictionary was to ensure the good
quality and the high precision of the delivered in-
formation during crises, these relations provide a
good starting point to investigate further and estab-
lish good practices for sign language presentation
and interpreting.

6.3 Additional information

The additional information comprises:

• links to other lexical resources, most notably
the online dictionaries of the Institute for Bul-
garian Language where the users can find
more information about the word, an alterna-
tive definition, as well as to seek information
about multiword expressions;

• examples of the use of the word, excerpted
from the text corpus of briefings and news
articles;

• excerpts from the video recordings were
added demonstrating the use of the sign in
context. At present these examples apply to
a small number of dictionary entries as they
required manual processing and selection.

7 Online access

The Dictionary is freely available online on the ed-
ucational platform of the Deaf Studies Institute18

and is distributed under Creative Commons Attri-
bution 4.0 License.19

The Dictionary entries can be listed in two ways
– in alphabetic order of the keywords or by domain
(see list of domains in section 4.2) for easier access
to related terms. As some words are assigned more
than one domain, they appear in more than one
domain-specific list. A functionality to search by
word or phrase is also added on each page of the
Dictionary.

Fig. 3 shows the dictionary entry of bg. bol-
nitzno otdelenie – hospital ward with the compo-
nents of its description.

Under each video of a sign there is a button to
confirm or reject the validity of the sign. This feed-
back functionality can serve as crowdsourcing vali-
dation of dictionary entries. No efforts in the direc-
tion of the validation, testing sign language users
preferences or standardisation have been made so
far for the Bulgarian sign language.

8 Conclusions and future work

The present paper shows the compilation process
of the Dictionary of Bulgarian Sign Language for
Crisis Management. The dictionary is suitable to
be used by Deaf people, sign language interpreters,
learners of sign language, social workers and the

18https://study.deafstudiesinstitute.
bg/course/view.php?id=8

19https://creativecommons.org/licenses/
by/4.0/
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Figure 3: A screenshot of a dictionary entry (1: Sign,
with Improve / Disapprove buttons underneath; 2: Def-
inition; 3: Synonyms; 4: Similar signs; 5: Other lan-
guages, incl. ASL; 6: Information from other dictionar-
ies; 7: Examples of usage; 8: Domain; Link to the word
list; Search field)

wide public. It can accompany educational and in-
formation materials focused on crisis management.
Although the selection of the concepts is based on
a text corpus collected from COVID-related topics,
the Dictionary covers six different domains. More-
over, the model of data collection and analysis can
be applied to expand the dictionary in volume and
in number of domains.

This work is also a first step towards the stan-
dardisation of Bulgarian sign language used in time
of crisis which requires efficient and unambiguous
information. In this respect we need more targeted
efforts in collecting user feedback, observations
on attitudes towards particular signs, investigating
sign ambiguity, etc.

Future work will focus on adding new features to
dictionary entries such as textual descriptors of sign
components (handshape, palm orientation, motion,
etc.). This will allow for searches by sign features
(if a sign’s meaning is not known).

An interesting application of the sign language
dictionary is in the field of language education for
creating interactive materials and linked resources
introducing new concepts and supporting the learn-
ing of Deaf children. An example of such interac-
tive books for preschool and primary school chil-
dren is shown on Fig. 4. For this purpose we need
to expand the dictionary with more topics and to
improve the description of dictionary entries.

Figure 4: Interactive book for language education ac-
cessing an online dictionary and its fields (image, sign,
definition, etc.)
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Abstract

The paper discusses the raising and control syn-
tactic structures (marked as ‘xcomp’) in a UD
parsed corpus of Bulgarian Parliamentary Ses-
sions. The idea is: to investigate the linguis-
tic status of this phenomenon in an automat-
ically parsed corpus, with a focus on verbal
constructions of a head and its dependant to-
gether with the shared subject; to detect the
errors and get insights on how to improve the
annotation scheme and the automatic detection
of this phenomenon realizations in Bulgarian.

Keywords: control and raising verbs, Bulgar-
ian Parliamentary Corpus, Universal Dependen-
cies.

1 Introduction

In the Universal Dependencies (UD) syntactic
guidelines the dependancy relation xcomp is
viewed as a clause that belongs to the group of
core arguments together with csubj and ccomp.
It is used in two cases: a) in constructions with
obligatory control (object-to-subject and subject-
to-subject) and usually non-finite (for example, in
the sentence ‘I want to sleep’, the non-overt subject
of ‘sleep’ is determined by the overt subject ‘I’ of
the higher predicate ‘want’), and b) for the respec-
tive types of secondary predication (for example, in
the sentence ‘She declared the cake beautiful’ the
predicates ‘declared’ and ‘beautiful’ are connected
through xcomp). In this survey I am interested in
the open clausal complements only, i.e. ‘a predica-
tive or clausal complement without its own subject’.
As the guidelines further say: ‘That is, there should
be no available interpretation where the subject of
the lower clause may be distinct from the specified
role of the upper clause. In cases where the missing
subject may or must be distinct from a fixed role
in the higher clause, ccomp should be used instead
[...]. This includes cases of arbitrary subjects and

anaphoric control.’1

The aim in this paper is to observe the xcomp
types of subject-to-subject control structures in an
automatically parsed parliamentary corpus for Bul-
garian. I am interested in the following questions:
a) what kind of control syntactic structures were
realized with respect to a main and a controlled
predicate; b) what kind of subjects were realized in
the control structures – both formally and semanti-
cally; c) were any error types detected within the
observed structures; d) how do these observations
contribute to the linguistic typology of Bulgarian
control structures and to their better modeling and
detection. I consider the linguistic investigations
over parsebanks as a way to identifying real lan-
guage problematic phenomena for parsing beyond
the already modeled constructions in grammars,
annotation schemes and manually annotated tree-
banks. I also believe that they give us hints on how
to improve the coverage of a treebank (for exam-
ple, through the means of active learning) for better
linguistic research.

The paper is structured as follows: in the next
section the details on the parsed corpus as well as
on the used model are given. Section 3 focuses
on the relation xcomp with respect to the above
mentioned research questions. Section 4 concludes
the paper.

2 The UD parsebank of Bulgarian
Parliamentary sessions

This study was performed over the Bulgarian Par-
laMint corpus2 because it has been annotated with
respect to the UD schema and is freely available
for research. In future, the plan is to extend the
texts in the parsebank with newsmedia and social

1https://universaldependencies.org/u/
dep/xcomp.html

2https://www.clarin.si/repository/
xmlui/handle/11356/1431
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media corpora, among others.

ParlaMint3 is a project supported by CLARIN-
ERIC4. Its first phase - ParlaMint I - was completed
in the period of years 2020 - 2021. Parliamentary
data directly correspond to the most recent events
with global impact on human health, social life
and economics such as the current COVID-19 pan-
demic. The Bulgarian ParlaMint corpus contains
plenary meetings from 2014-10-27 to 2020-07-31
and includes 717 documents, or 19,096,761 words.
The data is publicly available from the project web-
site. Now in the subsequent project phase - Par-
laMint II (2022 - 2023) - more data have been
compiled to the current corpora, and parliamentary
corpora for new countries have been added.

The Bulgarian Parliamentary data was down-
loaded from the official website of the Bulgarian
National Assembly 5. The sessions for each day
were represented in a single html file which was rel-
atively easy to convert to XML. The conversion was
performed in an incremental way. Initially, the data
was converted into a basic TEI XML format and
then uploaded into the CLaRK system — (Simov
et al., 2004). Afterwards, the Parla-CLARIN for-
mat 6 was used for validation. However, this turned
out to be too permissive, so an additional constraint
schemata were applied. Within CLaRK system the
conversion was done with the help of constraints
(as implemented rules) and regular grammars for
inserting some elements. The speaker informa-
tion (such as date and year of birth, occupation,
party memberships, personal web page, etc.) and
incident data (such as applause, laughing, enter-
ing or leaving the plenary room, noise, etc.) were
extracted, classified and returned back into the
texts with the appropriate features added. Thus
the present linguistic research can be extended in
future with adding more society-oriented features
from the available metadata – like which member
of Parliament uses what control constructions and
with what a reference, etc.

The created corpora were processed with the
classla-stanfordnlp pipeline, which anno-
tates text on the levels of morphosyntax, lemmas,
dependency syntax and named entities for Bulgar-

3https://www.clarin.eu/parlamint
4https://www.clarin.eu/
5https://www.parliament.bg/bg/

plenaryst
6https://github.com/clarin-eric/

parla-clarin

ian, Croatian, Serbian, and Slovene.7 This model
is a CLASSLA Fork of the Official Stanford NLP
Python Library for Many Human Languages. The
Bulgarian part was trained with the UD Bultree-
bank model and on the provided big corpus of Bul-
garian data. The resulting analyzed corpus of par-
liamentary sessions was uploaded into the CLaRK
System where it was possible to search for respec-
tive subtrees related via xcomp within the UD syn-
tactic structures. The extracted patterns include the
control verb, the dependant verb and the subjects
when they are explicit at the higher or lower verb
level (although in xcomp constructions an explicit
subject at the lower clause is not expected). In Fig-
ure 1 an example in XML of an extracted pattern
is given from the CLaRK system. The sentence
is as follows: But not can-1.PL to give-1.PL more
money, ‘However, we cannot give more money ei-
ther’. The xcomp relation connects the verb in the
higher clause - ‘can’ - with the one in the lower
clause - ‘give’. Both subjects are not overt.

In Figure 2 three examples are graphically vi-
sualized where the head and dependant verbs are
related through xcomp.

In the tree on the top-left the following sentence
is given (here glossed, and all that follow are also
glossed): Can-2.PL to check-2.PL (You can check).
In this subject-to-subject control both subjects are
null since Bulgarian is a pro-drop language. We
consider this structure as a true control one because
the subject of the verb in the lower clause - ‘check’
- is the same as the one of the verb in the higher
clause - ‘can’.

In the tree on the top-right the following sentence
is given: Raynov will come to them.CLITIC take
(Raynov will come to take them). Here the main
verb ‘come’ has an explicit subject – the surname
Raynov – in contrast to its dependant verb ‘take’. I
do not consider such a structure a true control one,
since the verb ‘come’ can take dependant verbs
with a different subject. One test that can be used
here is the possible substitution of the marker да
(to) with the subordinator за да (‘for to’, in order
to). In the example the subjects of the two verbs
are the same. We would like to have a way to
distinguish such cases in parsebanks.

In the tree in the bottom-middle, the following
sentence is given: How would could to happen
this? (How could this happen?). Here the explicit
subject is realized to the dependant verb ‘happen’

7https://pypi.org/project/classla/

Proceedings of CLIB 2022

69



Figure 1: An extracted pattern from the CLaRK system.

Figure 2: Visualized patterns with the xcomp relation.

in contrast to the main modal verb. However, here
many other factors play a role. For example, the
adjacency of the pronominal subject either to the
main or to the dependant verb with respect to the
illocutionary force - interrogative in this case. I
view such patterns as formally controlling.

All the patterns presented here were used as tem-
plates in the process of extracting a subcorpus for
the current study.

3 The xcomp realisations and their
analysis

The control verbs are usually discussed on a par
with the raising ones. The literature on control

and raising verbs from a theoretical or a specific
language point of view is very rich and sometimes
controversial. For that reason I will mention now
only the work on control and semantic resource
sensitivity by (Asudeh, 2005). The author gives an
overview of the main approaches and proposes a
structure sharing alternative for both – non-finite
and finite control. The analysis is based on Glue
Semantics and is performed within the framework
of LFG.

In the original constituency Bultreebank (later
converted into the UD style), the control structures
were not specially marked as such. There was a
mechanism to indicate the same subject in the syn-
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tactic structures via co-reference links. However,
these links reflected the contextual usages of same-
subject-hood, not the real control. Thus, they can
be viewed as overgenerating. This means that no
real distinction was made between structures of
control where the predicate imposes on its depen-
dent the same subject in all contexts, and structures
where the same subject is not obligatory and thus
would allow the appearance of different subjects.
Making such a differentiation is not a trivial task
per se. At the same time, the fact that raising verbs
do not impose any restrictions to their subjects (ex-
pletive as a rule) has been reflected by assigning
the referential subject to the lower clause verb.

3.1 Structures of control in Bulgarian: a brief
overview

In the traditional Bulgarian grammar literature the
control verbs are viewed as imposing argument
sharing. These verbs are modal (with some excep-
tions) or phasal. They are considered auxiliaries
and thus constitute the so-called ‘complex verbal
predicate’ forming a simple sentence where both
verbal subjects are co-indexed. See an overview
of the various points of view in (Viktorova, 2005).
These verbs are: (мога (can), трябва (have to),
започвам (start), продължавам (continue), спи-
рам (stop)) with their synonyms. The exceptions
include the verb искам (want) because it can take
various subjects.

Among the modals there exist also raising verbs
such as the impersonal verbs with expletive sub-
jects like трябва (have to) and може (to be possi-
ble to).

In cases where the modal verb allows for a dif-
ferent subject of the dependent verb, the sentence
is considered not simple but complex. Such a verb,
as mentioned above, is искам (want). Compare
Искам ти да дойдеш. (Want-I you to come, I
want you to come.)

(Penchev, 1993) mentions the control structures
of types subject-to-subject (p. 169) and object-to-
subject (p. 87, p. 169). For the first type the exam-
ple is Ти1 забрави pro1 да дойдеш. (You1 forgot
pro1 to come.) For the second type the example is
Принудиха ги1 pro1 да заминат. (Forced-they
them to go, They were forced to go.)

In (Boyadjiev et al., 1998) (pp. 550-551)
Penchev also shows that control is not related to
modality only, since some modal verbs behave
like content verbs while there are also non-modals

that exhibit control characteristics. The author pro-
motes a unifying analysis where both control struc-
tures – with modals and non-modals – form a com-
plex sentence.

3.2 Realisations of control structures in the
corpus

First, let us look at the heads of the control struc-
tures and their frequency. The most frequent one
is the modal verb мога (can) with 47514 occur-
rences. In the UD version of Bultreebank modals
were treated as full verbs, not as auxiliaries.

In the top 20 lemmas the following types have
been observed: other modal verbs ща (want); verbs
of phases (продължа/продължавам (continue),
започна/започвам (start, begin), спра/спирам
и престана (stop)); other verbs (успея/успявам
(succeed), опитам се/опитвам се (try), пропус-
на/пропускам (miss), отида/отивам (go some-
where), откажа/отказвам (deny)). Also in the
top part come other modal or modal-like verbs like:
стремя се (aim), възнамерявам (intend), умея
(be able), смея (dare).

At the same time some verbs seem to be out
of place here because they either express ad-
verbial semantics or allow a non-controlled sub-
ject. Such verbs are: изляза/излизам (go
out), бързам (hurry) with adverbial semantics
and thus the expected relation would be ad-
vcl or призова/призовавам (call for), предло-
жа/предлагам (suggest) and thus the expected
relation would be ccomp. This fact is not surpris-
ing because – as mentioned above – such verbs
could also share the same subject in some of their
realizations.

Let me now turn to the structures with control-
ling and controlled predicates. I am interested in
three questions: a) which are the typical controlling
predicates, b) which are the structures that are not
really controlling and c) which are the linguistic
tests that show the non-controlling usages of the
detected verbs in b).

Concerning the modal verbs, the most frequent
structure is мога да кажа (can-1.SG to say-1.SG,
I can say). It has 2230 occurrences. Overall, the
perfective verbs are preferred: мога да разбе-
ра / приема / дам / направя (can-1.SG to
understand-1.SG / accept-1.SG / give-1.SG / do-
1.SG, I can understand/accept/give/do). One re-
mark should be done here. The third person of the
verb can have also an impersonal usage, i.e. mean-
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ing that something is possible. Such cases of two
possible readings for convenience were annotated
in Bultreebank as preferably personal verbs. Thus,
many of the examples in the parliamentary corpus
also bear this inherited ambiguity.

3.3 ‘True’ control verbs
Here come the ‘true’ control verbs, or in other
words, verbs that would not allow for a different
subject of the lower clause verb. Apart from the
modal, phase and other verbs, mentioned above,
some other verbs are listed below. Please note
that some of them are used in their reflexive forms.
The semantic classification is made with respect
to the lexicographic classes in Princeton WordNet
(in contrast to (Henri and Laurens, 2011) where
another type of semantic classification is given for
Mauritian):

• verbs of cognition: уча се (learn), пропус-
на/пропускам (miss)

• social verbs: опитам се/опитвам се (try),
принудя се/принуждавам се (force), за-
дължа се/задължавам се (oblige), риску-
вам (risk)

• verbs of change: готвя се (prepare)

• verbs of communication: откажа/отказвам
(refuse)

It would be interesting to investigate further the
relation between control structures and reflexivity.
In general, the reflexive marker се ‘se’ ensures
the intransitive use (thus – subject-to-subject con-
trol) of a transitive verb that provides an object-to-
subject control. For example, Учих го да чете
(Taught-1.SG him to read-3.MASC.SG, I taught him
to read) vs. Учих се да чета (Taught-1.SG REFL
to read-1.SG, I taught myself to read).

Some insights with respect to the usage
and blocking of impersonal and passive se-
constructions have been considered in (Penchev,
2001). For example, when a reflexive control verb
is used in an impersonal-passive, then either such
an usage is semantically blocked (ex. try) or its
dependant has to share the same form, and the sub-
ject becomes arbitrary (ex. forget): Забравя се
да се звъни (Forget-IMPERS.REFL to REFL ring-
IMPERS, Ringing is (being) forgotten). It should
be noted that such usages are rare.

Another issue that became evident is the role of
diathesis. It can be detected in the examples of

the verb задължа се (oblige oneself). In all the
examples these usages are in reflexive passive. Let
us see one: Общината се задължава да извър-
ши проверка (Municipality-the REFL oblige to
perform check, The municipality is obliged to per-
form the checks). Such cases are also considered
control structures – not from a lexical but from a
syntactic point of view. The role of the reflexive
passives is discussed in (Dzhonova and Mihaylova,
2021) where it is mentioned that these forms can
have modal meanings when used in a generic way.
The reflexive passives can be placed also in the
diathesis typology, presented in (Koeva, 2022).

Here it would be also interesting to observe the
combinations of a control verb with types of de-
pendant verbs as well as their common subject
characteristics.

The modal verb мога (can) as the most frequent
one has many collocations, thus we will ignore
it here. In the group of the phase verb започ-
на/започвам (start) the following clusters can be
identified: започвам да функционирам (start
functioning) where the dependant verbs are in ac-
tive voice and subjects refer to the government,
software, assembly, law, portal; започвам да те-
ка (start to run) where the dependant verbs are
in active voice and subjects refer to mandate, pro-
cess, deadline, intership; започвам да работя
(start to work) where the dependant verbs are
in active voice and subjects refer to institution,
system, assembly, power. There are also struc-
tures where the dependent verb is preferred in se-
passive. Here are some examples: започва да
се прави компромис/реформа; започва да
се гледа бюджет/закон; започва да се гово-
ри истина/неистина (start to REFL do compro-
mise/reform; start to REFL look budget/law; start
to REFL speak truth/non-truth).

In the group of the phase verbs продъл-
жа/продължавам (continue) the following clus-
ters can be identified: продължавам да дейст-
вам (continue to hold/be in effect) where the depen-
dant verbs are in active voice and subjects refer to
rule, practice, formula, criterion; продължавам
да съществувам (continue to exist) where the de-
pendant verbs are in active voice and refer to nation,
threat, problem, inequality, tension, possibility.

The cognitive verb пропусна/пропускам
(miss) has a preference to speech-related active
dependant verbs like say, note, mention, remind,
give an answer.
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The social verb принудя се/принуждавам се
(force oneself) prefers dependant verbs of activities
like ‘to be forced to come (for a prime-minister);
to co-finance (for a municipality); to resort to (for
the state)’.

It turned out that the control verbs other than
modal and phase ones are not so frequent in the
data.

On the basis of the statistical information about
the distribution of these constructions - the com-
bination of the head verbs, the dependent verbs
and the grammatical features of the subjects, rules
can be formulated to classify the candidate control
structures. These are based on grammar charac-
teristics such as shared number and gender where
applicable. Then manual evaluation over 3951 ex-
amples was performed. From these 3100 were
classified as control structures while only 5 cases
happened to be misclassified. From the rest there
were 651 cases which were classified as structures
with non-shared subjects, and 200 that were con-
sidered as quasi control structures presented in the
next section.

3.4 Quasi control verbs

Some examples were given above with verbs that
can take not only the inherited infinitive particle
да (to), but also the subordinator за да (in order
to). This fact can be used as a test for classifying
such verbs as quasi control ones because it allows a
structure with different subjects. This group mostly
consists of verbs of action. For example, дойда
да гласувам (come to vote), излизам/отивам
да говоря (go to speak), чакам да видя (wait to
see), работя да осигуря (work to ensure), etc.

There is one verb that is ambiguous between
a control and quasi control interpretation. This
is спра/спирам (stop). In the first meaning – the
phase one – it is a verb of control: Спрях да пуша
(Stopped-I to smoke, I quited smoking). In the sec-
ond meaning – the action verb – it is a verb of quasi
control: Спрях да купя мляко (Stopped-I to buy
milk, I stopped to buy milk). In the parliamentary
data only the phase verb has been detected.

There is another group of quasi control verbs
that allows for the dependant verb to take a subject
in a different number. These verbs belong prefer-
ably to the groups of verbs of communication and
cognition. For example: предложа/предлагам
(suggest), ангажирам се (engage oneself), апе-
лирам (apel), избера/избирам (choose), плани-

рам (plan). For example, Предлагам да дой-
дем по-късно, Suggest-1.SG to come-1.PL later, I
would suggest we to come later.

As a result from these observations, a number
of tests were created for the classification of con-
trol vs. quasi control usages like the one with the
subordinator substitution, and some based on the
lexical properties of the verbs like their valency and
agreement potential . In addition to using them as
features when training parsing models, such tests
might be implemented as filters over the search in
parsebanks.

4 Conclusions

In this paper some focused observations were
shown on the behaviour of Bulgarian structures of
raising/control in an automatically parsed UD cor-
pus of parliamentary sessions. The manual checks
over the extracted data confirmed the high quality
of the UD parser on these data. Thus, it became
possible to detect for example the ‘true’ control
structures vs. quasi control structures. The over-
generation seems to be inherited from the Bultree-
bank model where all cases of shared subjects were
marked as coindexed. Due to the distinction be-
tween active (nsubj) and passive (nsubjpass) sub-
jects in the UD schema, it was possible to survey
the internal structure of control and observe the
preferences of dependant predicates with respect
to their control heads to active or passive usages.

One of my goals in this study was also to detect
weaknesses in the Bulgarian UD treebank which
needs some extensions of the annotation patterns in
order to provide better parsed corpora for linguistic
research. I think that these analyses of control con-
structions in the current version of the corpus show
the following directions of future work: extension
of the treebank coverage with new texts that would
demonstrate some of the problematic cases for the
parser.

My observations showed that it is difficult to dis-
tinguish between similarly presented phenomena in
texts, such as control and quasi control structures.
These phenomena might be approached by using
lexical lists with both types of verbs. However, this
is not enough because their contextual realizations
also have to be taken into account. In my view the
challenge behind the automatic annotation is to find
the best balance between lexicon and grammar. If
such a balance was achieved, then the parser would
be more linguistically informed and would classify
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the presented phenomena in a better way.
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Abstract 

The paper presents a corpus-based study of 

emotive predicates (verbs and predicative 

constructions with adjectival, adverbial or 

noun phrases) in Bulgarian with respect to 

their syntactic characteristics. The sources 

of empirical data analyzed here are 

Bulgarian National Corpus, Corpus of 

Bulgarian Political and Journalistic Speech 

and Bulgarian part of Multilingual 

Comparable Corpora of Parliamentary 

Debates ParlaMint. The analyzes are 

organized in terms of morpho-syntactic 

features of emotive predicates, transitivity, 

syntactic functions and theta-roles of their 

arguments. Emotive predicates denote a 

state or an event involving an affective 

experience. As part of the special semantic 

class of psychological/Experiencer verbs, 

they have been studied in relation to the 

interaction between lexical semantics and 

argument realization. Bulgarian data 

confirm the well-established division of 

Psych predicates into three classes: Subject 

Experiencer (fear type verbs), Object 

Experiencer (frighten type verbs), Dative 

Experiencer. The third class is mostly 

represented by adverbial predicates. 

Keywords: Psychological predicates, 

Emotive predicates, Experiencer, 

Argument structure 

 

1 Introduction 

The main topic of this study is the syntactic 

realization of arguments to verbal predicates and 

predicative constructions in Bulgarian expressing 

positive emotions. The analysis will not be 

restricted to emotive verbs only, but will represent 

adjectives, adverbs, or nouns used in constructions 

which meaning corresponds to the category of the 

positive emotions. The objectives of empirical data 

analyzes are to compare the syntactic structure of 

two types of sentences - with verbal or with 

adjectival, adverbial or nominal predicates. The 

focus of our observations is related to the question 

whether the argument structure of emotional verbs 

is "inherited" by the corresponding adjectives, 

adverbs or nouns. Special attention will be paid to 

the syntactic realization of the central participant in 

the emotional scenario marked by the semantic role 

of experiencer. 

The sources of empirical data analyzed in this 

paper are Bulgarian National Corpus 

(http://dcl.bas.bg/bulnc/; Koeva et al., 2012), 

Corpus of Bulgarian Political and Journalistic 

Speech (http://political.webclark.org; Osenova and 

Simov, 2012) and Bulgarian part of Multilingual 

Comparable Corpora of Parliamentary Debates 

ParlaMint (https://www.clarin.eu/resource-

families/parliamentary-corpora; Erjavec et al., 

2022). In this article we provide statistic data only 

from Bulgarian National Corpus. The observations 

are organized in terms of morpho-syntactic 

features of emotive predicates, transitivity, 

syntactic functions and theta-roles of their 

arguments. First, the structure of sentences with 

emotive verbs veselya (rejoice), zabavlyavam 

(entertain), radvam (make someone happy; glad), 

and their reflexive counterparts veselya se, 

zabavlyavam se, radvam se will be discussed. Then 

the results of analyses will be compared with the 

features of sentences with adjectival, adverbial and 

nominal constructions with vesel (joyful), zabaven 

(amusing), radosten  (joyful; happy); veselo 

(joyfully), zabavno (funny), radostno (happily); 

veselba (merriment), zabava (entertainment), 

radost (joy). The choice of these particular lexemes 

is motivated by the fact that two verbs and not just 

one signify the feeling, as is the case with 

strahuvam se (fear). On the other hand, the group 

of emotive predicates includes adjectives, adverbs, 

and nouns corresponding to the verbs of emotion. 

Syntactic characteristics of emotive predicates in Bulgarian  

A corpus-based study 
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Verbs like plasha (frighten), strahuvam se (fear), 

valnuvam (excite someone) or valnuvam se (get 

excited) have no corresponding adjectives. 

2  Emotional scenario  

Emotions are mental processes reflecting the 

experiences, perceptions, and evaluations 

associated with a particular object or specific 

stimulus. According to Wierzbicka (1999), all 

natural languages have lexical means for 

expressing conceptualized notions of emotional 

states, evaluations and attitudes. Lexical semantics 

of the elements from the emotional lexicon 

provides the relational and semantic frameworks 

for syntactic structures used to denote different 

types of emotions.  

Apart from subject who can feel or sense 

something (experiencer), an element of evaluation 

is present in the emotional scenario. For the 

predicates under consideration in our work, it is an 

evaluation of what is happening by the experiencer 

as something positive for him or her. This 

evaluation, in turn, is a stimulus for the positive 

emotion; stimulus affects the experiencer, 

changing or maintaining his/her emotions. This 

general scenario specifies the possible syntactic 

structures of the sentences with emotive 

predicates. Causative verbs like veselya (rejoice), 

zabavlyavam (entertain), radvam (make someone 

happy) are two-argument predicates. The 

stimulus (cause) and the experiencer must be 

presented in the sentence. With reflexives veselya 

se, zabavlyavam se, radvam se only one element 

of the emotional scenario is necessary to be 

expressed. Since the emotion is conceptualized 

and separated from its stimulus this argument will 

represent the experiencer. 

3  Psychological (Experiencer) verbs 

Emotive predicates are part of a larger group of 

predicates called mental predicates, affective verbs 

(Belletti and Rizzi, 1988), psychological verbs 

(psych-verbs; Levin, 1993), experiencer verbs 

(experiencer verbs; Pesetsky, 1995). Psych verbs 

are a class of verbs defined not only by their lexical 

semantics, but also by the semantic properties of 

the sentences they function in. As Belletti and Rizzi 

(1988) first stated, “verbs expressing 

psychological states have a uniform θ-grid, 

involving an EXPERIENCER, the individual 

experiencing the mental state, and a THEME, the 

content or object of the mental state” (Belletti and 

Rizzi, 1988: 291). The second role is more often 

called stimulus.  

Three subtypes of psych verbs are defined based 

on their lexical semantics: verbs of perception (see, 

hear), verbs of cognition (know) and verbs of 

emotion (fear, frighten). Emotive predicates, on 

the other hand, “fall into two grammatically 

distinct classes: those whose subject is the animate 

Experiencer and whose object (if there is one) is 

the Source (fear, miss, adore, love, despise); and 

those whose object is the animate Experiencer and 

whose subject is the Source (amuse, charm, 

encourage, anger)” (Fellbaum, 1999: 297).  

Most of the emotive verbs in Bulgarian can be 

used with short reflexive pronoun se (self), e.g. 

radvam – radvam se, plasha – plasha se. In this 

case, se is marker for middle voice construction 

and does not indicate reflexiveness (cf. Asenova 

and Guentchéva 2022), it occupies the direct 

object position and those verbs could have only PP 

or a complement clause as their second argument. 

In these cases, the difference between verb groups 

(fear-type with subject experiencer and frighten-

type with object experiencer) is also marked by the 

use of short reflexive pronoun se.  

4  Types of verbal constructions 

4.1.  Transitive constructions 

Verbal expressions with psych transitive verbs 

radvam, zabavlyavam, veselya display 

similarities in their argument structure and 

realizations of experiencer and stimulus of 

emotion. Usually, both arguments are expressed. 

NPs in subject position display the features of 

stimulus (rather than an effector or pseudoagent). 

Subject may be either animate or inanimate. If the 

stimulus is animate, it may get agent-like 

interpretation; if it is inanimate, it will be source 

of the emotion.  

Subject is explicitly expressed mainly by a 

nominal phrase whose referent is a person. If 

inanimate nouns with specific reference (object or 

proposition) are used, they generally denote the 

result of a person's activity by which an emotional 

impact is achieved. It is also possible subject to be 

expressed by nominalizations. The only 

difference in syntactic patterns concerns the use 

of complement clauses. Radvam and 

zabavlyavam allow complement clauses with che, 
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da, kak, deto, while veselya can have only NPs in 

subject position.  

Радва ни, че си оценил нашата 
търпимост. 

We are glad you appreciated our tolerance. 

Близо три часа групите "Сигнал" и Б. Т. Р.  

веселяха гостите. 

For nearly three hours, the groups Signal and 

B. Т. R. entertained the guests. 

Radvam, zabavlyavam and veselya are (direct; 

accusative) object-experiencer verbs. Our 

observations show more limited possibilities for 

syntactic representation of this argument. 

Experiencer argument of veselya is expressed by 

NPs denoting an animate object in 77 occurrences 

and by a pronoun in 35. In comparison, there are 

493 occurrences of radvam with NP denoting 

animate object vs. 176 with a pronoun in object 

position. 

If this argument is inanimate the examples can 

be interpreted as metonymic or metaphorical 

transfer (syrceto ‘heart’, ochite ‘eyes’, dushata 

‘soul’).  

Съзнанието за това не веселеше сърцата 

им както преди.  

The consciousness of it did not rejoice their 

hearts as before. 

No complement clauses are allowed in object 

position. Another essential feature of these verbs 

is that experiencer is always explicit. There are no 

examples with implicit (null) experiencer.   

Along with the nominal phrases representing 

the experiencer and the stimulus, a prepositional 

phrase with s can also be part of the sentences with 

radvam, zabavlyavam and veselya. PPs introduce a 

means, most often with a specific referential 

interpretation, by which the animated stimulus 

achieves the effect on the experiencer. The PP is an 

adjunct of the predicate, always instrumental and 

non-animate. 

Безобидните артисти, които радват 

народа с уменията си. 

The innocent artists who entertain the people 

with their skills. 

Our observations are represented briefly in the 

following table. 

 

 stimulus adjunct 

radvam NP or che, da, kak, 

deto complement 

clause 
s-PP 

zabavlyavam 

veselya NP 

 

Table 1: Object-experiencer verbs 

 

The corpus data confirms those properties of 

object-experiencer verbs. The corpus data statistics 

shows interesting results in respect to the 

frequency of each type of complement clause. For 

the verb radvam we have 43 examples with che-

complement clause vs. 9 examples with da-

complement clause. Deto as a complementizer has 

no occurrences with object-experiencer verbs in 

corpus data. This result for deto is expected due to 

its colloquial status in contemporary Bulgarian. 

For zabalyavam we observe almost equal number 

of occurrences in respect to the complementizers: 

9 examples with da and 7 examples with che. 

The corpus data confirms our hypothesis 

concerning the adjunct s-PP, which are always 

instrumental and non-animate. 

 

4. 1 Intransitive constructions 

Radvam se, zabavlyavam se and veselya se are 

subject-experiencer psych verbs. As pro-drop 

language, Bulgarian allows subject position to be 

empty. If subject is explicit, syntactic realizations 

of experiencer include nominal phrases only. 

There are no examples with complement clauses 

in subject position.  

The intransitive verbs are formally reflexive. 

Stimulus of the emotion can be syntactically 

unexpressed. If this element of the emotional 

scenario is also expressed, a prepositional phrase 

with s or subordinate clauses with che, da, kak 

denote the instrument, effector or situation 

evaluated by the subject experiencer. Radvam se 

takes these subordinated clauses as complements. 

The subordinate clause alters with an argument 

PP with na or za. On the other hand, zabavlyavam 

se and veselya se could have only s-PP in adjunct 
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position. Zabavlyavam se allows also an adjunct 

instrumental clause with che, da, kak. 

 stimulus adjunct 

radvam se na-PP, za-PP 

che, da, kak 

 

zabavlyavam 

se 

 s-PP 

che, da, kak 

veselya se  s-PP 

Table 2: Subject-experiencer verbs 

The corpus data shows prevalence of che-

clauses with radvam se – 8336 vs. 3996 

occurrences with da-clases. We found very few 

examples with deto as a complementizer – only 

24, and even less with kak – 8 occurrences.  

As the subordinate clause is an adjunct for 

zabalyavam se, we found much less examples, 

most of them with da-clauses – 292 occurrences 

vs. only 20 with che-clauses. The hypothesis that 

kak and deto could also introduce the subordinate 

clause is not strongly supported by corpus data – 

we found only one example with deto as a 

subordinator.  

No examples with clausal stimulus to veselya 

se were found in the data. 

Concerning the adjunct PPs, the corpus data 

shows predominance of the commitative PP with 

animate noun (40 examples for zabalvlyavam se) 

comparing to the instrumental PP (18 examples 

for zabalvlyavam se).  

5  Types of constructions with adjectives, 

adverbs, or nouns 

The constructions whose meaning correspond to 

the meaning of the verbs for positive emotions 

denote an emotional state. They have the same 

argument structure as the verbs of emotion – the 

experiencer and the stimulus. 

5.1. Constructions with subject experiencer 

The first type of constructions form by an 

adjective and an auxiliary verb: radosten sam, 

vesel sam. The experiencer argument is obligatory, 

though it is not always explicit. These two 

constructions show differences in respect to the 

realization of the second argument. The stimulus 

argument for radosten sam is PP with za or na, or 

a complement clause with che, da, kak, deto. As 

for vesel sam, it could only have a complement 

clause with che as stimulus argument.  

 stimulus 

radosten sam za/na-PP or che, da, kak, 

deto complement clause 

vesel sam che complement clause 

Table 3: Subject-experiencer constructions 

The corpus data shows for radosten sum the 

same tendency as shown for radvam se for the 

predominance of che-complement clauses – 145 

vs. 60 occurrences with da-clause. The data 

confirms the possibility for vesel sum to have che-

complement clause, but those examples are very 

rare – we found only two. Concerning deto-

clauses, we found only one example for each 

construction. 

  5.2. Constructions with dative experiencer 

The respective constructions with dative 

experiencer are radostno mi e, veselo mi e, zabavno 

mi e. They can only have a complement clause with 

che or da as a stimulus argument. With radosto mi 

e, veselo mi e we also found complement clauses 

with deto, while zabavno mi e can have a 

complement clause with kak. 

 stimulus 

radostno mi e che, da, deto complement 

clause veselo mi e 

zabavno mi e che, da, kak complement 

clause 

Table 4: Dative-experiencer constructions 

The corpus data shows very few examples for 

those two constructions with a complement clause 

– 3 examples for che-clauses with radostno mi e 

and for veselo mi e, 13 with zabavno mi e. Da-

complement clauses are also very rare: 5 with 

radostno mi e, 12 with veselo mi e. With zabavno 

mi e we have much more examples with da-

complement clause – 104. 

  5.2. Constructions with implicit experiencer 

There are also two types of constructions 

denoting emotion, but with an implicit, generic 

experiencer. The first of them corresponds to the 

constructions with dative experiencer – radostno e, 

veselo e, zabavno e. We analyze them separately 

due to the fact they show differences in respect to 

the stimulus argument. It could be a complement 

clause with che or da (for veselo e – only with da) 

or a nominalization – an NP in subject position. In 
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 both cases, a PP with za could appear in order to 

specify the generic experiencer. This is also true for 

the second construction with generic experiencer 

with a predicative noun: radost e, veselba e, zabava 

e. Only the first one radost e could also have a 

stimulus argument – a complement clause with che 

or da or an NP.  

 stimulus adjunct 

radostno e NP or che, da 

complement 

clause 
za-PP 

zabavno e 

radost e 

veselo e NP or da 

complement 

clause 

Table 4: Implicit-experiencer constructions 

The corpus data shows predominance of the 

examples with da-complement clauses in 

comparison with che-clauses: 19 vs. 11 for 

radostno e, 15 vs. 1 for veselo e and 238 vs. 15 for 

zabavno e. We observe the same tendencies in the 

constructions with dative experiencer. Radost e 

could have either che or da clauses as their 

complement, again with more occurrences found 

with da as a complementizer (82 vs. 10 with che). 

As for the adjunct za-phrase, there are single 

examples with radostno e and veselo e, 9 with 

zabavno e and 82 with razost e. As za-PP refers to 

an animate entity, it competes with dative 

experiencer, which is possible with radostno e, 

zabavno e, veselo e. The construction radost e has 

no corresponding construction with an explicit 

experiencer and za-PP is the only animate 

participant, which could possibly appear with that 

construction. 

6. Conclusion 

Analyzes on experiencer verbs and 

constructions based on corpus data show that the 

experiencer argument is obligatory in the semantic 

and syntactic structure except for the constructions 

with nous or adverbials, which could have an 

implicit experiencer. Only the causative object 

experiencer verbs have always two-argument 

structure. The stimulus argument could be an NP, a 

PP or a complement clause. The verbs and the 

constructions expressing positive emotion vary in 

the extent to which they accept all those 

possibilities for the stimulus argument. The data 

confirms the observations Becker and Naranjo 

(2020) for the high degree of variation in the 

expression of psychological predicates depending 

on the concept. 
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based methods providing statistical information 

and analysis of sentences both extracted from the 

Bulgarian National Corpus (Koeva et al., 2012). 

3 Evidentiality system and grammatical 

homonymy in Bulgarian 

The evidentiality system of Bulgarian is 

classified by Aikhenvald (2004) as A1 type (i.e., 

firsthand vs. non-firsthand), given that the 

indicative is marked for firsthand, but in fact there 

are three morphologically marked non-firsthand 

evidentials: reported, marked by the omission of 

the auxiliary in the 3rd person; inferential, marked 

by the presence of the auxiliary in the 3rd person; 

dubitative, marked by the auxiliary бил in all 

persons. The non-firsthand evidentials arose from 

the perfect tense and further developed temporal 

paradigms (cf. Gerdzhikov, 2003: 214). An 

important feature of the evidentiality in Bulgarian 

is the appearance of the imperfect active participle 

– an innovation that does not exist in the other 

Slavic languages. It is used in the non-firsthand 

evidentials and cannot form the perfect indicative. 

In the process of paradigm formation, several 

cases of grammatical homonymy emerged: 

- Perfect indicative and aorist inferential (чел е). 

The disambiguation is very difficult, even in the 

context there are often multiple readings. There is 

an ongoing debate in the Bulgarian linguistics 

which form is used in dependent clauses after 

verba dicendi (Gerdzhikov, 2003: 233; Aleksova 

2003; Aleksova 2004; Moskova 2019, among 

others). 

- Inferential and reportative in the 1st and 2nd 

person (четял съм, четял си) – the grammatical 

marking by the auxiliary applies for the 3rd person 

only; 

- Reportative and dubitative: the reportative can 

express doubt (another point of view is that the 

auxiliary of the dubitative is omitted and it 

coincides with the reported); 

- Perfect/pluperfect reportative and aorist 

dubitative (чел бил).  

4 Statistical data 

The first step of the present study is to provide 

statistical information about the evidential 

strategies in the relevant context. We use the 

Bulgarian National Corpus to obtain the number of 

occurrences of the firsthand and the non-firsthand 

evidentials after verba dicendi using as a search 

method a regular expression for the following 

pattern: 

1) verb of utterance (казвам/кажа ‘say’) in the 

respective person in all tenses  

2) the complementizer че ‘that’ 

3) a distance of 0-2 words between the 

complementizer and the verb in the dependent 

clause 

4) firsthand evidential (all tenses of the 

indicative) / non-firsthand evidential (l-participle) 

As the disambiguation of the perfect indicative 

and the aorist inferential is impossible, the perfect 

has been sorted as an indirect evidential. 

The results are presented in Table 1. 

 

Person 

in the 

main 

clause 

Person in 

the 

dependent 

clause 

Evidential Number of 

occurrencies 

(%) 

1 1 Firsthand 9305 

(91,96%) 

Non-

firsthand 

813 (8,04%) 

1 2 Firsthand 2834 (90,2%) 

Non- 

firsthand 

308 (9,8%) 

1 3 Firsthand 11599 

(90,8%) 

Non- 

firsthand 

1175 (9,2%) 

2 1 Firsthand 924 (90,15%) 

Non- 

firsthand 

101 (9,85%) 

2 2 Firsthand 9465 (95%) 

Non- 

firsthand 

492 (5%)  

2 3 Firsthand 3810 

(84,72%) 

Non- 

firsthand 

687 (15,28%) 

3 1 Firsthand 5088 

(91,23%) 

Non- 

firsthand 

489 (8,77%) 

3 2 Firsthand 2515 

(65,36%) 

Non- 

firsthand 

1333 

(34,64%) 

3 3 Firsthand 34106 

(66,04%) 

Non- 

firsthand 

17537 

(33,965) 

Table 1. Number of occurrences and ratio between 

firsthand and non-firsthand according to the 
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configuration of the grammatical person in the main 

and the dependent clause. 

 

5 Analysis of the results 

The total number of the sentences with the 3rd 

person in the main clause is the biggest one, i.e., 

the indirect speech is most often used to transmit 

the utterance of a non-participant in the speech act. 

Furthermore, among the sentences with the 3rd 

person in the main clause, most are those with the 

3rd person in the dependent clause, too (the referent 

could be the same or different).   

In all kinds of combinations of grammatical 

persons in the main and the dependent clause, 

sentences with the firsthand in the dependent 

clause prevails. This fact can be explained with the 

frequent use of the present indicative in the 

dependent clause, as in Bulgarian there is no tense 

agreement.  

As it can be seen in the table, in the majority of 

configurations, the use of the firsthand is more than 

90%. There are three combinations that increase 

the percentage of the non-firsthand evidentials: 

2nd person – 3rd person (you said that he did 

something): 84% vs. 16%; 

3rd person – 2nd person (he said that you did 

something): 65% vs. 35%; 

3rd person – 3rd person (he said that he did 

something): 66% vs. 34%. 

The common point of the three cases is the lack 

of the 1st person both in the main and the dependent 

clause. The combination of the 2nd person in the 

main and the dependent clause does not cause the 

raise of the percentage of the non-firsthand. The 

biggest increase of the non-firsthand may be seen 

in sentences with the 3rd person in the main clause 

– 35% and 34%. These cases imply the weakest 

knowledge of the situation by the speaker. 

6 Two evidential strategies: general 

trends 

In sentences with a verb of utterance in the main 

clause, both firsthand and non-firsthand may occur 

in the dependent clause, but with the opposite 

distribution when combined with past and non-past 

tenses. 

6.1 Strategy 1: firsthand in the dependent 

clause (the converted speech) 

In the non-past, the verb of utterance in the main 

clause appears to be sufficient to convey an indirect 

information (often associated with non-witness 

position). The use of the firsthand, i.e., the 

indicative tenses, does not necessarily imply 

firsthand information, having the potential to 

indicate both firsthand and non-firsthand. 

(2) Тя каза, че идва. / Тя каза, че ще дойде.  

‘She said she is coming. / She said she will 

come.’ 

On the contrary, in the past the use of the 

indicative tenses is restricted; we hypothesize that 

they emphasize the witness position. 

6.2 Strategy 2: non-firsthand in the 

dependent clause 

In the non-past the use of the non-firsthand 

evidentials is optional, they emphasize the non-

firsthand information. 

(3) Тя каза, че идвала. 

‘She said she is coming-REP.’ 

In the past the use of the non-firsthand 

evidentials is regular with their respective values, 

except the inferential which rarely expresses 

inferred information, but rather is a neutral (non-

emphatic) means to denote a non-witness position. 

7 Analysis of instances of the evidential 

strategies 

In what follows, we make qualitative analysis of 

sentences extracted from the BulNC and sorted by 

the person in the main clause. We aim at 

establishing how the choice of a given strategy is 

motivated by the grammatical person, at the same 

time considering the abovementioned relation 

between evidential strategy and tense (past or non-

past). 

8 1st person in the main clause 

With the 1st person in the main clause the 

speaker reports their own information. 

8.1 Firsthand 

As the 1st person is associated with the actual 

speaker, the information in the utterance is 

presented as strong knowledge. The firsthand in the 

dependent clause occurs regularly in the non-past, 

but it is not unusual even if the event has a past 
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reference – as in (5), emphasizing the witness 

position. 

(4) Казах, че ти не разбираш. 

‘I said that you don’t understand.’ 

(5) Казах, че беше така. Лъжец ли ме 

наричаш? 

‘I said it was like that. Are you calling me a liar?’ 

8.2 Non-firsthand 

Using the non-firsthand the speaker focuses on 

their non-witness position about the situation in the 

dependent clause. In fact, a good number of the 

sentences with such interpretation contain a 

negative form of the verb ‘say’, by which the 

speaker distances him/herself from his/her own 

words. 

(6) Не казвам, че си искал да убиваш. 

‘I’m not saying that you intended to kill.’ 

Another group of instances of the non-firsthand 

combined with the 1st person is associated with an 

unusual situation: the speaker simulates that the 

information is indirectly acquired to underline that 

it is a false statement (a lie). 

(7) Казах им, че една ръждясала решетка се 

е строшила под вас. Казах, че случайно сте 

паднал и сте пропълзял в укритие. … Те 

приеха честната ми дума и си тръгнаха. 

‘I told them a rusty grille had broken under you. 

I said you accidentally fell and crawled into hiding. 

... They accepted my word of honor and left.’ 

In some sentences the verb form composed of 

the auxiliary ‘be’ and the aorist active participle has 

a perfect reading and therefore should not be 

interpreted as non-firsthand. The perfect reading is 

often supported by the typical adverbials that 

collocate with the perfect, the so-called reference 

time adverbials, such as already, always, ever, 

never, etc., as opposed to the event time adverbials 

that denote the time point in which the event occurs 

and collocate with the aorist (after Reichenbach 

1947). 

(8) Нали ти казах, че никога не съм 

изпитвала такива чувства спрямо някого. 

‘Didn’t I tell you that I have never felt like that 

about anybody.’ 

9 2nd person in the main clause 

With the 2nd person in the main clause the 

speaker quotes the utterance of their interlocutor. 

9.1 Firsthand 

The firsthand in the dependent clause 

emphasizes the witness position of the actual 

speaker especially with the 1st person in the 

dependent clause. 

(9) Значи мойта идея ви допадна? – Та нали 

вече каза, че и сам бях стигнал до нея. 

‘So, you liked my idea? – But you already said 

that I came up with it myself.’ 

The witness position is possible also with the 2nd 

and the 3rd person in the dependent clause. In the 

sentences below the speaker presents his/herself as 

a witness to underline his/her strong knowledge. 

Interestingly enough, the two sentences contain a 

verb of mental activity so the speaker could not be 

a witness in the strict sense and the firsthand 

evidential is rather a means to demonstrate a strong 

knowledge. 

(10) Кажете, че излъгахте и още сега ще ви 

бъде простено. 

‘Say that you lied, and you will be forgiven right 

now.’ 

(11) И не ми казвайте, че не знаехте, че 

пътят е забранен. 

‘And don’t tell me you didn’t know that this 

road was forbidden.’ 

In many cases the verb of utterance in the main 

clause implies that the information is non-firsthand 

and the use of a non-firsthand evidential is not 

necessary. This holds especially for non-past 

tenses. 

(12) Казваш, че те преследва чудовище.  

‘You say you are being chased by a monster.’ 

9.2 Non-firsthand 

With the 2nd person of the verb of utterance, the 

non-firsthand strategy in the dependent clause has 

various manifestations. 

The number of sentences where the l-form could 

be interpreted as a perfect remains unidentified, we 

consider lexical features and the general context. 

(13) Колко казахте, че сте сътворили 

досега? 

‘How many you said you have created up to 

now?’ 

(14) Казваш, че съм пораснал ли… аз съм 

остарял! 

‘You say I have grown up… but I have grown 

older!’ 

A regular instance of the non-firsthand is the 

non-witness position of the speaker who quotes the 

listener’s words. 
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(15) Каза, че си я познавал. 

‘You said you knew her.’ 

With the 1st person in the dependent clause, the 

non-witness position means that the speaker does 

not remember the situation described in it. 

(16) Казваш, че съм прекарал тук около три 

хиляди години. Може и така да е. 

‘You are saying that I spent about three thousand 

years here. That may be so.’ 

With the 3rd person in the dependent clause the 

inferential and the reportative differ by the 

presence or the omission of the auxiliary, the 

reportative focusing on the fact that the speaker 

quotes the listener’s words. 

(17) Казваш, че носела пистолет. 

‘You are saying that she had a gun.’ 

To express the present with a non-witness 

position, only the reportative is possible, as the 

inferential cannot have a present value. 

(18) Ти каза, че имало неща, които трябва 

да видя. 

‘You said there are three thing I have to see.’ 

Dubitative interpretation is possible too, 

expressed with either dubitative or reportative. 

(19) Да живей Негово Царско Височество! 

Виждаш ли как викам да живей, пък ти си взел 

да казваш, че съм бил против. 

‘Live His Majesty! You see, I’m saying “live!”, 

and you say that I’m against.’ 

(20) Хмм! А казваш, че били страхливци! 

‘Hmm! And you say they are cowards.’ 

9.3 Imperative 

A special case are sentences with the imperative 

in the main clause by which the speaker wants the 

interlocutor to make a particular statement. In such 

context the future has the same function. The 

firsthand has not any specificity. 

(21) Кажи, че изпълняваш заповед на 

принца. 

‘Say you’re following the prince’s orders.’ 

In the majority of the sentences with non-

firsthand in the dependent clause the speaker wants 

the interlocutor to make a false statement, i.e., to 

utter a lie. 

(22) Ако е някой за мен, кажи, че съм си 

легнал. 

‘If it’s for me, say I’m in bed.’ 

(23) После за съда аз ще намеря добър 

адвокат. Ще отречеш признанието. Ще 

кажеш, че си бил пиян. 

‘Then I’ll find a good lawyer for the court. You 

will deny the confession. You’ll say you were 

drunk.’ 

A specific interpretation is found in sentences 

with negative form of the non-firsthand in the 

dependent clause – the speaker takes a non-witness 

position and asks the interlocutor to deny their 

assumption about the situation 

(24) Но ти нали не можеш да говориш! Не 

живееш в този свят, не знаеш, че се казвам 

Вероника! Снощи не си бил с мен, моля те, 

кажи, че не си бил! – Бях. Тя взе ръката му. 

‘But you can't talk, can you! You don't live in 

this world, you don't know my name is Veronica! 

You were not with me last night, please say you 

were not! – I was. She took his hand.’ 

(25) Шон, погледни ме в очите и ми кажи, че 

не си взел тези пари! 

‘Sean, look me in the eye and say you didn’t take 

that money!’ 

10 3rd person in the main clause 

Using the 3rd person in the main clause, the 

speaker reports somebody else’s utterance. 

10.1 1st person in the dependent clause 

In sentences with the 1st person in the dependent 

clause there is no change in the ratio between 

firsthand and non-firsthand, i.e., the firsthand is the 

predominant strategy expressing strong knowledge 

of the speaker often resulting from their witness 

position. 

(26) Гералт казва, че вече съм много добра 

на махалото. Казва, че имам такова, ъъъ… 

Усет. 

‘Geralt says I am already very good on the 

pendulum. He says I have… uuuh… flair.’ 

(27) Не може да се каже, че разговаряхме. 

‘It can’t be said that we talked.’  

The use of the non-firsthand is associated with 

the emphasis of the reported speech. 

(28) Казва, че съм имала опашката на 

някакъв бог саламандър. 

‘He says I have the tail of some salamander 

god.’ 

(29) Чисто и просто казва, че много съм 

пиел. 

‘She just says I drink a lot.’ 
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10.2 2nd or 3rd person in the dependent clause 

In sentences with the 3rd person in the main 

clause and the 2nd or the 3rd in the dependent clause 

we found the biggest increase of the non-firsthand 

in the dependent, because they exhibit the weakest 

knowledge about the situation. 

In the non-past, it is still possible to express non-

witness position by the firsthand, i.e., the lexical 

item (the verb ‘say’) is the only evidential marker. 

(30) Хем ми казаха, че не нараняваш хората. 

‘But they told me you don’t hurt people.’ 

As for the past, the non-firsthand is preferred. In 

the Bulgarian linguistics there is a widespread 

opinion that the past indicative (especially the 

aorist) cannot occur after a verb of utterance. In 

fact, we found a few examples in which the past 

indicative is used to emphasize the speaker’s 

strong knowledge usually associated with a 

witness position. 

(31) Интересува ме кой е убил жената на 

Ленъкс. – Боже мой, Гренц не ви ли каза, че той 

написа пълно признание? Дори вестниците го 

публикуваха. Вие не четете ли пресата?  

‘I wonder who killed Lennox's wife.  – My God, 

didn't Grenz tell you he wrote a full confession? 

Even the newspapers published it. Don't you read 

the press?’ 

(32) Тад й каза, че не бе успял да запише 

номера. 

‘Tad told her he hadn’t been able to write down 

the number.’ 

Although the non-firsthand is the prevailing 

strategy in the past, there are, however, sentences 

with a possible perfect interpretation. 

(34) Казваха, че си загинал. 

‘They said you were dead.’ 

Most often the non-firsthand denotes non-

witness position when the information is reported. 

When the verb in the dependent clause is in the 

third person, the differentiation of the reportative 

and the inferential is possible. 

(35) Един шофьор ми каза, че е видял 

колата. 

‘A driver told me he saw the car.’ 

(36) Каза, че можело да означава само едно 

– магия. 

‘He said it could only mean one thing – magic.’  
Provided that the 3rd person allows for 

grammatical disambiguation between the non-

firsthand evidentials (reported, inferential and 

dubitative) based on the auxiliary (omission, 

presence, бил, respectively), it is possible to verify 

which non-firsthand strategy is preferred. To find 

out the ratio of the three non-firsthand evidentials, 

we searched for the following strings: 

• reported: каза ‘he/she said’ + че ‘that’ + 

aorist/imperfect active participle; 

• inferential: каза ‘he/she said’ + че ‘that’+ 

auxiliary e ‘is’ + aorist/imperfect active 

participle; 

• dubitative: каза ‘he/she said’ + че ‘that’+ 

auxiliary бил ‘is DUB’ + aorist/imperfect 

active participle. 

 

 with aorist 

active 

participle 

with 

imperfect 

active 

participle 

total 

inferential 2396 464 2860 

(54%) 

reported 1449 934 2383 

(45%) 

dubitative 77 0 77 (1%) 

Table 2. Ratio of the non-firsthand evidentials after 

каза ‘he/she said’. 

 

The inferential appears to be predominant 

although after a verb of utterance reportative 

meaning is expected. On the other hand, the 

grammatical homonymy between the aorist 

inferential and the perfect indicative, both 

consisting of the auxiliary ‘be” and the aorist active 

participle, is difficult to resolve in this context. Yet 

the imperfect inferential is distinguishable from the 

perfect indicative as it is formed with the imperfect 

active participle. Subsequently the instances with 

imperfect active participle should be interpreted 

only as non-firsthand. Here another type of 

grammatical homonymy impedes the analysis – the 

formal coincidence of the aorist and the imperfect 

active participles of verbs of the 3rd conjugation. 

The manual review of the search results showed 

there are only six instances of the sequence 

auxiliary + imperfect active participle of verbs of 

1st or 2nd conjugation (out of 464) that could be 

unambiguously interpreted as imperfect 

inferential. The rest are ambiguous – a perfect 

indicative reading is possible. 

11 Aorist inferential and perfect 

indicative – disambiguation 

impossible? 

 In the Bulgarian linguistics there are two 

opposite opinions about the grammatical form in 
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the dependent clause after a verb of utterance 

consisting of the auxiliary ‘be’ and the aorist active 

participle – it is interpreted either as aorist 

inferential or as perfect indicative with the 

respective arguments. 

11.1 Arguments for aorist inferential 

If we assume that in the original utterance as 

direct speech a past indicative tense (aorist or 

imperfect) is used, then in the converted indirect 

speech after the verb of utterance the respective 

non-firsthand (inferential) tenses would appear 

(Moskova 2019). 

(37) Иван: Аз пристигнах вчера. > Иван 

каза, че е пристигнал вчера. 

‘John: I arrived (AOR IND) yesterday. > John 

said he arrived (AOR INF) yesterday.’ 

On the other hand, the context implies a reported 

semantics and there is a specialized reportative 

evidential in Bulgarian. 

11.2 Arguments for perfect indicative 

The perfect has taxis use after verba dicendi, 

sentiendi, cogitandi. The perfect has been 

generalized as a universal tense to express an event 

which is prior to the event in the main clause 

regardless of the tense in the main clause, 

presenting the viewpoint of the cognitive subject 

(Nitsolova 2008: 298). In sentences with verbs of 

perception, there is often firsthand semantics. 

(38) Погледай ме на какво съм заприличала 

(А. Каралийчев). 

‘Look at what I have become.’ 

11.3 Contamination 

Another possible interpretation is that a 

contamination of the perfect indicative and aorist 

inferential took place in contexts that support past 

and non-firsthand reading simultaneously. 

12 Conclusions 

Bulgarian is a language with grammaticalized 

evidentiality but displays complicated strategies in 

communicative acts with converted speech after 

verbs of utterance involving both firsthand and 

non-firsthand evidentials. Some problems are 

difficult to resolve due to the grammatical 

homonymy. However, conclusions about 

evidential strategies in the described context can be 

made. 

The main viewpoint for the choice of evidential 

strategy is the knowledge of the speaker about the 

information they communicate. The 1st person in 

the main and/or in the dependent clause is 

connected to the predominance of the firsthand 

strategy. The non-firsthand evidentials combined 

with the 1st person are often associated with a false 

statement. The same function may have the 2nd 

person imperative or future of the verb ‘say’ in the 

main clause followed by non-firsthand in the 

dependent clause, with which the speaker 

expresses their wish the false statement to be made 

by the addressee.  

The weakest knowledge of the speaker is 

encoded in the 3rd person and results in the increase 

of the non-firsthand in the dependent clause. The 

grammatical marking of the non-firsthand 

evidentials in the 3rd person allows for the 

differentiation of the inferential and the reported, 

but the homonymy between the aorist inferential 

and the perfect indicative remains difficult to 

resolve. The dubitative is marked in all persons and 

even in cases of homonymy with the 

perfect/pluperfect reportative, the disambiguation 

is easy in the context. 

Despite the grammaticalization of the 

evidentiality, the verb ‘say’ is a strong evidential 

marker, and in some contexts, it is sufficient to 

indicate the non-firsthand. 
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Abstract 

The present study explores the semantic 

and structural aspects of word formation 

processes in English, focusing on how 

verbs are derived by the suffixes -ize, -ify, -

en, and -ate. Based on relevant derivatives 

extracted from the British National Corpus, 

their detailed observation is made from 

semantic and formal viewpoints. Then their 

theoretical analysis is carried out in the 

framework of generative theory. The BNC 

survey demonstrates that (i) the meanings 

of derived verbs are largely divided into 

five types and the submeanings are closely 

related to each other, (ii) the well-

formedness of derived verbs is primarily 

determined by the semantic and formal 

features of their bases, and (iii) -ize 

suffixation is creative enough to provide a 

constant supply for new labels. To account 

for these empirical observations, the 

mechanism for forming -ize derivatives is 

proposed in which the semantic properties 

and creativity of -ize derivation stem solely 

from the underlying structure and the 

formal properties of the bases derive from 

the lexical entry of -ize. 

Keywords: corpus research, derived verbs, 

semantics, morphosyntax, word formation 

mechanism  

1 Introduction 

The central issue of generative morphology is how 

to account for children’s lexical acquisition: they 

acquire the vocabulary rapidly and accurately 

based on limited and often degenerated data. The 

most promising way of achieving this is to 

                                                             
1I am indebted to the research engine of www.english-

corpora.org (BNC). 

establish a general mechanism to generate an 

infinite number of possible words so that words to 

remember are greatly reduced in number. In 

addition, the mechanism itself needs to be of wide 

application and elegant in linguistic terms to 

minimize information specified in the grammar. 

As part of the above enterprise, the present 

study attempts to construct a system which 

automatically produce well-formed derived verbs, 

as in “she has been hopelessly sentimentalized and 

hopelessly magicalized by tradition (BNC: ACL 

1522).” This study is organized as follows: after 

outlining the method of research (section 2.1), we 

closely examine the derivation of verbs in English 

and illuminate its semantic features (sections 2.2 

and 2.3). Then we elucidate its morphological 

properties―the formal restrictions of the bases 

and productivity (sections 2.4-2.6). Section 3 

presents theoretical implications for the results of 

our research. A summary of the main arguments is 

presented in section 4. 

2 Observation and Generalizations 

2.1 Target and Methodology 

In this section, we will make systematic 

observations of English derived verbs and present 

generalizations based on it. We now begin a brief 

description of the method of research and the 

resulting data. By repeatedly using the “wild card” 

function of a research engine, words ending in -

ize, -ify, -en, and -ate are extracted from the 

British National Corpus (BNC), a 100-million-

word corpus. 1  In particular, their frequency is 

checked to identify the hapax legomena (token 

frequency 1). As a result of the research, we have 

obtained 381 word types in -ize, 68 word types in 
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-ify, 58 word types in -en, and 447 word types in 

-ate, including 123, 5, 2, and 26 hapaxes, 

respectively. 

2.2 The Meanings of Derived Verbs   

This section and the next deal with the semantic 

aspects of verb derivation. The semantic aspects of 

derived verbs have been well observed in the 

literature from a descriptive perspective (Jespersen, 

1949; Marchand, 1969) and from a generative 

perspective (Plag, 1999; Lieber, 2005). According 

to Plag (1999: 125), the meanings of derived verbs 

can be divided into seven classes: 1 resultative 

‘make into x’; 2 locative ‘put (in)to x’; 3 ornative 

‘provide with x’; 4 performative ‘perform x’; 5 

similative ‘act like x’; 6 causative ‘make x’; 7 

inchoative ‘become x.’ 

We will revise this classification in the 
following way. First, ‘resultative’ and ‘locative’ 

may be classed together as ‘result’; atomize 

denotes ‘put sth in a state of an atom’ and 
hospitalize signifies ‘put sb into a hospital,’ and 

thus both of them are associated with the change 

of state or place.  
Second, two more submeanings join the 

classification, ‘agentive’ and ‘instrumental’; 

patronize and cauterize are interpreted as ‘act as 

patron’ and ‘do sth with cauter,’ respectively. 
Then we may group ‘ornative,’ ‘performative,’ 

                                                             
2We can find the submeaning ‘purpose’ (e.g. winterize), but 

this is quite exceptional. 
3 If a derived verb can be interpreted in two ways (e.g. 

capitalize ‘resultative/ornative’), it is separately counted. 
Cases of this kind are very few indeed―only 2 cases. 

Additionally, when the base can be an adjective or noun, the 
one which is naturally interpretable is chosen. For example, 
editorialize is denominal, since it means ‘to express an 
opinion in an editorial.’ 

‘agentive,’ and ‘instrumental’ under the heading 
of ‘providing or giving.’ This is because they are 

all interpretable as ‘make sb/sth provided with x; 

chemicalize (ornative) means ‘give chemical to 
sb/sth,’ dichotomize policemen (performative) 

signifies ‘give or apply the process of dichotomy 

to policemen,’ patronize the shop (agentive) 

represents ‘(in a widened sense) assign a patron to 
the shop,’ and cauterize (instrumental) denotes 

‘provide sb with cauter.’ Finally, there is one other 

addition to the traditional classification; the 
submeaning “function,” referring to ‘make sth be 

as x,’ should be set up to interpret canonize the 

texts as ‘make the texts be as canon.’2 

Table 1 shows the results of our research into 
the semantics of derived verbs. 3  Deadjectival 

derived verbs are essentially transitive verbs and 

have the meaning of ‘make sth x’ (causative), as 
in circularize ‘make sth circular.’ We see in Table 

1 that the submeaning ‘causative’ is the highest in 

number of word types and hapaxes, showing that 
this is the central meaning of derived verbs. Part 

of these derivatives can be used as intransitive 

verbs and they mean ‘become x’ (inchoative). 

This shift has been well studied from a generative 
perspective; it is frequently treated as an 

alternation between transitives and inchoatives 

(Levin and Rappaport Hovav, 1995). We will not, 
though, deal with the issue of how they are related 

to each other.4  

4Levin and Rappaport Hovav (1995: 102-104) comment as 

follows: transitive verbs implying the intervention of an 
intentional agent do not have intransitive forms, as 

exemplified in (i), and -ize and -ify verbs are generally of this 
kind so that they cannot normally detransitivize, as illustrated 
in (ii).   

(i) a.    The terrorist assassinated the senator.   
b. *The senator assassinated.   

(ii) a.   The farmer homogenized the milk.    

base  the meaning of derivative     -ize       -ify      -en     -ate      total 

Adj   causative                  215 (67)   22 (3)    51 (2)   19 (0)    307 (72) 

N    (a) result    (i) resultative     51 (13)   17 (2)     4 (0)    7 (0)     79 (15) 

 (ii) locative      3 (0)     0       0     0       3 (0) 
(b) providing (i) ornative       35 (16)    3 (0)     1 (0)    8 (1)     47 (17) 

(ii) performative   35 (8)     3 (0)     1 (0)    4 (1)     43 (9) 

(iii) agentive       7 (4)     0        0       2 (0)      9 (4) 
(iv) instrumental    5 (2)     0        0       0         5 (2) 

(c) similative                 15 (9)     1 (0)     0       0        16 (9) 

(d) function                   3 (2)     1 (0)     0       1 (1)      5 (3) 
purpose                      1 (1)     0        0       0         1 (1) 

bound stems                        11 (1)    21 (0)    1 (0)   406 (23)   439 (24) 

total number of types (hapaxes)               381 (123)       68 (5)        58 (2)       447 (26)      954 (156) 

 
Table 1: The submeanings of -ize, -ify, -en, and -ate words 
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As for denominal derived verbs, the 
submeanings of ‘resultative,’ ‘ornative,’ and 

‘performative’ form a majority in number of word 

types and hapaxes, and so they are the central 
meanings of denominal derived verbs. The 

productivity of each derived verb will be 

discussed in section 2.6.5 

2.3 Correlation between Derived Verbs and 

Their Bases   

This section shows how, and to what extent, 

derived verbs’ meanings are predicted from their 

bases. This issue has received relatively little 

attention in previous morphological analyses. We 
have already stated that deadjectival verbs 

generally have the causative sense ‘make sth x’ 

and part of them may become inchoatives. The 
meanings of denominal verbs are largely divided 

into four classes and each class is closely related 

to the meanings of the base. Importantly, the three 

main subclasses of meanings―‘resultative,’ 
‘ornative,’ and ‘performative’―are generally 

predictable from the bases’ meanings. The 

meaning correspondence is offered in Table 2.6 

 

‘resultative’ 
(a) state/quality: dimerize, fossilize, harmonize, 

isomerise, mylonitize, pauperize, (19) 

(b) language: capitalize1, diarize, editorialize, 

journalize, novelize, poetize, rhapsodize (10) 

(c) basic element: atomize, carbonize, oxidize, 

unitize (4) 

(d) system/classification: categorize, factorize, 

computerize, memorize, organize (21) 
(e) one’s status: deputize1, idolize (2) 

‘ornative’ 

(a) (bio)chemical substance: chemicalize, 

heparinize, narcotize, siliconize, trypsinize (8) 

(b) presentable thing: accessorize, capitalize2, 

caramelize, deodorize, subsidize (12) 

(c) academic matter: anthropologize, biologize, 

botanize, philosophize, symbologize (7) 

(d) format: alphabetize, rasterize, tokenize (3) 

(e) rights: autonomize, hegemonize, prioritize (3) 

‘performative’ 

action/process: anatomize, apologize, eulogize, 

assassinize, dichotomize, economize (32) 
 

                                                             
b. *The milk homogenized. 

5 As evidenced in refer, remit, and resume, bound stems 

generally have no fixed meanings; only words may have 
constant meanings. Thus, “all regular word-formation 
processes are word-based” (Aronoff, 1976: 21). According 

Table 2: Meaning correlation between derived 

verbs and their bases 

 

Three points are worth noting here. First, a 
derived verb denotes ‘resultative’ when the base 

noun has one of the five meanings; if an 

underlying noun (dimer) expresses a state or 
quality, the derivative (dimerize) can naturally be 

taken as meaning ‘put sth in a state/quality.’ From 

nouns related to language are derived verbs that 

denote ‘put sth into a verbal form,’ as in diarize. 
Nouns indicating basic elements and those 

conveying system/classification are verbalized to 

mean ‘put sth into a basic element’ (atomize) and 
‘put sth into a system/classification’ (categorize), 

respectively.  

Second, the given meanings of base nouns 
lead to the meaning ‘ornative’ of the derivatives; 

from the names of (bio)chemical substance are 

derived verbs that signify ‘give the substance,’ as 

in chemicalize. This correlation is reasonable, 
since chemical substance is usually given to 

somebody or something to cause chemical action. 

Examples such as accessorize and capitalize2 

‘provide (a company) with capital’ can be treated 

similarly; accessory and capital are presentable, 

that is, suitable to be presented. In addition, the 

‘ornative’ meanings of derived verbs are 
commonly expected from the underlying nouns 

indicating academic matter, format, or rights. For 

instance, anthropologize and alphabetize imply 
‘provide an anthropologic view’ and ‘provide an 

alphabet format,’ respectively. Finally, we can 

easily assign the ‘performative’ meaning to a 
derived verb when the base noun entails an action 

or process, as in anatomize.  

Turning to other submeanings, we can easily 

understand that a verbal suffix combines with a 
noun expressing a place to produce a verb with a 

sense of locative (palletize) and a verbalizer is 

added to an agentive noun to form a verb that 
refers to the related action (burglarize). From 

nouns of instruments are derived verbs that denote 

the action for which the instruments are meant 
(catheterize) and ‘similative’ verbs are built from 

proper nouns (Beethovenize) and animal names 

(serpentize). 

to this thesis, a case in which a verbal suffix attaches to a 
stem is left out of consideration here. 
6The number in a parenthesis indicates the total number of 

word types. 
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2.4 Formal Restrictions on the Bases  

The previous sections have examined semantic 

facets of verbalization. In this section and the 

following two sections, we will demonstrate the 

morphological facts on derived verbs. We will 

concentrate here on the internal structure of the 

bases and their vocabulary strata. Restrictions are 

imposed on the size and composition of the bases. 

First, as is pointed out in Marchand (1969: 100), 

verbal suffixes do not combine with compounds 

and this is attributed to the general inhibition of 

direct verb compounding (cf. *to rock-throw). Our 

research supports this view; there are no such verbs 

in BNC (*rock-crystalize, *rock-solidify, *knife-

sharpen). Second, as a result of the same research, 

we find that a verb-forming suffix generally does 

not attach to prefixed bases. Thus, -ize, -ify, -en, 

and -ate do not combine with words including 

prefixes such as a-, trans-, and ultra- (*atypicalize, 

*transcontinentalize, *ultratrendify). We have 

only three counterexamples to this: immobilize, 

impersonalize, and internationalize.  

Third, Lieber (2005: 412) states that the 

verbalizers -ize and -ify normally do not attach to 

suffixed words, excepting those ending in -al, -ian, 

and -ic. However, our research demonstrates that 

there is considerable variation in the combination 

of suffixed words between verbal suffixes. -Ize 

attaches to words ending in -able (permeabilize), -

ive (passivize), -er (computerize), -(a)(t)ion 

(revolutionize) in addition to -al, -(i)an, and -ic 

bases (commercialize, Christianize, classicize). 

Some suffixes in verbal bases are truncated when 

combined with -ize, as exemplified by -ous in 

anonymize. Morpheme truncation will be 

discussed in the next section. Contrastively, other 

verbal suffixes can attach to suffixed bases in a 

very limited way. -Ate can attach to -al, -ant, -ic 

and -ous bases (liberate, resonate, rubricate, 

stimulate), -ify can be added to -ic and -ity bases 

(mystify, commodify), and -en can affix to -(i)an 

and -th bases (Christen, strengthen). Most of these 

base-internal suffixes are truncated in combination 

with the verbal suffixes. We can say then that -ize 

affixation is a major verb-forming process in the 

sense that it may attach to various suffixed bases to 

produce a variety of verbs. 

Let us now turn to the issue of vocabulary strata. 

It has been well observed that an affix chooses an 

                                                             
7Selkirk (1982: 81) points out that -able has dual status, that 

is, it may be a member of both classes. It might be argued 

item of a specific vocabulary stratum; -ize, -ify, and 

-ate typically combine with words of Latinate 

origin, while -en normally combines with words of 

native origin (Jespersen, 1949; Marchand, 1969). 

Our BNC research has identified the vocabulary 

strata of words with which each suffix combines: 

(i) [Latinate] (354 word types), [Greek] (18), 

[Native] (7), the others (2) for -ize; (ii) [Latinate] 

(64), [Native] (3), the others (1) for -ify; (iii) 

[Native] (53), [Latinate] (5) for -en; (iv) [Latinate] 

(447) for - ate. The result leads us to conclude that 

-ize mostly takes [Latinate] or [Greek] bases, -ify 

and -ate predominantly or exclusively take 

[Latinate] bases, while -en mainly takes [Native] 

bases. Thus, the previous observations have been 

confirmed by our BNC research. 

It is widely accepted that affixes can be 

divided into two classes: one may cause 

phonological change of the base (class I), while 
the other is phonologically neutral (class II). 

Additionally, their ordering is recognized: class I 

affixes cannot appear outside class II affixes. -Ize 
may be considered as a class I affix, since it may 

change the phonological quality of the base (cf. 

stable and stabilize). According to Selkirk (1982: 
81), the suffixes -ful, -less, -ly, -y, -ish, -en, -ed, -

some, -able, -er are all class II suffixes, and hence 

they are predicted not to occur in -ize derivatives. 

This prediction is confirmed by the ill-formedness 
of words such as *harmfulize, *powerlessize, and 

*friendlize, which are never found in BNC. It is 

worth noting here that all the suffixes except -able 
are of native origin. The co-occurrence restriction 

is then deduced from the requirement that a base 

be largely Latinate or Greek, and therefore the 
present ordering will be unnecessary for -ize 

verbalization.7 

2.5 Truncation of a Word-Internal Suffix  

This section deals with the truncation of a word-

internal suffix concerning verbalization, focusing 

on -ize affixation. There are good reasons for the 

truncation of an intra-word suffix. One is that the 

underlying form of [X-suffix]-ize is well suited to 

the meaning of the whole word. For example, 

systematize means ‘make sth systematic’ and so the 

meaning is assigned easily and naturally to the 

word if -ic is underlyingly involved in the word. 

Another is that we can get rid of an unnecessary 

bound base; the lexicon would be redundant if the 

then that the type of the affix -able involved in -ize 
derivatives belongs to class I. 
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bound stem systemat- were listed only for -ize 

affixation. The strongest reason of all is the fact 

that there exists a doublet of truncated form and 

untruncated form, as exemplified in digitize/ 

digitalise and monetize/monetarize. There seems to 

be no significant meaning difference between both 

forms, and hence their relationship can be 

described clearly by the relevant truncation. 

With respect to suffix-containing -ize verbs, 

some internal suffixes are truncated while others 

are not. The results of our BNC survey are shown 

in Table 3. 

 

truncated suffixes: -ic (20 types), -ous (4), -

al (3), -ity (3), -ant (1), -ism (1), -ive (1) 

untruncated suffixes: -al (81), -ic (13), -(i)an 

(8), -able (3), -(a)(t)ion (2), -ary (1), -er (1) 

 
Table 3: Truncation of a suffix in -ize words 

 

Seven suffixes are deleted in -ize verbs: -ic (e.g. 

anaesthetize), -ous (anonymize), -al (attitudinize) -

ity (authorize), -ant (deodorize), -ism (ostracize), 

and -ive (sensitize). By contrast, seven suffixes 

prove to be intact in -ize verbs:-al (e.g. centralize), 

-ic (classicize), -(i)an (Americanize), -able 

(respectabilize), -(a)(t)ion (productionize), -ary 

(militarize), and -er (computerize).8  

-Ic truncation deserves special mention. Ic- is 

essentially deletable in the position at issue; twenty 

word types of such derivatives are identified in 

BNC. However, we detect thirteen word types of 

derivatives whose internal -ic is not deleted: (i) 

classicize, ethicize, Gallicize, Gothicize, poeticize, 

publicize, (ii) romanticize, geometricize, (iii) 

aestheticize, cosmeticize, eroticize, hermeticize, 

phonemicize. Looking closely at these examples, 

we notice that the base of the internal suffix -ic is 

monosyllabic as in (i) and it ends in two consonants 

as in (ii). Then, a generalization emerges: when the 

base of the internal suffix -ic is polysyllabic or ends 

in a single consonant, -ic truncation applies. 

Although the examples in (iii) remain unaccounted 

for, the generalization applies to the -ive truncation 

as well (cf. passivize and *passize). 

To conclude this section, the internal suffix -al 

is generally intact in -ize derivatives while suffixes 

like -ous and -ity are truncated. The suffix -ic may 

                                                             
8We confine our attention to well-established and recognized 

suffixes, that is, those listed in Quirk et al. (1985: 1548-1555). 
Hence we leave out of consideration suffixes like familiar, 
alkaline, and maximum. 

be either truncated or untruncated and a 

generalization can be made about the truncation 

process at work. 

2.6 Productivity  

As the last morphological facet, we will discuss the 

productivity of verb-forming suffixes. A hapax-

centered productivity measure for derivation is 

applied to data collections to calculate the 

productivity value of verb-forming process. We 

accept a hapax-based productivity measure, which 

gives a key role to hapax legomena of a large-scale 

corpus (Baayen and Renouf, 1996). This rests on 

the view that the capacity of an affix to create new 

forms crucially involves the degree to which the 

affix yields words of ultra-low frequency (Hay, 

2003).  

We propose a productivity measure: 

Productivity (P)=n1/V, where n1 is the number of 

hapaxes and V is the total number of word types.9 

Our BNC research detects 123 hapaxes and 381 

word types of -ize derivatives, giving its 

productivity value of 0.323 (cf. Table 1). In this 

measure, the productivity of -ize affixation is 

defined as the potentiality of creating 123 kinds of 

new words when 381 kinds of -ize derivatives are 

used; nearly one-third of the attested -ize types are 

innovated verbs. According to the same measure, 

the productivity values of -ify, -en, and -ate 

verbalization are, respectively, 0.074, 0.035, and 

0.058. The results of the research then demonstrate 

that while -ify, -en, and -ate are not productive 

affixes, -ize affixation is fairly productive to 

promote the creation of neologisms. 

Additionally, -ize derivatives may be created 

depending on context. In example (1), the process 

of making worms into arthropods is momentarily 

lexicalized with the verb arthropodize, relying on 

the preceding noun arthropods. Example (2) 

illustrates how a complex word is created in the 

enumerative or listing environment; a series of 

comparable activities are enumerated by the use of 

three -ize final verbs, with moronised and 

lobotomised being innovated. Online word 

formation at issue is largely determined by the 

functions of “naming” (to conceptualize a property 

by giving it a name) and “brevity” (to construct a 

concise and sensible word) (Clark and Clark, 1979; 

9This productivity measure is a revised version of the one 

proposed by Baayen and Renouf (1996), who place the total 
number of tokens in the denominator of the productivity 
formula. 
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Rice and Prideaux, 1991). That -ize words may be 

constructed wherever there exist such functional 

requirements confirms the derivational potentials 

of the verbalizer investigated. 

 

(1) … different arthropods may have come from 

different and separate worms, independently, 

which became “arthropodized” by acquiring 

an external skeleton. (BNC AMM: 953) 

 

(2) She describes women, for example, as 

“moronised,” “robotised,” “lobotomised,” as 

“the puppets of Papa.” (BNC ECV: 1405) 

3 Theoretical Perspectives 

3.1 Antilexical Approach 

Our task in this section is to formalize -ize 

affixation, a major verb-forming process. 

Specifically, we will present pertinent syntactic 

structures, lexical entries, and subsidiary rules. 

Before proposing a new analysis, let us sketch a 

grammatical model on which our analysis relies. 

     The properties of -ize derivatives observed 

above are best dealt with in the framework of 

antilexicalism. This thesis holds that major word 

formation processes take place outside the lexicon 

so that the creative aspects of sentence and word 

construction are uniformly captured in syntax 

(Halle and Marantz, 1994; Matushansky and 

Marantz, 2013). The creativity of -ize derivation 

substantiates the view that it is treated in syntax, 

but not in the lexicon, which is generally defined 

as a set of listed items. Thus, such a view has the 

merit of maintaining the homogeneity of the 

modules.  

The present thesis also has the theoretical 

advantage of removing the -ize word formation 

rule from the lexicon by the independently 

established syntactic devices, whereby the related 

redundancy is expelled from the grammar 

completely. Moreover, an empirical advantage can 

be gained by adopting the antilexical approach. As 

indicated in section 2.6, the syntactic environments, 

anaphoric and enumerative, can be a major source 

of word creation. The spur-of-the-moment word 

composition in the syntactic contexts provides a 

constant supply for new labels like arthropodize 

and moronise and thus backs up the thesis of 

syntactic word formation. 

3.2 Underlying Structures 

Let us consider the underlying structures 

concerning -ize words in the framework of 

antilexicalism. We follow Hale and Keyser’s view 

that the meaning of a complex word is primarily 

determined by the syntactic structure (Hale and 

Keyser, 1993). Thus, the converted verb to shelve 

is arguably derived by the head-movement of a 

noun (shelf) from an underlying structure such as 

[vP -φ [vP the book [vP -φ(=put) [pP -φ(=on) shelf]]]], 

with abstract v and p. According to this view, the 

deadjectival -ize construction has the basic 

structure of [vP v[cause]-ize [vP[nP the cell][vP v[be]-φ [aP 

alkaline]]]], where the underlying adjective 

alkaline is a predicative of the surface object the 

cell and the “small clause” is dominated by the 

causative -ize. Thus, the causative meaning of they 

alkalinize the cell can be readily obtained from the 

underlying configuration. 

As observed in section 2.2, the meanings of 

denominal verbs are broadly divided into four 

types: (i) ‘make sth be into x’ (result, e.g. factorize), 

(ii) ‘make sth provided with x’ (providing/giving, 

chemicalize), (iii) ‘make sth be like x’ (similative, 

Beethovenize), and (iv) ‘make sth be as x’ (function, 

canonize). Accordingly, the structure of the result-

type will be as shown in (3): 

 
(3)             

   vP 

     v                                 vP 

 [cause]            nP                        vP 

    -ize        the modes       v                   pP 

                                       [be]         p               nP 

                                        -φ        [into]         factor 

                                                     -φ 

 

The sentence they factorize the modes is then to be 

interpreted as meaning that they make the modes 

broken down into factors. The structure of the 

providing-type is essentially the same as that of the 

result-type: [vP v[cause]-ize [vP[nP the dress][vP v[be]-φ [pP 

p[with]-φ [nP accessory]]]]]. The only difference 

between the two types is that the providing-type 

involves the preposition with as opposed to into, so 

that the meaning of they accessorize the dress is 

something like ‘they make the dress accompanied 

by an accessory.’ Note that one of the main 

meanings of with is ‘accompanied by another 

person or thing.’  

Similar remarks apply to the similative-type 

and function-type of -ize derivatives. The former 

example he Beethovenized Haydn’s minuet has a 
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syntactic structure: [vP v[cause]-ize [vP[nP Haydn’s 

minuet][vP v[be]-φ[pP p[like]-φ [nP Beethoven]]]]], where 

the preposition like makes a difference in the way 

the base noun is characterized. From this follows 

the meaning: ‘he made Haydn’s minute like a work 

of Beethoven.’ To take the latter example, they 

canonized the texts has a configuration: [vP v[cause]-ize 

[vP[nP the texts][vP v[be]- φ [pP p[as]-φ [nP canon]]]]]. This 

type differs from others in that the preposition as is 

involved, so that the reading ‘they made the texts 

as a canon’ can readily be obtained. 

There are two advantages of the present 

analysis. First, it can account for the meaning 

properties of derived verbs observed in section 2.2; 

the basic meaning and additional meanings of -ize 

verbs can be distinguished accurately. The basic 

one is ‘make y (be) in the state of x’ and this 

meaning is attributed to the core part of the -ize 

construction. The additional meanings are divided 

into five types according to what condition the 

surface object y is in. This is typically represented 

by the spatial and functional relations that are 

expressed by specific prepositions. Thus, the 

difference between the submeanings originates in 

the different prepositions in the core layer, whereby 

the submeanings can be related to each other. 

The second advantage is that possible classes of 

-ize verbs can be predicted from our analysis: -ize 

verbs can only be transitives and ergative 

intransitives (inchoatives). Two cases in point can 

be recognized: unergative (intransitive) verbs do 

not engage in -ize affixation, as in *they dancize to 

rap music/*I must journe(y)ize there. This is 

because unergatives typically signify movement of 

animate entities and such a movement/action 

construction is not fitted to the predicative nature 

that -ize affixation involves. Note that converted 

verb may be a verb of this type (they dance to rap 

music/I must journey there), since verbal 

conversion does not necessarily involve 

predicative construction. Additionally, -ize 

derivatives of unaccusatives are illicit, as in 

*ethical problems will surfacize (=ethical 

problems will rise to the surface)/*lower level of 

pollution will resultize. An unaccusative 

(intransitive) verb expresses a phenomenon that 

happens spontaneously without the intervention of 

any causer, which is incompatible with the 

intentionality that -ize verbs imply. 

                                                             
10How to construct a word form from the corresponding 

syntactic representation will not be explored here. There are 

3.3 Vocabulary Insertion 

Derived words are constructed by inserting an affix 

in an appropriate syntactic node based on its 

formalized lexical entries (Harley and Noyer, 

2000; Embick, 2010). From the semantic and 

morphological properties identified in section 2, 

we can describe the internal features and 

selectional conditions of -ize: all five types of the 

suffix -ize have a common feature as verbalizer, yet 

each requires the base with a distinct feature. These 

descriptions can be formalized into the lexical 

entry on the basis of an underspecified model, as 

seen in (4).  

 

(4) -ize: (a) [V][cause], (b) +< vP[be],  

a/p[into]/p[with]/p[like]/p[as], Latinate/Greek> 

                 Condition: predicative=[root (suf)] 

 

The internal features of the affix are listed in (a) 

and its license environment is specified in (b). We 

here assume “Generalized subcategorization,” 

which enables subcategorization features to 

include not only the features of the whole category 

but also those of its lexical head and complement 

(cf. Emonds, 2000). The lexical entry -ize in (4) 

then designates something like ‘-ize makes a 

causative verb, adjoining to a “small clause” 

consisting of a subject and a predicative; the 

predicative is divided into five groups and they are 

all of Latinate or Greek origin.’ For instance, when 

-ize is inserted under the v node in the environment 

of predicative including p [into], the result-class of -

ize derivative is obtained. The condition of 

predicative entails that compounds and prefixed 

words are ruled out as the base of -ize. The crucial 

point is that -ize verbs are freely coined as long as 

the affixation meets the licensing conditions, 

particularly those on the structure of the bases and 

their vocabulary strata.10 

3.4 Subsidiary Rules  

This section focuses on two kinds of auxiliary rules 

for -ize derivation. The first one is a “redundancy 

rule,” which eliminates the redundancy of item-by-

item specification. As shown in section 2.3, there 

is an essential meaning correlation between -ize 

verbs and their bases. Confining discussion below 

to the resultative-type and ornative-type, we 

two ways in which such a word is constructed: one is to use 
syntactic head-movement (Harley, 2009); the other is to use 
morphological merger (Marantz, 1996). 
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observe that -ize verbs with a sense of ‘resultative’ 

show a systematic tendency to be derived from 

nouns that designate <state>, <language>, 

<fundamental>, <system>, and <status>. 11 

Similarly, ‘ornative’ verbs tend to stem from nouns 

indicating <(bio)chemical>, <presentable>, 

<academic>, <format>, and <rights>.  

These generalizations can be formalized into 

the redundancy rules on vocabulary insertion, as 

demonstrated in (5) and (6). These rules essentially 

signify that a noun indicating state or quality and a 

noun expressing (bio)chemical are inserted under 

the sister node of p[into] and that of p[with], 

respectively. Accordingly, the noun harmony is 

correctly inserted into the sister position of p[into], 

without having to specify that harmony is 

connected to p[into]. 

 

(5) n → <state>, <language>, <fundamental>, 

<system>, <status>   ⁄ p[into]       

 

(6) n → <(bio)chemical>, <presentable>, 

<academic>, <format>, <rights>  ⁄ p[with]    

 

The second subsidiary rule involves the 

truncation of a word-internal suffix. We have seen 
in section 2.5 that -ize affixation triggers the 

truncation of an intra-word suffix in the cases of -

ic, -ous, -ity, -ant, -ism, and -ive while it may not 
trigger the truncation in the cases of -al, -(i)an, -

able, -(a)(t)ion, -ary, and -er. Moreover, the suffix 

-ic proves to be intact in specific circumstances. 

To adjust the morphological structure of -ize 
words, we propose a truncation rule in (7), which 

is operative in the PF component. 12  This 

morpheme-truncation rule entails that -ic, -ous, -
ity, -ant, -ism, and -ive are deleted in -ize 

suffixation (cf. aromatize) but each of them is not 

deleted when its base is monosyllabic (cf. 

classicize) or ends in two consonants (cf. 
romanticize).13 

 

(7) -ic, -ous, -ity, -ant, -ism, -ive   →   -φ 
⁄ X     -ize 

Condition: X=polysyllabic or ending in a 

single consonant 

 

                                                             
11 Angle brackets are used here for referring to semantic 

categories; <language> is intended to mean ‘something 
related to language.’ 
12See Aronoff (1976: 88-98) for arguments for truncation 

rules. 

4 Conclusion 

Based on detailed observation of the derived verbs 

discerned in a large-scale corpus, we have revealed 

the essential properties of verb derivation. 

Semantically, derived verbs are divided into five 

main groups and each submeaning is correlated 

with a base’s meaning. Formal restrictions are 

placed on the internal structures and vocabulary 

strata of the bases. As regards productivity, -ize 

affixation is creative in its construction of 

numerous innovated verbs. The above properties of 

derived verbs are theoretically accounted for; basic 

features common to all five submeanings follow 

naturally from a core part of their underlying 

structures. The productivity of -ize derivation also 

arises from its underlying syntactic configuration. 

Finally, formal restrictions on the bases and the 

base-derivative meaning correlation originate in 

the insertion conditions of vocabulary items.  

A rigorous analysis of the formal restrictions 

and the semantic correlation awaits further 

investigation. Hopefully, we have shown that the 

study of word formation mechanism can be widely 

promoted by “corpus-based investigation.” 
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Abstract
We present a comparative study of p(e)re-
reduplication in Bulgarian and Ukrainian,
based on material from a parallel corpus of
bilingual texts.  We analyse all occurrences
found in the corpus of close sequences and
conjunctions  of  two  cognate  words,  the
second of which features the intensive and
recursive prefix  pre- (Bulgarian) or  pere-
(Ukrainian).  We find that in Bulgarian this
construction  occurs  more  frequently  with
finite  verb  forms,  and  in  Ukrainian  with
participles  and  nouns.   There  is  also  a
correlation  with  the  mode  of  action
denoted  by  the  prefix:  in  its  intensive
meaning  it  turns  up  more  often  in
Bulgarian, in its recursive meaning in the
two  languages  equally,  and  in  Ukrainian
there are more occasions where it  cannot
be  identified  as  either  intensive  or
recursive.   Finally,  in  both  languages
instances of  p(e)re-reduplication are most
common, by a wide marge, in texts with
Ukrainian originals.
Keywords: reduplication, intensive prefix,
prefix  pre-,  prefix  pere-,  parallel  corpus,
Bulgarian language, Ukrainian language.

1 Introduction
The Proto-Indo-European root *per ‘take, carry

across or through’ (Pokorny 1959: 810) gave rise
in Slavic to a preverb with a fundamental spatial
meaning as well as a variety of derived meanings,
all related to crossing a boundary or surpassing a
degree, with the potential of combining with parts
of speech other than the verb, too, as an elative
marker:

пр -ѣ  expresses  the  idea  of  going  beyond,
surpassing:  пр итиѣ  ‘to  cross,  get  over’,
пр ст питиѣ ѫ  ‘to transgress’, пр ли тиѣ ꙗ  ‘to
overflow’; and of transporting, transforming:

пр селитиѣ  ‘to  resettle’,  пр оѣ бразити ‘to
transfigure’.  At  the  same  time  it  is  an
intensifier  which  adjoins to  adjectives,  to
nouns:  препог б льꙑ ѣ  ‘complete  perdition,
πανωλεθρία’  and  to  verbs:  пречюдив  сѧ
‘being  excessively astonished,
περθαυμάσαςὑ ’. (Vaillant 1948: 323)

These meanings persevere, by and large, in the
contemporary Slavic languages. The details vary.
In Bulgarian the recursive mode of action (‘redo,
do again or in a new way’) appears to be the most
prominent among the ones marked by the preverb
пре-,  followed  by the  majorative-resultative  (or
intensive: ‘do to a degree higher than the norm’)
and the transgressive (‘do across an area’),  with
96, 67 and 41 examples listed in (Ivanova 1974:
49ff), respectively.  Bulgarian  пре- does not mark
the  resultative-pancursive-distributive  mode  of
action (‘do upon all available objects’), which is
often expressed  by  its  Ukrainian  cognate  пере-
(Zhovtobrjukh 1979: 262f). On the other hand, in
Ukrainian  the inherited preverb  пере- cedes  the
elative function  almost  entirely to  the  borrowed
prefix  пре- (ESUM 2003:  558),  which  operates
mainly on adjectives and adverbs. It is also noted
(Šerech  1959:  291f)  that  пере- tends  to  denote
motion  across  and  above,  contrasting  with the
similar  preverb  про-,  which  indicates  motion
through the inside of an object, and this motivates
its  further  evolution  to  a  pancursive,  majorative
(intensive) and recursive marker.

The  Bulgarian  prefix  пре- and  the  Ukrainian
пере- play a key part in a phenomenon which we
will call p(e)re-reduplication. It consists of the use
in close succession of two cognate words (as a rule
of  the  same  part  of  speech  and  in  the  same
grammatical form), the second of which is formed
with the prefix пре- or пере- (in the two languages
respectively), where the first has no prefix or has
another. In general this pursues a rhetorical effect:
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a concept is expressed twice with added emphasis
the second time, which results in intensification:
(1) [Bg] Но тези роти вече, както личи, не са

формирани  от  патилите  и  препатили  
войници,  които  текат  закърпени  от
болниците (O. Honchar,  The  Standard
Bearers)  ‘But  now  these  companies  are
evidently not composed of those seasoned and
overseasoned  soldiers  who  stream,  patched,
from the hospitals.’

(2) [Uk] Це досить відверта посмішка жінки,
яка  бачила-перебачила. (B. Raynov,  Don’t
Make Me Laugh)  ‘This  is  the  rather  brazen
grin of a woman who has seen, and seen a lot’.

The device is especially typical of the language
of  folklore  and  of  colloquial  speech  influenced
thereby.

It may be tempting to say that this is simply the
same construction serving the same purpose in two
closely related languages. But this does not mean
that its use is identical: there may be differences in
the  lexical  categories  most  commonly  involved,
the details of the morphology and the syntax and
perhaps  other  parameters.  Such  differences  can
only be established or disproven with the help of
evidence drawn from corpora.

In  this  paper  we  present  the  results  of  a
comparative  study  of  p(e)re-reduplication  in
Bulgarian and Ukrainian based on material from a
parallel bilingual corpus.

2 On the Corpus
The  bilingual  Bulgarian–Ukrainian  corpus

(CUB) (Siruk and Derzhanski, 2013; Derzhanski
and Siruk, 2019) consists of parallel texts available
in electronic libraries or obtained by us from paper
editions  through  scanning,  optical  character
recognition  and  error  correction  by  ad  hoc
software tools and by hand. For this reason, the
corpus is composed of fictional works, mostly of
novels, which dominate in such sources.

Because original and translated parallel texts for
Ukrainian  and  Bulgarian  are  hard  to  come  by,
especially in online-accessible computer-readable
form, we also use Bulgarian and Ukrainian literary
translations  from  other  languages  as  corpus
material. The version of CUB used in this research
includes  eleven  sectors,  each  of  which  covers
parallel  Bulgarian  and  Ukrainian  texts  with  the
same original language:

• original Bulgarian and Ukrainian texts, as well
as  translations  from  English-1  (by  authors
from the British Isles), English-2 (by authors
from  the  United  States),  French,  German,
Italian,  Polish,  Russian-1  (stories  about  the
past and present) and Russian-2 (stories about
the future)—approx. 2 million words in each
of the ten sectors (in Bulgarian and Ukrainian
counted together; for various reasons the ratio
tends to be about 53:47);

• the  Bible,  in  canonical  translations  from
Church  Slavonic  into  Bulgarian  and  from
Hebrew, Aramaic and Greek into Ukrainian—
1.1 million words.
The total size of the corpus is 21 million words

(11.2 million in Bulgarian and 9.9 in Ukrainian).
The Bible is aligned by verse, and the other texts
(mostly) by sentence.

3 The results
A total of 130 instances of p(e)re-reduplication

in one or both languages were found in the corpus,
including  48  in  Bulgarian  only,  19  in  both
Bulgarian and Ukrainian and 63 in Ukrainian only.

We  disregarded  most  occasions  of  пре-
reduplication  of  adjectives  or  adverbs  in
Bulgarian, because we are interested in comparing
Bulgarian  пре- to  its  regular  etymological
counterpart in Ukrainian, which is  пере-, and for
this  particular  purpose,  as  was  said  above,
Ukrainian tends to also use пре-.

3.1 Distribution by part of speech
The  items  which  compose  the  construction

include finite verb forms  or gerunds, participles,
adjectives, nouns or  pronouns. In Ukrainian it is
expedient  to  handle  invectives  as  a  separate
category: these are formally adverbs, pronouns or
nouns,  but  used with  no  regard  to  their  part  of
speech  and  original  semantics:  Розтуди тебе
перетуди ‘And unprint  thyself’ (E. Hemingway,
For  Whom  the  Bell  Tolls),  Голий,  таку-
перетаку, коня прибери з ваги! ‘Holiy, you so
and  so,  take  your  horse  off  the  platform!’
(V. Zemlyak,  Green  Mills),  Мать-перемать!
(A. and  B.  Strugatsky,  Roadside  Picnic;  this
invective is borrowed from Russian, which is why
it involves Ru мать in lieu of Uk мати ‘mother’,
but the pattern is the same).

The two words are of the same part of speech,
except  for  a few instances where the first  is  an
adjective  and  the  second  a  participle;  the
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grammatical form is likewise the same, except for
one  occasion  in  Ukrainian  when  a  gerund  is
combined  with  a  finite  verb  form  (вибираючи,
перебирав ‘chose choicely’ in F. Nietzsche’s Thus
Spoke Zarathustra).

Apart from invectives, the use of pronouns in
pere-reduplication is also restricted to Ukrainian:
(3) [Uk] Я  роду  такого  й  перетакого,  мої

предки те й перете зробили! (G. Boccaccio,
The Decameron)  ‘I  belong to the  So-and-so
family and my ancestors did such-and-such!’.

In addition, Table 1 attests that in Bulgarian this
construction  occurs  more  often  with  finite  verb
forms and in Ukrainian with participles and nouns.

Bg only Bg, Uk Uk only total

verbs 39 10 20 69

participles 3 7 13 23
adj. : part. 5 — 1 6
adjectives — — 1 1
nouns 1 2 17 20
pronouns — — 2 2
invectives — — 9 9
total 48 19 63 130

Table 1: Distribution by part of speech

Somewhat controversially, we have counted as
an  instance  of  пре-reduplication  the  Bulgarian
adjective–participle compound  бяла-пребледняла
‘white-blanched’ (found in O. Kobylianska’s  On
Sunday Morning She Gathered Herbs);  it  is  not
one  stricto  sensu,  as  its  parts  are  not  even
etymologically  related,  but  they are  phonetically
and semantically similar, and also the writing of
the whole as a hyphenated word, akin to бледна-
пребледняла ‘pale-blanched’ from the same book,
argues in favour of such treatment.

With  virtually  identical  frequency  in  the  two
languages – about 47.66% – the items forming the
couple only differ in that the second one has the
prefix  п(е)ре- (notated  as  p in  the  formulae  in
Table 2).  Alternatively,  п(е)ре- can  replace  a
prefix present  only in the first  item (p°);  this  is
more  common in  Ukrainian  (закуска-перекуска
‘hors  d’œuvre  snack’,  розказано  й  переказано
‘told and retold’). Conversely, it is more common
in Bulgarian for the items to differ in suffixes (s).
In  both  languages  the  latter  happens  mostly
because of the suffix it takes to reconvert the verb
which has been perfectivised by the addition of

п(е)ре- back  to  the  imperfective  aspect  (Bg
топлени и претопляни супи ‘soups heated and
reheated’,  Uk  читає  і  перечитує ‘reads  and
rereads’),  but  also when an adjective is  coupled
with a participle (Uk старе-перестаріле ‘old and
overaged’).  The  co-occurrence  of  the  two
differences is  predictably rare;  there is  only one
example of this in our data, in Ukrainian: Часті й
тривалі  перекури,  розмови,  перемовки  
(V. Shishkov,  Gloomy River) ‘Frequent and long
smoking breaks, chats, talks’.

With the verb ‘read’ in Bulgarian another prefix
(про-, notated as p´ here) is also added (четените
и  препрочетени  книжки ‘the  books  read  and
reread’, чете и препрочита ‘reads and rereads’).
This happens 7 times in the corpus.

Bg Uk

p°R–pR 5 (7.46%) 23 (28.05%)

R–p(p´)R 32 (47.76%) 39 (47.56%)

p°R–pRs — 1 (1.22%)

R–p(p´)Rs 30 (44.78%) 19 (23.17%)

Table 2: Derivational relationship between the two
items in the couple

In Bulgarian in the absolute majority of cases
the two items are linked by a  conjunction;  it  is
significantly rarer  for them to be juxtaposed (or
appear in juxtaposed phrases), which materialises
as a comma in writing; and there are only three
hyphenated  compounds  in  our  data,  all  of  the
adjective–participle  type  (бледна-пребледняла
‘pale-blanched’  and  бяла-пребледняла ‘white-
blanched’,  mentioned  above,  and  пълно-
препълнено ‘full-overfilled’).  In  Ukrainian  the
distribution  among  the  three  categories  is  more
balanced, but in both languages the preference is
for  the  two  items  to  be  connected  syntactically
rather than morphologically:

Bg Uk

conj. 54 (81.82%) 46 (56.79%)

juxt. 9 (13.64%) 23 (25.93%)
hyph. 3 (4.55%) 14 (17.28%)

Table 3: Grammatical link between the two items

The first two of the options formulated here do
not  necessarily imply that  the words need to be
adjacent or only separated by a conjunction: there
may be functional words interfering (up to three in
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our  material),  less  often  content  words,  or  the
construction may appear in direct speech and be
broken by the author’s words:
(4) [Bg] Четох ги  и  ги  препрочитах чак  до

сутринта (P. Zahrebelnyi,  Let’s  Come  to
Love) ‘I read them and reread them until the
very morning’.

(5) [Uk] А от ми зараз подивимося, хто кого
дожене,  хто  кого  пережене! (A.  and  B.
Strugatsky,  Roadside Picnic) ‘Now we'll  see
who catches up and who gets ahead!’

(6) [Uk] —  Розтуди,  —  коротко  сказав
Агустін. — І перетуди. (E. Hemingway, For
Whom the Bell  Tolls)  ‘“Milk,”  Agustín  said
simply. “And milk again.”’

There is one example which doesn’t fall easily
into any of the three categories in either language,
and is not counted in Table 3:
(7) [Uk] А  я  скочив —  Дунай  перескочив  

(M. Stelmakh,  The  Four  Fords)  ‘And  I
jumped and vaulted over the Danube’ || [Bg]
Кога скочи — Дунава прескочи.

3.2 Distribution by meaning of the prefix
The semantic relation between the two parts of

the construction varies. By far most frequently, the
meaning of the prefix is intensive or recursive, so
the whole adds up to, literally, ‘do and overdo’ or
‘do and redo’, in either case conveying emphasis
or  intensity.  Occasionally,  however,  the  second
(prefixed) word does not exist at all outside of this
construction:
(8) [Uk] нехай  вона  в  тебе  буде  і  чесна,  й

перечесна — не зарікайся, що вона одна з
усіх  того  не  зробить (G. Boccaccio,  The
Decameron)  ‘'tis  at  least  possible,  that,
however honest she be [lit. let her be honest
and overhonest], she will do as others do’,

(9) [Uk] Добре,  туди  їх  перетуди,  усіх
фашистів (E. Hemingway,  For  Whom  the
Bell  Tolls)  ‘To  obscenity  with  all  fascism
good’ (lit. ‘Well,  thither  and  re-thither  with
them, with all fascists’);

or is a close synonym of the first word:
(10) [Uk] Та  конкуренція,  конкуренція…  нові

винаходи,  новіші  винаходи…  зміни,
переміни.  Світ  мене  обігнав (C. Dickens,
Dombey  and  Son)  ‘But  competition,
competition—new  invention,  new[er]
invention—alteration,  alteration—the world’s

gone  past  me’ (the  original  has  three  exact
repetitions; the translator introduces gradation
into two of them, one by a comparative degree
and one by a пере-derivative which means the
same as the word with з-, but the two together
create an impression of waxing intensity);

or a less close synonym, so that the gradation is
more clearly felt:

(11) [Bg] Струваше ми се, че някой ме  следи,
че ме  преследва, опитва се да ме хване…
(A. Christie,  They  Do  It  with  Mirrors)  ‘I
thought people were spying on me, watching
me [lit. following me, pursuing me], trying to
hound me down’;1

or bears some other relation to the first word, such
as being a transgressive derivative (‘do from place
to  place’),  a  supergressive-resultative  (‘outdo
someone else’) or a finitive one (‘finish doing’)—
modes  of  action  which  are  also  typical  of  the
prefix п(е)ре- in one or both languages:
(12) [Uk] Четверо  коліс  каронади

прокочувалося й перекочувалося по вбитих
нею  людях,  шматуючи  їх,  кришачи  й
розриваючи (V. Hugo,  Ninety-Three)  ‘The
four wheels of the carronade passed back and
forth [lit. over and across] over the men it had
killed,  cutting,  crushing  and  rending  them’
(the  French  original  features  the  formally
similar, but different in content,  passaient et
repassaient ‘passed and passed again’);

(13) [Uk] Люди дотримуються свого звичного
побутового ритму, поки ми отут безглуздо
наздоганяємо  й  переганяємо один  одного
(B. Raynov,  Typhoons  with  Gentle  Names)
‘People follow their usual schedule, while we
here  mindlessly  overtake  and  surpass  one
another’;

(14) [Bg] Люлякът  в  градинката  на  райкома
цъфтя  и  прецъфтя,  а  нея  все  я  няма  и
няма от Велики Устюг… (V. Zemlyak,  The
Swan  Flock)  ‘The  lilac  in  the  District
Committee garden had shed its blossoms [lit.
bloomed and finished blooming], but still she
did not return from Velikiy Ustyug’.

There is  a single example,  in Ukrainian,  of a
non-deverbal noun with a derivative in which the

1 The meanings of the verb преследвам range from ‘follow,
pursue’ (shared with  следя) to ‘persecute, haunt’; here the
context argues that the more ominous meanings are not the
ones intended (because a victim of persecution is very much
aware of it), but the hearer is aware of their existence in the
language, so they can contribute to the effect.
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prefix  пере- has  a  spatial  meaning:  лісами  та
перелісками ‘through  forests  and  thickets’
(M. Stelmakh, The Four Fords).

Exceptionally  the  second  item  may  bear  no
synchronically detectable relation to the first:
(15) [Bg] — Намерила, та премерила — прихна

той (M. Stelmakh,  The Four Fords) ‘“She is
insatiable,” he snorted’ (lit. ‘She has found and
measured’;2 originally the words share a root,
as per (Georgiev and Duridanov 1995: 484),
but at present they are not perceived as being
semantically akin);

or has a separate lexical (or even terminological)
meaning,  so  that  the  use  of  the  two  words  in
succession is not a rhetorical device, but – because
of the similarity to a familiar one – may have a
similar effect:
(16) [Uk] Деякий  час  маленький  загін  ішов

піскуватими ґрунтами,  що утворились  із
скалок  двійчастих  черепашок  і  висхлих
кісток,  з  великою  домішкою  закису  й
перекису заліза (J. Verne,  In  Search  of  the
Castaways)  ‘For a part  of  the day,  the little
troop  trod  a  sand  composed  of  debris  of
bivalve shells and cuttlefish bones, and mixed
in  a  great  proportion  of  iron  protoxide  and
peroxide’ (the French original has une grande
proportion de peroxyde et de protoxyde de fer,
but the translator has reversed the order, thus
achieving, consciously or otherwise, outward
similarity with the p(e)re-construction),

(17) [Uk] Були  ще  й  інші  сходи  та  переходи,
якими  ніхто  не  ходив  цілими  тижнями
(C. Dickens,  Dombey  and Son)  ‘There  were
other  staircases  and  passages  where  no  one
went for weeks together’.3

The frequency of  the  construction in  the  two
corpus languages correlates with the semantics of
the  prefix:  in  its  intensive  meaning  it  turns  up
more often in Bulgarian (which harmonises with

2 Along with the idiom намерил съм, та съм премерил ‘to
have  found  and  measured’  there  exists  the  similar  one
намерил съм, та съм се прехласнал ‘to have found and
become entranced’  (Nicheva  et  al.  1974:  644f);  the  latter
makes more literal sense and so is likely to be the original
variant,  from which the former is derived by copying the
root of the first word into the second, giving the whole the
shape of a пре-reduplicated construction.
3 Apart  from  meaning  ‘staircase’,  сходи means  ‘ascents;
descents’,  перехід (pl.  переходи) likewise means ‘passing’
as well as ‘passage, corridor’, so in the translation there are
two ways in which the words are cohyponyms; this enhances
their perception as more than two words with their regular
meanings which happen to occur in sequence in the text.

the fact that in Ukrainian this meaning has been
partly  taken over by the South Slavic loan  пре-),
in its recursive meaning approximately equally in
the  two  languages,  and  in  Ukrainian  there  are
more cases where it cannot be identified as either
intensive  or  recursive.  This  is  summarised  in
Table 4.

Bg only Bg, Uk Uk only total
intensive 19 5 1 25
recursive 19 13 25 57
miscell. 10 1 37 48

48 19 63 130

Table 4: Distribution by semantics of the prefix

3.3 Distribution by source language
It  is  known  that  in  their  choice  of  wording

translators  are  prone  to  being  influenced  by
constructions used in the original. Since the use of
reduplication for emphasis is universal, this can be
expected to happen here as well.

Table 4 attests that p(e)re-reduplication is much
more frequent in original Ukrainian texts and their
Bulgarian translations than in any other texts in the
corpus.

Bg only Bg, Uk Uk only total
Bg 3 2 3 8
De 2 1 2 5
E1 2 — 7 9
E2 1 — 5 6
Fr 2 2 8 12
It 8 — 6 14
Pl 2 — 1 3
R1 4 — 9 13
R2 1 1 6 8
Uk 14 13 15 42
Bible 9 — 1 10

48 19 63 130

Table 5: Distribution by source language

When  p(e)re-reduplication appears in a corpus
text, the original (if different) may

• (I) use an analogous reduplicative construction
with  a  prefix  with  similar  semantics  on  the
second item. Such are German intensive über-
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and recursive  wieder-,4 French  re-, Italian  ri-,
Russian пере-,

• (II) repeat a word exactly or with a different
kind  of  modification  (as  when  Bg  питаха,
разпитваха ‘they asked and inquired’ in Elin
Pelin’s  Yan Bibiyan on the Moon is translated
as Uk питали й перепитували, or Bg бледна-
пребледняла ‘pale-blanched’  and  бяла-
пребледняла ‘white-blanched’ serve to render
Uk  біла-біліська ‘white-white[diminutive]’ in
O. Kobylianska’s  On  Sunday  Morning  She
Gathered Herbs),

• (III) not involve repetition at all.
Table 6 demonstrates that Bulgarian translators

from Ukrainian use p(e)re-reduplication nearly as
eagerly as Ukrainian writers: of the 28 occurrences
of  the  phenomenon  in  original  Ukrainian  prose
they have only kept a little less than half (13), but
have contributed a little more than that (4+10=14),
ending up with approximately the same number.
(Curiously, the same can be said to have happened
in the translations in the opposite direction, only
the numbers are smaller there.)

Bg Uk
I II III I II III

Bg 5 — — 5 2 1 2 5
De 2 — 1 3 1 1 1 3
E1 — — 2 2 — 1 6 7
E2 — — 1 1 — — 5 5
Fr 4 — — 4 5 2 3 10
It 2 1 5 8 — — 6 6
Pl — — 2 2 — — 1 1
R1 — — 4 4 5 — 4 9
R2 1 — 1 2 6 — 1 7
Uk 13 4 10 27 28 — — 28
Bible — 7 2 9 — 1 — 1

27 12 28 67 47 6 29 82

Table 6: Distribution by the presence of reduplication
in the original language

On 4 occasions in Bulgarian translations from
French and on 6 in Ukrainian ones, the original
features a similar construction with the prefix re-.

4 There is one occurrence of each of these in F. Nietzsche’s
Thus Spoke Zarathustra:  Wie er sie schlingt und  kaut und
wiederkäut! ‘How it swalloweth and cheweth and recheweth
them!’ > Bg Как само ги налапва и  дъвче, и предъвква! ||
Uk  Як вона душить її,  жує й пережовує!;  sie  schwollen
und  überschwollen von  Mitleiden ‘they  swelled  and
o'erswelled with pity’ > Bg те се издуваха и преиздуваха от
състрадание.

Also, on 11 occasions the Ukrainian construction
renders its materially identical Russian analogue.
In  Bulgarian  this  only  happens  once,  but  on  7
occasions in the translation of the Bible there is a
kind of reduplication (albeit not of the same form)
in the Church Slavonic (as well as the Ukrainian)
text, which in turn follows literally the Hebrew or
Greek original:
(18) [Bg] Аз ще благословя и преблагословя, ще

размножа  и  преумножа твоето  семе ||
[Uk]  благословляючи,  Я  поблагословлю
тебе,  і  розмножуючи,  розмножу
потомство твоє || [He]  kî- ārê  ’ă āre ā,ḇ ḵ ḇ ḵḵ
wə-harbāh  ’arbeh  ’e -zar‘ă āṯ ḵ  ‘in  blessing  I
will  bless  thee,  and  in  multiplying  I  will
multiply thy seed’ (Gn 22:17);

(19) [Bg]  наистина  ще  те  благословя  и
преблагословя,  ще  те  размножа  и
преумножа || [Uk] Поблагословити Я конче
тебе  поблагословлю,  та  розмножити
розмножу  тебе! ||  [Gk]   μὴeν  ε λογ νἦ ὐ ῶ
ε λογήσω  σε  καὶe  πλὴθύνων  πλὴθυν  σεὐ ῶ
‘Surely  blessing  I  will  bless  thee,  and
multiplying I will multiply thee’ (Heb 6:14).

Finally,  it  is  remarkable that  none of the few
uses  of  p(e)re-reduplication  in  translations  from
Polish reflect a similar construction in the original;
expressions such as  myślał i przemyślał ‘thought
and rethought’ (cf. Bg  мислил и премислял) are
not totally alien to that language, but evidently are
much less used than in the other Slavic languages
in the corpus.

4 Conclusions
The constructions are similar indeed, but when

it comes to actual use, they differ in many points,
as we have seen: the parts of speech involved most
commonly (predominantly verbs in Bulgarian and
nouns more often – and exclusively, pronouns and
a separable category of invectives – in Ukrainian),
the interpretation of the prefix (intensive mostly in
Bulgarian,  transgressive  etc.  in  Ukrainian),  the
derivational  models  (a  distinctive  prefix  on  the
first  item being  more  typical  of  Ukrainian),  the
grammatical  link  between  the  two  items  (with
strong preference for a conjunction in Bulgarian).
These can be explained in part by the presence of
the borrowed prefix пре- in Ukrainian, which has
relieved пере- of some of its functions, especially
in the literary language. But since we work with
fiction, and mostly with translated texts, there is an
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occasion for examining the impact of the original
languages and the translators’ attitudes to using the
target languages’ vernacular constructions.

The material for this study was collected by a
semi-automatic  search  in  a  bilingual  corpus  of
aligned text. As the corpus is continually evolving,
this  raises  the  question  of  enriching  it  with
appropriate alignment which would facilitate such
research.
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Verginica Barbu Mititelu, Elena Irimia and Valentin Badea

Research Institute for AI “Mihai Drăgănescu”
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Abstract

The paper presents an open-domain Question
Answering system for Romanian, answering
COVID-19 related questions. The QA system
pipeline involves automatic question process-
ing, automatic query generation, web searching
for the top 10 most relevant documents and an-
swer extraction using a fine-tuned BERT model
for Extractive QA, trained on a COVID-19 data
set that we have manually created. The paper
will present the QA system and its integration
with the Romanian language technologies por-
tal RELATE, the COVID-19 data set and differ-
ent evaluations of the QA performance.

Keywords: BERT fine-tuning, open-domain
QA, Romanian, TEPROLIN, COVID-19.

1 Introduction

According to Zhu et al. (2021: 1), open-domain
Question Answering (QA) has the ability “to an-
swer a given question without any specified con-
text”, by searching for the relevant documents on
the web and extracting the relevant answer from
one (or more) of the retrieved documents. In con-
trast, Machine Reading Comprehension “aims to
enable machines to read and comprehend specified
context passage(s) for answering a given question”
which entails that, given a question and one (or
more) passage(s) of text that (can) contain the an-
swer, the QA system is able to identify it in the
given text piece. The “open-domain” designation
of a QA system also pertains to the ability of the
system to answer factoid questions (factual ques-
tions) from any domain, according to Lewis et al.
(2020: 1).

The QA system that is presented in this paper
is “open-domain” from both points of view: it
only takes the input question and automatically
searches for the relevant documents on the web but,
for the answer selection, it employs a fine-tuned

BERT model for Extractive QA that, using the in-
put question together with the snippet that the web
search engine produces for each relevant document,
highlights the answer to the input question. Al-
though we present an instance of this system for
the COVID-19 domain, given other targeted data
sets, the exact same pipeline can be applied to an-
swer questions from those domains.

The QA system was developed in the European
project Enrich4All1, a project aiming at a Digital
Single Market strategy, which is linked with lower-
ing language barriers for online services and pub-
lic administration procedures. The architecture of
the QA system enables it to answer administrative
questions about a certain topic (e.g. COVID-19,
construction permits, etc.) that citizens may have
for public authorities, by automatically searching
for relevant documents on the public authority web
site. Being available 24/7, it has the potential to
reduce the administrative burden for public author-
ities.

In what follows, we present related approaches
to open-domain QA in Section 2, followed by a
description of the COVID-19 data set in Section 3.
Section 4 details the fine-tuning of different Roma-
nian BERT models to COVID-19 Extractive QA,
while Section 5 describes the architecture and the
underpinnings of the open-domain QA system. We
end the paper with Section 6 devoted to the evalu-
ation of the QA system and Section 7 presenting
concluding remarks and future work plans.

2 Related work

Open-domain QA (ODQA) aims at answering
questions from large open-domain corpora (e.g.,
Wikipedia). Recent success in this field mainly
comes from fine-tuning and improving the pre-
trained LMs, like ELMo (Peters et al., 2018) and

1https://www.enrich4all.eu/
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BERT (Devlin et al., 2018).
Wang et al. (2019) proposed a multi-passage

BERT model to globally normalize answer scores
across all passages of the same question, enabling
the QA model to find more precise answers utiliz-
ing more text passages. Splitting articles into pas-
sages with the length of 100 words improved per-
formance by 4% and trained on the OpenSQuAD
data set, the model gained 21.4% EM and 21.5% F1
over all non-BERT models, and 5.8% EM (exact
match) and 6.5% F1 over BERT-based models.

Yang et al. (2019) integrated BERT with the
open-source Anserini information retrieval toolkit.
They showed that combining a BERT-based reader
with passage retrieval using the Anserini IR toolkit
yields towards an improvement in question answer-
ing directly from a Wikipedia corpus. During train-
ing, passages corresponding to the same question
are taken as independent training instances. The
authors report that fine-tuning pre-trained BERT
with SQuAD is sufficient to achieve high accuracy
in identifying answer spans.

Lee et al. (2019) showed that it is sub-optimal to
incorporate a standalone IR system in an OpenQA
system, therefore they developed and they de-
velop an OpenRetrieval Question Answering sys-
tem (ORQA) system that treats the document re-
trieval from the information source as a latent
variable and trains the whole system only from
question-answer string pairs based on BERT. The
system was evaluated on open versions of five QA
data sets and outperformed BM25 model by up to
19 points in exact match.

Karpukhin et al. (2020) used BERT pre-trained
model (Devlin et al., 2018) and a dual-encoder
architecture (Bromley et al., 1993) in order to de-
velop a training scheme that uses a relatively small
number of question and passage pairs. The au-
thors demonstrated that by fine-tuning the question
and passage encoders on existing question-passage
pairs the system outperformed models, such as TF-
IDF or BM25 and also that applying a reader model
to the retrieved passages leads to comparable or
better results on multiple QA data sets in the open-
retrieval setting. Furthermore, the study showed
that in the context of open-domain question an-
swering, a higher retrieval precision translates to a
higher end-to-end QA accuracy.

Guu et al. (2020) used contextualized word repre-
sentations to predict a span as answer. The authors
showed the effectiveness of Retrieval-Augmented

Language Model pre-training (REALM) by fine-
tuning on the task of ODQA. The system outper-
formed previous methods by a significant margin
(4-16% absolute accuracy),and also provided quali-
tative benefits such as interpretability and modular-
ity.

Yamada et al. (2021) introduced Binary Pas-
sage Retriever (BPR), a memory-efficient neural
retrieval model that integrates a learning-to-hash
technique into a Dense Passage Retriever (DPR)
(Karpukhin et al., 2020). BPR has two main ob-
jectives: to generate efficient candidates based on
binary codes and re-ranking based on continuous
vectors. When compared with DPR, BPR reduced
the memory cost from 65GB to 2GB without a loss
of accuracy.

3 The COVID-19 data set

The COVID-19 data sets we designed are a small
corpus and a question-answer data set. The tar-
geted sources were official websites of Romanian
institutions involved in managing the COVID-19
pandemic, like The Ministry of Health, Bucharest
Public Health Directorate, The National Informa-
tion Platform on Vaccination against COVID-19,
The Ministry of Foreign Affairs, as well as of the
European Union. We also harvested the website of
a non-profit organization initiative, in partnership
with the Romanian Government through the Ro-
manian Digitization Authority, that developed an
ample platform with different sections dedicated
to COVID-19 official news and recommendations.
News websites were avoided due to the volatile
character of the continuously changing pandemic
situation, but a reliable source of information was
the website of a major private medical clinic, that
provided detailed medical articles on important sub-
jects of immediate interest for the readers and pa-
tients, like immunity, the emergent treating proto-
cols, or the new variants of the virus.

Both the corpus and the question-answer data
set were manually collected and revised. Data was
checked for grammatical correctness and missing
diacritics were introduced. The corpus is struc-
tured in 55 UTF-8 documents and contains 147,297
words.

The question-answer data set comprises 185 en-
tries made up of a label (see the list of labels below),
a question and its answer. The questions have been
multiplied manually: rephrasing techniques have
been used (such as active-passive constructions,
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personal-impersonal ones, constructions with or
without (epistemic and/or deontic) modality, syn-
onyms, antonyms, hypernyms, etc.), always mak-
ing sure the question’s meaning is not altered, so
that the existing answer could be appropriate for
each of the resulted questions. All these diverse
ways of expressing the same question are meant to
serve as a train base for the BERT model so that it
can recognize alternative ways of inquiring about a
certain topic.

Each entry in the question-answer data
set was associated with one of the labels:
covid-spread, covid-symptoms,
covid-treatment, covid-vaccination,
covid-logistics, covid-passport,
covid-testing and covid-others.

To use the BERT model as a QA system (see
Section 4), we had to manually mark the relevant
answer to the question in the provided answer para-
graph. An example of such an entry in the question-
answer data set is given below: three different for-
mulations of the same question, all marked with
“Q:”, synonyms for a word or phrase enumerated
within the question, using square brackets and
slashes, and finally, the enlarged answer comes
last, marked with “A:”, in which the more to-the-
point answer is marked using square brackets as
well:
L: covid-spread
Q: Vremea caldă [previne/ne feres, te de/ne pro-
tejează de] infectarea cu Coronavirus? (“Does
the warm weather [prevent the/keep us safe from
the/protect us against] infection with the Coron-
avirus?”)
Q: Vara putem să [facem/ne ı̂mbolnăvim de]
COVID-19? (“Can we [catch/get sick with]
COVID-19 in the summer?”)
Q: Dispare covidul [pe vreme caldă/vara/la
soare/la temperaturi mari]? (“Does Covid vanish
[in warm weather/in the summer/in the sun/at
high temperatures]?”)
A: Datele existente arată că [infect, ia poate fi
dobândită ı̂n toate zonele climatice, inclusiv ı̂n
cele calde]. (“Existing data shows that [the infec-
tion can be acquired in all climates, including
the warm ones].”)

Starting from the example above we can gen-
erate 3 · 2 · 4 = 24 different, but semantically
equivalent formulations of the question “Does the
warm weather protect us from the Coronavirus?” to
which the answer is highlighted in the answer para-

graph: “Existing data shows that [the infection can
be acquired in all climates, including the warm
ones].” Having question-answer data points anno-
tated in this way, we were able to automatically
generate a SQuAD 2.0 data set (Rajpurkar et al.,
2018) on which we fine-tuned a Romanian BERT
model for Extractive QA, as described in the next
section.

The COVID-19 SQuAD 2.0 data set2 contains
1,388 question-answer data points, after automati-
cally expanding all possible question formulations
as described above. Since each question entry has
multiple formulations, in order to be fair to the Ex-
tractive learning model, we randomly set aside 10%
of a question alternative formulations for the test
set (if there were less than 10 alternative formula-
tions for a question, we kept a single formulation
for the test set). This selection procedure gave us
180 question-answer data points in the development
set and 1,208 question-answer data points in the
training set, which represents a 13%-87% split of
the data.

4 Fine-tuning BERT for COVID-19
Extractive QA

To create the QA model, we employed the standard
BERT fine-tuning procedure described in (Kenton
and Toutanova, 2019) that consists of putting two
feed-forward layers on top of the contextualized
embeddings to predict the start and the end of an
answer. On a more granular level, this operation
is equivalent to taking the dot product between
either a start vector S or an end vector E and each
of the contextualized embedding Ti produced by
the BERT model, and then applying the softmax
function over the results:

P (starti) =
eS·Ti

∑
j e

S·Tj
(1)

P (endi) =
eE·Ti

∑
j e

E·Tj
(2)

where i is the index of the contextualized embed-
ding. Then we select as answer to a question the
span from i to j that maximizes the S · Ti +E · Tj ,
and that satisfies j > i and j − i < ξ, where
ξ ∈ N is a tunable hyperparameter that controls the
maximum number of tokens admitted in a span.

2https://github.com/racai-ai/
e4a-covid-qa/tree/master/data
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Model Exact % F1 %
BERT-base-ro-uncased 71.33 77.25
BERT-base-ro-cased 73.33 76.75
RoBERT-small 58.00 61.64
RoBERT-medium 59.33 63.06
RoBERT-large 61.00 64.12
Distil-BERT-base-ro 51.33 70.39
Distil-RoBERT-base 55.33 61.72
DistilMulti-BERT-base-ro 51.33 70.39

Table 1: Results of the Romanian BERT models on our
QA task

We fine-tuned eight Romanian BERT models on
the question-answer data set introduced previously:

• BERT-base-ro-uncased and BERT-base-ro-
cased: the cased and uncased versions of
the first Romanian BERT (Dumitrescu et al.,
2020).

• RoBERT-small, RoBERT-medium and
RoBERT-large: the second iteration of Ro-
manian BERTs introduced in (Masala et al.,
2020). In comparison with the first BERT
models, the authors introduce a large and a
small version, trained on different corpora.

• Distil-BERT-base-ro, Distil-BERT-base-ro
and DistilMulti-BERT-base-ro: distilled ver-
sion of Romanian BERTs (Avram et al., 2021).
The first variant was obtained by distilling
the knowledge of BERT-base-ro-cased, the
second of RoBERT-base and the last of both
BERT-base-ro-cased and RoBERT-base.

We trained each model for 5 epochs, using a
batch size of 8, a learning rate of 3 · 10−5, a weight
decay of 10−3 and a maximum span ξ = 30 of
tokens. We used the train-test split of the data set
that was described in Section 3.

The results are depicted in Table 1 where we out-
line the capabilities of the tested models to find the
exact answer (i.e. Exact %), and the overlap per-
centage between the predicted and the true spans
(i.e. F1 %). The highest exact score of 73.33% was
obtained by BERT-base-ro-cased and the highest
F1-score by BERT-base-ro-uncased with 77.25%.
As it can be observed, there is a significant dif-
ference in performance between the RoBERT and
BERT-base-ro variants. While the size of the test
data is small (180 question-answer pairs), which
could emphasize a disproportionate difference due

to selection bias, another, more likely explanation
could hold: the BERT-base-ro vocabulary contains
50K word pieces while RoBERT vocabulary con-
tains 38K word pieces, which puts BERT-base-ro
in a better position to cover COVID-19 vocabulary,
thus making the fine-tuning process more success-
ful.

5 The open-domain QA pipeline

The trainable, open-domain QA system3 executes
the following operations, in sequence, for an input
question:

• Question processing: the question string is
run through the TEPROLIN Romanian text
processing web service4 (Ion, 2018) to obtain
tokenization, lemmatization and dependency
parsing annotation.

• Query generation: the question is analyzed
to see which words are useful to form a query
for the web search engine. Our web search
engine of choice is Microsoft’s Bing search
engine5 because it is one of the few that of-
fers API-based querying and offers access to
the search hits via a JSON object containing
text snippets and URLs of the relevant docu-
ments. Subsection 5.1 details how the query
is formed from the processed version of the
input question.

• Answer mining: entailing web search results
re-ranking and answer highlighting, for each
hit of the Bing web search engine (out of the
total 10 that we ask for), we call the previ-
ously described, fine-tuned QA BERT model
with the input question and the Bing-found
text snippet (see the red rectangle in Figure 1)
as the question context and get back a high-
light of the answer (within the snippet) that
BERT model thinks is a right fit for the input
question. The highlighting comes with a confi-
dence measure, topping at 1 for certainty and
going towards 0 when the confidence level
drops. If the hit has rank r, 0 ≤ r < 10
provided by Bing and BERT’s model confi-
dence in highlighting the correct answer is c,

3https://github.com/racai-ai/
e4a-covid-qa

4https://relate.racai.ro/index.php?
path=teprolin/complete

5https://www.microsoft.com/en-us/bing/
apis/bing-web-search-api
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0 ≤ c ≤ 1, then the combined confidence of
the answer is

q = c · 10− r

10
(3)

5.1 Query generation
The query generation algorithm takes the processed
input question and produces a list of query terms
for the Bing search engine. The question has been
processed with the TEPROLIN text processing web
service and we have, thus, lemmas, parts of speech
and dependency information for each token in the
input question.

We have experimented with three query genera-
tion procedures:

• The baseline algorithm: just take the input
question as it is and feed it to the Bing search
engine.

• The content word selection algorithm: take
all nouns, numerals, verbs, adjectives and ad-
verbs, in the order they appear in the question
and form a maximally matching disjunctive
query, e.g. for three terms t1, t2, t3 the query
is “t1 t2 t3”. Very frequent Romanian verbs
are not included in the query, such as “a avea”
(to have), “a fi” (to be), “a exista” (to exist),
“a face” (to do), etc.

• No diacritics content word selection algo-
rithm: the content word selection algorithm
query from which we automatically remove
the Romanian diacritics. We see that Roma-
nian pages are written with or (more likely)
without the proper diacritics and thus, we have
to accommodate query terms with and without
diacritics.

While Bing works surprisingly well with the
baseline query algorithm (the input question), by
empirical experimentation we find that results from
the union of the content word selection algorithm
and its “no diacritics” version provide a better rank-
ing for the most relevant documents. For instance,
for the question from Figure 1 (“Do I need the
COVID certificate to be allowed in the mall?”),
the generated query is “nevoie certificatul verde in-
trarea mall” which produces 2 relevant documents
on the first page, while the default query with just
the input question yields a single relevant docu-
ment on the first page. Furthermore, Bing does not

filter out Romanian functional words, e.g. “pentru”
(for), and considers them to be relevant (easily seen
because these are in bold in the returned snippets).

5.2 Integration with RELATE

RELATE (Păis, et al., 2020; Păis, , 2020) is a modu-
lar platform allowing access through a web based
interface to multiple natural language processing
applications for Romanian language. It follows,
in a simpler way, the European Language Grid6

philosophy of integrating components based on a
micro-services architecture. In this context, the
developed QA system was first exposed as a JSON
REST API. This allowed it to be easily integrated
in the RELATE platform and thus it became acces-
sible through the platform’s web front-end.

The QA interface7 allows the user to enter a
question, select the desired model8 and then pass
the input data to the system. Results are displayed
in the form of text snippets extracted from various
Internet sources. The actual answer is highlighted
in the text snippet and the user is given the oppor-
tunity to access the source web site associated with
the snippet. Finally, the user can return to the previ-
ous page in order to ask a new question. The output
of the QA interface is presented in Figure 2.

6 Evaluation

To fairly evaluate our QA system, we have devel-
oped a new test set, containing 65 COVID-19 re-
lated questions, that were created to be different
from the ones in the data set presented in Section
3. Thus, each of the authors of this paper indepen-
dently recorded the most 10 interesting questions,
from a personal point of view, mimicking real us-
age of the system. The intent behind this decision
was to evaluate our QA system in real-world sce-
nario where users may ask all sorts of questions, us-
ing Romanian diacritics or not, about a very rapidly
evolving subject such as COVID-19. We have in-
crementally developed our COVID-19 data set in a
time frame of about 6 months, in which time some
understudied or evolving aspects of COVID-19 (e.g.
the duration of the vaccine-induced immunity, the
different vaccines efficiencies or the number of
days the infected persons are quarantined) have

6https://www.european-language-grid.
eu/

7https://relate.racai.ro/index.php?
path=qa/demo

8Currently, a single model is available.
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Figure 1: Bing search results

Figure 2: Question answers

changed, as results of ongoing studies were pub-
lished that shed new light on these aspects.

We have found out that, for most of the questions,
Bing retrieves more than one document containing
relevant information for the answer, even if not spot
on. This is because many questions in our newly
developed test set are open-ended and opinions
about the correct answer vary. There were ques-
tions with contradictory answers that were being
marked as correct since it is not the duty of (this)
QA system to infer the correct answer to a input
question, but merely to present likely options as
possible answers. One such example is the question
“Ajută vitamina D la prevenirea COVID?” (“Does
vitamin D help preventing COVID infections?”)
for which we find that either “Lipsa vitaminei D
cres, te riscul de infect,ie, inclusiv cu SARS-Cov-2.”
(“The lack of vitamin D causes a rise in the risk of a
SARS-Cov-2 infection.”) or “... dovezile existente
nu sust,in eficacitatea vitaminei D pentru tratarea
virusului Covid-19.” (“... existing evidence does
not support the efficiency of vitamin D in treating
COVID-19”).

Consequently, our 65-question test set contains,

for each question, a list of the URLs of the docu-
ments containing the relevant and recent (if neces-
sary) answer. For each URL, we retain the Bing-
extracted text snippet in which we manually high-
light one or more likely answers. For 10 questions
out of 65, our automatic query generation algorithm
did not find any suitable documents. We can thus
evaluate the effectiveness of the content word selec-
tion query generation algorithm at 1− 10

65 ≈ 85%.
Table 2 presents the results of the QA system,

on the test set presented above, using the baseline
query generation algorithm (the input question it-
self) vs. the content word (CW) selection query
generation algorithm. We compute the following:

• Mean Reciprocal Rank (MRR) of the re-
turned documents: if multiple documents con-
tain relevant information, we choose the one
with the highest ranking to contribute to the
MRR. The text snippets retrieved by Bing are
re-ranked using Equation 3, which provides
the order in which the user sees the results.

• Exact answer matching: percentage of
BERT highlighted answers that exactly match
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Query gen. MRR Exact % F1 %
Baseline query gen. 0.4056 33.85 65.07
CW query gen. 0.5337 50.77 76.69

Table 2: Results of the QA system on the new test set

a human highlighted answer in the test set. Be-
cause our QA system only highlights a single
answer in the returned text snippet, if the ques-
tion has multiple answers that are annotated
as correct, we test each annotated answer for
an exact match.

• F1 overlap matching: if an exact match does
not exist between the BERT answer and any of
the annotated answers, we find the annotated
answer that has the highest overlap with the
BERT answer and compute the F1 measure of
the overlapped characters.

Table 2 shows convincingly that the content
word selection query generation algorithm is much
better than using the input question as the Bing
query. A MRR of more than 0.5 shows that the
user sees the snippet containing a likely answer in
the top two results returned by the QA system. It is
also encouraging that the F1 overlap score for the
BERT answer highlight algorithm is on par with
the F1 obtained when training on the data set pre-
sented in Section 3 (see Table 1), even if the newly
developed test set contains more recent questions
than the ones in that data set.

7 Conclusions

We have presented an open-domain QA system
that uses a fine-tuned BERT model to highlight
probable answers to the input question in the Bing-
returned text snippets. With a MRR bigger than 0.5,
we have the guarantee that the user sees relevant
content in the first two results returned by the QA
system, with more relevant content following, as
Bing finds useful information in more than one
document. Furthermore, a character overlap F1 of
almost 77% between the correct answer and the
BERT supplied answer will steer user’s attention
effectively towards the correct answer.

Comparing the data sets sizes, we see that our
COVID-19 data set is two orders of magnitude
smaller than the data sets presented in Rajpurkar
et al. (2018). The exact match and F1 scores on the
SQuAD 1.1 data set are 78.6% and 85.8% respec-
tively, suggesting that we have room to improve

in these areas, provided that we can grow our data
set significantly. But even with the current perfor-
mance, the QA system is useful as it is.

The open-domain QA pipeline is trainable in the
sense that, given a data set similar to the one pre-
sented in Section 3 but in a different domain, one
can fine-tune the chosen BERT model to answer
questions in the domain of the new data set. Rely-
ing on a web search engine such as Bing, indexing
billions of documents on a regular basis, the part
of answer retrieving is assured, irrespective of the
chosen domain.

In a different use case, the QA system can be
adapted to work on e.g. public institution web
sites, by having the public institution web sites in-
dexed using either a local search engine or local
Bing/Google indexing and using these specialized
search results instead of the web-wide search re-
sults. Coupled with a data set of questions on the
specific topic of interest (e.g. “tax payments”, “pub-
lic transportation”, “resident parking”, etc.), the
QA pipeline can work to answer targeted questions
from citizens.

The next steps in the development of this QA
system are:

• To test it with other languages by using the
eTranslation online machine translation ser-
vice provided by the European Commission.
We could automatically translate the input
question into Romanian, run the QA pipeline
and then translate the output of the QA system
into the input question language.

• To develop an answer mining algorithm that
is better than Bing’s algorithm for mining the
text snippet that is most relevant to the query.
We would parse the URL of the returned doc-
ument and select the text snippet that contains
the relevant answer ourselves, instead of using
the provided text snippet.
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Abstract 

Extraction of event causality and especially 

implicit causality from text data is a 

challenging task. Causality is often treated 

as a specific relation type and can be 

considered as a part of relation extraction or 

relation classification task. Many causality 

identification-related tasks are designed to 

select the most plausible alternative of a set 

of possible causes and consider multiple-

choice classification settings.  

Since there are powerful Question 

Answering (QA) systems pretrained on 

large text corpora, we investigated a zero-

shot QA-based approach for event 

causality extraction using a Wikipedia-

based dataset containing event descriptions 

(articles) and annotated causes. We aimed 

to evaluate to what extent reading 

comprehension ability of the QA-pipeline 

can be used for event-related causality 

extraction from plain text without any 

additional training. Some evaluation 

challenges and limitations of the data were 

discussed. We compared the performance 

of a two-step pipeline consisting of passage 

retrieval and extractive QA with QA-only 

pipeline on event-associated articles and 

mixed ones. Our systems achieved average 

cosine semantic similarity scores of 44 – 

45% in different settings. 

Keywords: event causality identification, 

question answering, semantic similarity 

search. 

1 Introduction 

The aim of the work was to exploit the reading 

comprehension of pre-trained Question Answering 

(QA) models to address zero-shot event causality 

extraction from text. Since implicit causality can be 

expressed in various, potentially infinite number of 

ways, and causality expressions can be distributed 

throughout sentences, identification of event 

causality remains a challenging task.  

Many related data resources are designed for 

binary statement classification, multiple-choice 

QA, or relation classification. For our experiments 

we used a semantic similarity search-based dataset 

obtained from annotated Wikipedia articles. The 

dataset was designed for event-related causality 

extraction from plain text. However, the data had 

some limitations discussed in the related section. 

We compared a two-step extraction pipeline 

consisting of relevant text passage retrieval based 

on semantic similarity search and cause candidate 

retrieval based on QA. The experiments were 

performed in two different settings: related 

documents and mixed documents subsets.  

The paper is structured as follows: Section 2 

overviews related work on causality identification, 

including some question-driven approaches. 

Section 3 describes our data, experiments and 

evaluation metrics, and Section 4 presents the 

results. 

2 Related work 

2.1 Causality identification: resources and 

approaches 

Resources, approaches, and problems in causal 

relation identification in NLP are discussed by 

(Han and Wang, 2021). The authors distinguish 

causal relation classification and causal relation 

extraction and the classification level (word-, sen-

tence- or passage-level). Causality is often treated 

as a specific type of entity relations. Some datasets 

combine event causality and temporal relations, 

e.g., (Caselli and Vossen, 2017). There are some 

domain-specific resources, e.g., (Kyriakaki et al., 

2019), (Mariko et al., 2020). Others, e.g., (Huang 

et al., 2019), (Ponti et al., 2020), are designed for 

commonsense multiple-choice causal QA.  There 
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are also knowledge bases containing causal 

relations or lexical markers.  

Causality expressions can be explicit (e.g., 

“because”) or implicit, the latter are more common 

but more difficult to recognize. Open class lexical 

markers, AltLexes (Prasad et al., 2008), are 

somewhere in the middle due to their linguistic 

variety (Hidey and McKeown, 2016). 

Since existing labelled event causality detection 

datasets are limited in size, data augmentation 

techniques used, such as synonym substitution 

(Staliūnaitė et al., 2021) or external causal 

knowledge (Dalal et al., 2021). (Zuo et al., 2020) 

suggested a data augmentation framework based 

on lexical and causal commonsense knowledge. 

(Ruan et al., 2019) used WHY-type question-

answer pairs from QA datasets and Question-

Statement Conversion for training set expansion.   

(Han and Wang, 2021) summarize methods for 

causal relation identification. While unsupervised 

methods are mainly based on predefined rules and 

patterns, supervised methods use feature 

engineering, global optimization, or deep learning 

approaches on labelled data. Despite the achieved 

good performance in many causal relation 

identification tasks, extracting implicit causal 

knowledge from the free text is still an unsolved 

task.  

(Doan et al., 2019) used dependency parsing on 

lemmatized POS-tagged tweets to extract cause-

effect relations for several health-related effects 

(e.g., “headache”). (Kyriakaki et al., 2019) used 

transfer learning to detect causal sentences in 

commonsense datasets and in BioCausal data and 

experimented with the BIGRUATT layer. 

(Kadowaki et al., 2019) investigated ensemble 

approaches based on individual judgements of 

three annotators and exploiting background 

context knowledge for binary classification of 

statement pairs. (Mariko et al., 2020) fine-tuned 

BERT for binary sentence classification in 

financial news. (Liang et al., 2022) proposed a 

novel model that exploits the advantages of both 

feature engineering and neural model-based 

approaches. (Zhao et al., 2021) proposed a 

document-level context-based graph inference 

mechanism to identify event causality. 

 
1https://en.wikipedia.org/wiki/List_of_pr

otests_in_the_21st_century 

2.2 Question-driven approaches 

Event causality identification can be considered 

as a part of automated story generation. (Castricato 

et al., 2021) proposed a novel approach that 

reconstructs the story backwards by iteratively 

generating “why“-questions to find the preceding 

event from the given one. (Zhou et al., 2021) used 

QA to identify nested causality in traffic accident 

data. 

Zero-shot methods aim to overcome the 

limitations of predefined relation set-based 

approaches towards extracting new unseen types of 

relations or facts. (Levy et al., 2017) used QA to 

perform zero-shot relation extraction by 

associating natural-language questions with each 

relation type and demonstrated the generalization 

ability of the approach on unseen relation types. 

(Goodwin et al., 2020) applied multi-task fine-

tuning for zero-shot conditional summarization 

that selects the most salient points based on a 

question or a topic of interest. (Chakravarti et al., 

2020) addressed a zero-shot industrial QA task 

introducing the model GAAMA with improved 

attention mechanisms. (Zhou et al., 2021) proposed 

a novel method for automatic transfer of 

explanatory knowledge in zero-shot science QA. 

3 Experimental setup 

3.1 Data 

To address event-related causality identification 

from free text, we obtained a dataset from the 

Wikipedia List of protests in the 21st century1. The 

dataset language was English. We extracted 

human-annotated “caused by” attributes from 

“infobox” sections (Figure 1). 

Since extractive methods require annotations to 

appear in text, we looked for annotated causes in 

text. Some annotations were matched exactly in the 

related article, others had to be searched for by 

their paraphrased appearances, e.g., 

“authoritarianism” could be found as 

“authoritarian rule”.  

We created two dataset versions: using fuzzy 

string-matching functions from thefuzz 2 

package and using semantic similarity search with 

Sentence Transformers 3  introduced by 

(Reimers and Gurevych, 2019). While the first 

2 https://github.com/seatgeek/thefuzz 
3 https://www.sbert.net/ 

Proceedings of CLIB 2022

114



 
 

approach is based purely on token similarity, the 

second one uses embeddings produced by the 

all-mpnet-base-v2 4  model to compute the 

cosine similarity of two sequences. Thus, it can 

capture the semantic content, even if it is expressed 

with different words. As many annotated causes 

appear as paraphrased expressions, we used the 

second version of the dataset for our experiments. 

The minimum threshold of cosine similarity score 

was set to 0.70 to obtain a subset with better 

appearances of original annotations. The final 

subset contained 905 annotated causes linked to 

297 unique articles; 245 causes were matched 

exactly (score 1.00), and 660 causes with similar 

phrases. 

The data has the following limitations: 

• Objectivity: authors of the Wikipedia 

articles may be biased. One may argue 

whether such annotations should be used as 

ground truth labels. 

• Completeness: causal reasons may appear in 

the text without being annotated and 

therefore cannot be evaluated reliably. 

• Unlinked and inconsistently structured 

annotations: firstly, annotations are not 

linked to their appearance in the text. For 

reliable evaluation, approximatively matched 

causes should be confirmed manually. 

Secondly, authors use different separators 

and list styles. Splitting the annotations into 

single cause items may break sentences into 

parts unevaluable for causality. 

 
4 https://huggingface.co/sentence-
transformers/all-mpnet-base-v2 
5 https://huggingface.co/sentence-
transformers/multi-qa-mpnet-base-dot-v1 

3.2 Question-driven cause candidate 

extraction 

We used a question-driven two-step extraction 

approach to identify the cause candidates for an 

event of interest. To extract causality of a specific 

event, we constructed a question using the event 

title – in our case the Wikipedia article title – to 

complete the following simple question template: 

What caused <EVENT_TITLE>? 

We split articles into smaller passages, with a 

maximum of 200 WordPiece (Schuster and 

Nakajima, 2012) tokens, retaining the text 

structure, i.e., sentences and paragraphs. We 

exploited embeddings from multi-qa-mpnet-

base-dot-v15 , a model designed for semantic 

search to compute the dot similarity score of the 

question and passages and extract relevant ones 

(Figure 2). 

In the next step we used xlm-roberta-

large-squad26, a model designed for extractive 

QA, to retrieve answers from three most relevant 

passages (Figure 3). Since one article usually had 

multiple annotations, we retrieved several answer 

candidates from each passage and then selected 

two best ranked answers more than the number of 

annotations. Answer candidates were selected 

based on their probability of being an answer for 

the asked questions, which was calculated by the 

QA model. 

Once several cause candidates for the article had 

been extracted, we had to match them with the 

annotations. We computed pairwise cosine 

similarity scores based on all-mpnet-base-v2 

6 https://huggingface.co/deepset/xlm-
roberta-large-squad2 

 

Figure 1: Wikipedia-article with an infobox-section. 

 

Proceedings of CLIB 2022

115



 
 

embeddings. For each annotation, the best match 

was selected and then used for the evaluation 

(Figure 4). 

We compared the two-step extraction with the 

QA-only approach which has no passage retrieval 

step and just retrieves answer candidates from each 

text passage.  

We experimented with two settings: extracting 

cause candidates only from a related article and 

from mixed documents, which is more realistic. In 

the second case, for each article we created a subset 

of 10 documents: the article itself and 9 random 

articles. 

3.3 Evaluation metrics 

To evaluate the retrieved answer candidates, we 

used the semantic similarity score (cosine 

similarity) computed based on all-mpnet-

base-v2 embeddings during best answer 

matching, F1-score, and exact match (EM). We 

removed punctuation and stop-words and 

compared two lowercased sets of tokens to obtain 

 

Figure 4: Matching annotations with extracted answers. 

 

Figure 2: Step 2: Cause candidate extraction using QA. 

 

Figure 3: Step 1: Passage retrieval using semantic similarity. 
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the F1-score. For EM, we compared two 

lowercased phrases without punctuation.  

The F1-score is based on the lexical overlap of 

two token sequences, and EM just indicates 

whether the sequences are identical or not. Since 

more than 70% of entries in our data cannot be 

found exactly in the related articles, the semantic 

similarity score is more useful for evaluation. One 

could also use cross-encoder model-based scoring, 

as proposed by (Risch et al., 2021). For measuring 

lexical overlap, ROUGE metric (Lin, 2004) can be 

useful. 

4 Results and discussion 

The evaluation results are summarized in Table 

1 (related articles) and Table 2 (mixed articles).  

The number of exact matches is very low (< 1%) 

in all cases. There is no significant difference 

between the two approaches, judging by the 

metrics. However, QA-only is more time-intensive 

because it processes all text chunks. 

The QA-only approach provided two and one 

more exact matches than passage retrieval + QA in 

related document- and mixed document-settings, 

respectively, as well as slightly higher F1-scores. 

In the mixed setting QA-only was able to find 

candidates for all annotations while the two-step 

approach missed candidates for three causes, i.e., 

some salient text passages were ignored during 

passage retrieval. This issue can be addressed by 

increasing the number of passages and/ or 

improving the quality of passage ranking 

techniques. However, we still think that the 

passage extraction step can have advantages when 

dealing with large text collections. Further 

experiments are needed to prove this. 

The results could be improved by additional 

domain-specific model training and increasing the 

number of retrieved passages and answer 

candidates. Generative summarization could be a 

better choice than using only extractive methods. 

Table 3 contains some examples of extracted 

cause candidates. The top half refers to the dataset: 

the “True cause” column contains original 

annotations, “Best match” presents the most 

similar phrase found in the article, and “Matching 

score” shows their similarity score. In the bottom 

half, “Best answer” contains the best candidate for 

the “True cause” and the appropriate “Answer 

matching score”. “QA score” presents scores 

computed by the QA model.  

The first example demonstrates a large gap 

between the low probability of being an answer to 

the asked question and the high score of matching 

with the ground truth annotation. In a real-world 

Metric Rel.: 2-step Rel.: QA-only 

Cos. similarity, 

avg. 
0.4451 0.4588 

F1-score, avg. 0.1516 0.1666 

Exact match, n 7 9 

No answer, n 0 0 

Table 3: Evaluation results on related articles. 

 
Metric Mixed: 2-step 

Mixed: QA-

only 

Cos. similarity, 

avg. 
0.4397 0.4386 

F1-score, avg. 0.1489 0.1513 

Exact match, n 7 8  

No answer, n 3 0 

Table 2: Evaluation results on mixed articles. 

 

0.4397 0.4386 

0.1489 0.1513 

7 8  

3 0 

 

 

# Example 1 Example 2 Example 3 

True 

cause 

Mexican 

Drug War 

2017 

wealth tax 

repeal 

religious 

nationalism 

Best 

match 

Mexican 

Drug War 

to reinstate 

a wealth 

tax 

nationalism 

Matching 

score 
1.00 0.76 0.85 

Best 

answer 

Mexican 

Drug War, 

Their 

principal 

concern 

was tax 

justice. 

mobs 

attacking 

Muslims. 

QA score 0.02 0.22 0.79 

Answer 

matching 

score 

0.97 0.44 0.41 

Table 1: Examples of results. Top half: True 

cause, Best match, Matching score refer to the 

dataset. Bottom half: Best answer, QA-score, 

Answer matching score refer to extracted causes. 
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application, relying on the QA score, this answer 

would be low-ranked. The second example can be 

considered satisfactory by human judgement. 

Although the best answer conveys the main idea of 

the true annotation, its answer matching score is 

relatively low, as well as its QA score. The third 

example illustrates a cause candidate scored highly 

by the QA model but having a relatively low 

answer matching score. These examples 

demonstrate the need to define a sufficient level of 

similarity, because even similarity scores under 0.5 

may still indicate adequate matches. 

5 Conclusions and future work 

In this work, we conducted experiments to 

evaluate the zero-shot event causality 

identification with semantic search-based passage 

retrieval and QA on a dataset obtained from 

Wikipedia. We compared the two-step and the QA-

only approaches on related and mixed documents 

and demonstrated their similar performance in the 

experimental settings. While the two-step 

approach could not find any candidates for a few 

ground truth annotations in the mixed document 

setting, QA-only was able to find candidates in all 

cases. QA-only also performed slightly better on 

related documents, however, it required more 

computational time. Further experiments are 

necessary to identify whether the passage retrieval 

step bring other advantages when processing large 

document collections. Our systems achieved 

average cosine semantic similarity scores of 44 – 

45% in different settings.  

We think that the reading comprehension of QA 

models can be used to address the challenge of 

event causality extraction. In the future work, both 

passage and answer retrieval can be improved by 

using models with domain-specific knowledge, as 

well as increasing the number of retrieved passages 

and candidate. Using other or multiple question 

templates could help to retrieve more various cause 

candidates. 
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Abstract

The focus of the paper is the Ontology of Vi-
sual Objects based on WordNet noun hierar-
chies. In particular, we present a methodology
for bidirectional ontology engineering, which
integrates the pre-existing knowledge resources
and the selection of visual objects within the im-
ages representing particular thematic domains.
The Ontology of Visual Objects organizes con-
cepts labeled by corresponding classes (domi-
nant classes, classes that are attributes to dom-
inant classes, and classes that serve only as
parents to dominant classes), relations between
concepts and axioms defining the properties
of the relations. The Ontology contains 851
classes (706 dominant and attribute classes), 15
relations and a number of axioms built upon
them. The definition of relations between dom-
inant and attribute classes and formulations of
axioms based on the properties of the relations
offers a reliable means for automatic object or
image classification and description.

1 Introduction

The recent trends in Computer vision are directed
towards the robust combination of deep learning
techniques and image processing methods to solve
problems, such as image and video understanding,
robot vision and processing of multimodal and mul-
tilingual content. Despite this, much effort is still
directed to specific domain knowledge or even to
specific object instance recognition, and the signifi-
cant progress in the field as a whole does not mean
that particular tasks have been solved satisfactorily.

The concept of Cognitive vision (Vernon, 2021)
was introduced quite a long time ago (Auer et al.,
2005): “A cognitive vision system can achieve the
four levels of generic computer vision functionality
of detection, localization, recognition, and under-
standing. It can engage in purposive goal-directed
behaviour, adapting to unforeseen changes of the

visual environment, and it can anticipate the occur-
rence of objects or events” (Vernon, 2006).

Such understanding of Cognitive vision sys-
tems involves the application of ontology-based
representations in modern Computer vision sys-
tems in order to add real world relations between
static objects and video feed (Xie et al., 2020;
Chaisiriprasert et al., 2021). Ontology-based appli-
cations might be powerful tools for diverse Com-
puter vision tasks: application of semantics ac-
cording to the function of an object (Agostini
et al., 2015), ontology-based object recognition
in robotics (Riazuelo et al., 2015), and so on.

The focus of the paper is the Ontology of Visual
Objects.1 In particular, we present a methodology
for bidirectional ontology engineering, which inte-
grates the pre-existing knowledge resource (Word-
Net) and the selection of visual objects within the
images representing particular thematic domains.

We show how the presented Ontology bene-
fits from WordNet (Miller et al., 1990; Fellbaum,
1999): providing ontological representation of vi-
sual objects based on WordNet noun hierarchies,
and building interconnectivity of classes by means
of the WordNet. On the other hand, we present
how the Ontology of Visual Objects builds on the
WordNet by adding new concepts corresponding
to concrete objects, and formulating new relations
that express the objects’ function, purpose, loca-
tion, etc.

We begin with a brief overview of the current
state in the art in Section 2. In Section 3 we present
the principles of Ontology-based image annotation.
Section 4 is dedicated to the main components of
an ontology and the description of the Ontology of
Visual Objects. Finally, evaluation (section 5), con-
clusions and future directions of our work (section
6) are presented.

1https://doi.org/10.57771/a0w5-8480
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2 Related Work

In this section, we briefly present some of the most
prominent knowledge representation resources, the
image datasets, which involve (in different ways)
ontologies in the process of their building, and
the few existing examples of ontologies specially
dedicated to image descriptions.

2.1 Ontology-based Semantic Resources
The taxonomic organization of nouns in WordNet
allows for using more abstract and fine-grained
categories when describing objects. WordNet2 is
a semantic network, whose nodes host synonyms
denoting different concepts, and whose arcs, con-
necting the nodes, encode different types of rela-
tions (semantic: genus-kind, part-whole, etc.; ex-
tralinguistic: membership in a thematic domain;
interlanguage: translation equivalents).

The idea for organizing the lexicon of a given
language into a (lexico-)semantic network was first
executed in the Princeton WordNet (Miller et al.,
1990). Some of the fundamental ideas on which
the WordNet is based encompass: a) the use of
a semantic network which embraces taxonomies,
meronomies and non-hierarchical relations with
clearly defined properties, which allow for quick
and easy automatic processing; b) a different or-
ganization of the lexicon in comparison with the
traditional dictionaries where words are ordered
alphabetically and the links among semantically
related words (such as between sister hyponyms,
between a whole and its parts, etc.) are not explic-
itly presented (Miller, 1986).

WordNet is connected to a generic ontology
based on DOLCE.3 A set of heuristics for map-
ping all WordNet nouns, verbs and adjectives to
the ontology were developed, which also allows to
represent predicates in a uniform and interoperable
way, regardless of the way they are expressed in the
text and in which language (Laparra et al., 2012).
Together with the ontology, the WordNet mappings
provide powerful basis for semantic processing of
text in different domains.

Some ontologies have been developed on top of
the existing resources. The YAGO ontology4 is
a large knowledge base with general knowledge
about people, cities, countries, movies, and orga-
nizations (Suchanek et al., 2007). YAGO contains

2http://wordnet.princeton.edu/
3http://www.loa.istc.cnr.it/dolce/

overview.html
4https://yago-knowledge.org/

both entities (such as movies, people, cities, coun-
tries, etc.) and relations between these entities
(who played in which movie, which city is located
in which country, etc.). The entities are arranged
in classes: Elvis Presley belongs to the class of
people, Paris belongs to the class of cities, and so
on, which in their turn are arranged in a taxonomy:
the class of cities is a subclass of the class of popu-
lated places, etc. YAGO combines Wikidata – the
largest general-purpose knowledge base on the Se-
mantic Web and schema.org (plus BioSchemas) –
a standard ontology of classes and relations.

BabelNet5 (as WordNet) combines features of
multilingual encyclopaedic dictionary (with its
wide lexicographic and encyclopaedic coverage of
terms), and of semantic network or ontology, which
links concepts and named entities in a very large
network of semantic relations (about 20 million
entries as of 2021) (Navigli et al., 2021). BabelNet
brings together heterogeneous resources, such as
WordNet, Wikipedia, OmegaWiki, Wikidata, Wik-
tionary, GeoNames, Open Multilingual WordNet
and many others, and aims at providing as com-
plete picture as possible of lexical and semantic
knowledge available in many languages. BabelNet
represents each meaning based on the WordNet
notion of a synset. Analogously to WordNet, Ba-
belNet can be viewed as a graph where synsets are
nodes and edges are semantic relations between
them.

2.2 Ontology-supported Image Datasets

There are several datasets that have been widely
used as a benchmark for object detection, semantic
segmentation and classification tasks. Only a few
of them use ontologies or ontology-like resources
for object classification.

Thousands of images, hundreds of thousands
of polygon annotations and sequence frames with
at least one tagged object are all included in the
LabelMe dataset6 (Russell et al., 2008). This col-
lection is being created by users who can upload
images, add categories and annotate images with
these categories. However, depending on how each
annotator chooses to use the annotation protocol,
this choice can lead to some degree of inconsis-
tency. By using the WordNet noun synsets, cate-
gories are expanded, inconsistent editing is avoided
and user-provided descriptions are unified.

5https://babelnet.org/
6http://labelme.csail.mit.edu
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One of the collections that sets standards in the
increase of datasets sizes is ImageNet.7 A dataset
with roughly 50 million full-resolution images that
have been accurately labelled has been set as a
target (Deng et al., 2009). The WordNet noun hier-
archies are used for image collection and labelling.
ImageNet comprises 14,197,122 annotated images
that are arranged according to the semantic hierar-
chy of WordNet and employs 21,841 synsets for
focused image search (as of August 2014) (Rus-
sakovsky et al., 2015).

More than 328,000 images with carefully anno-
tated object instances (2.5 million) can be found
in the COCO (Microsoft Common Objects in
Context) dataset8 (Lin et al., 2014). Since 2014,
the dataset has undergone a number of updates and
covers object detection, segmentation, keypoint
detection and captioning. The different parts of
the dataset are annotated with bounding boxes (for
object detection) and per instance segmentation
masks with 80 object categories; natural language
descriptions of the images; keypoints (17 possible
key points, such as left eye, nose); per pixel segmen-
tation masks with 91 stuff categories, such as grass,
wall; full scene segmentation, with 80 thing cate-
gories (such as person, bicycle, elephant); dense
pose – each labelled person is annotated with a
mapping between image pixels and a template 3D
model.

WordNet is typically utilized in current practice
to generate text queries for building search-based
image collections. Some of the datasets were devel-
oped using shallow ontologies (Griffin et al., 2007),
and overall, the potential power of the ontological
structure is not completely exploited.

2.3 Existing Ontologies of Visual Objects

The LSCOM ontology consists of 1,000 concepts
and approximately 450 of them were used for
the manual annotation of 80 hours of news video
(Naphade et al., 2006). The taxonomy design or-
ganized concepts into six categories on a top level:
objects, activities/events, scenes/locations, people,
graphics, and program categories. These categories
were further refined, such as by subdividing objects
into buildings, ground vehicles, flying objects, etc.

Photo Tagging Ontology covering 100 concepts
was issued with the ImageCLEF annotation task
(Xioufis et al., 2011). The ontology restricts si-

7https://www.image-net.org
8https://cocodataset.org

multaneous assignment of some concepts (disjoint
classes) and defines that one concept postulates the
presence of other concepts. The purpose of the
ontology is to allow integration of semantic knowl-
edge in the algorithms for image annotations.

A Visual Concept Ontology organizes visual
concepts (objects or abstract notions that are typ-
ically depicted in photos) (Botorek et al., 2014).
For the construction of Visual Concept Ontology
over 400 “significant” noun synsets (that have at
least 300 hyponyms) were extracted from WordNet;
then synsets with a very “general” meaning, such
as entity or thing, were removed. This results in 14
top-level ontology classes, which are divided fur-
ther into 90 more specific classes. On top of these, a
final high-level generalization was performed, pro-
ducing 4 super-classes: nature, person, object and
abstract concepts. Semantically similar synsets
are merged into a common class and additional
links are established between semantically related
synsets, such as roof and house. In other words, the
ontology simplifies and flattens the WordNet hier-
archy, removing concepts not relevant to the visual
domain and adding semantic connections between
interrelated WordNet subtrees. Relations are of two
basic types – class-to-class and class-to-individual.

It has been demonstrated that combining on-
tology knowledge with image recognition tech-
nologies can increase recognition precision, en-
hance high-level semantic recognition capability,
decrease the need for a large number of training
samples and improve the scalability of the image
recognition systems (Ding et al., 2019).

In conclusion, it can be stated that the ontolog-
ical representation of knowledge is not fully ex-
ploited in Computer vision: neither in the process
of creating annotated datasets, nor in the implemen-
tation of algorithms and models for the recognition
and classification of objects and images.

3 Ontology-based Image Annotation

The Ontology of Visual Objects was developed
to serve for the annotation of the image objects in
the Multilingual Image Corpus,9 which provides
pixel-level annotations, thus offering data to train
models specialised in object detection, segmenta-
tion and classification in these domains (Koeva,
2021; Koeva et al., 2022).

Different ways of incorporating semantics to de-
scribe an image are discussed (Tousch et al., 2012).

9doi.org/10.57771/p2n7-f015

Proceedings of CLIB 2022

122



One possible level incorporates the relations be-
tween concrete and abstract objects, for example, a
crying person vs. the notion of pain, which might
be a subjective conclusion based on the knowledge
of the semantic context. The other level describes
generic vs. specific objects (individual instances),
i.e., a bridge vs. Golden gate bridge. In our ap-
proach, we concentrate on visual (concrete) ob-
jects; however, specific instances of an object can
be further related with it, and further inferences to
abstract notions might be drawn as well.

We defined the following criteria for the devel-
opment of the Ontology of Visual Objects:
• The specificity or generality of the concept (we

include only specific concepts at a certain level of
granularity: more concrete comparing to classes
that are usually used in image datasets, for exam-
ple taxi and sedan instead of a car, but not too
concrete, in order for the annotators to be able
to choose among the classes without employing
specific knowledge for different thematic domains,
(for example sedan, but not Bentley or Dacia).
• High frequency of occurrence of words denot-

ing visual objects in everyday life and of respective
objects depicted in images. The everyday use is
based on the inclusion of the words in the so-called
common vocabulary, which is evidenced by the
Age of acquisition list of words (Brysbaert and
Biemiller, 2017). The assumption is that words
that are mastered at an early age belong to the basic
vocabulary. The frequency of encounters of objects
in the images is observed empirically, based on
the collected over 750,000 images, of which about
21,000 were selected for annotation in the Multi-
lingual Image Corpus. For example, although the
object baby rattle is expected to meet frequently
along with dominant objects, such as a baby and
a stroller, empirical observations in images have
shown a low frequency of encounters, and this vi-
sual object is not included in the Ontology.
• Coverage in ontologies (concepts already en-

coded within the WordNet and through WordNet
in other ontologies).
• Covering gaps in existing ontologies, for ex-

ample, some objects we observed in the collected
images (such as handball player, pole vaulter, etc.
have not been included in the Princeton WordNet
so far).

The proposed Ontology of Visual Objects in-
cludes concepts that are characteristic for the the-
matic domains of Sport, Transport, Arts, and

Security. The Multilingual Image Corpus contains
130 smaller datasets pertaining to different subdo-
mains, each of which can be classified to one of
the four main ones, for example, Chess and Pole
vaulting are subdomains of Sport, while Sedan
and Double-decker – to Transport, and so on.
The choice of thematic domains and subdomains is
motivated by two main factors:

(1) The images should contain objects that could
be automatically recognized and labelled with
upper-level classes (for example, man and car),
which then could be sub-classified as chess player,
pole vaulter, sedan and taxi;

(2) There should be a sufficient number of ap-
propriate images available to illustrate objects from
the selected thematic subdomains.

Ontologies are classified into three basic types:
top ontologies, which contain a restricted set of
general classes and are not related to a particular
thematic domain; top-domain ontologies, which
include essential classes that represent a particular
thematic domain; and domain ontologies, which
contain classes that comprehensively describe a par-
ticular thematic domain (Tan and Lambrix, 2009).
From the point of view of this classification, the
proposed ontology can be classified as a set of sev-
eral domain ontologies.

The Ontology of Visual Objects provides op-
tions for extracting relationships between annotated
objects, between diverse datasets with different
levels of granularity of object classes, or between
appropriate sets of images illustrating different the-
matic domains. Last but not least, the use of the
Ontology of Visual Objects allows the expansion
of the dataset depending on the specific needs of
scientific or commercial projects.

The annotators’ tasks were to create new poly-
gons or approve or modify the automatic segmen-
tation for objects in the images, and then classify
the objects according to the specified Ontology’s
classes. The annotation adheres to the following
conventions:

• An object displayed within an image is anno-
tated if it represents an instance of a concept
included in the Ontology.

• All objects from the selected dominant class
and attribute classes related with it are anno-
tated (for example, the tennis player and the
related objects racket and tennis ball; chess
player and the related objects chessman, chess
board and clock).
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The following are some advantages of utilizing
an ontology for object classification:

• Selection of mutually exclusive classes.

• Build-in interconnectivity of classes by means
of formal relations.

• Easy extension of the proposed ontology with
more concepts corresponding to visual ob-
jects.

4 Ontology of Visual Objects

It was pointed out that different knowledge repre-
sentations share the following minimal set of com-
ponents (Corcho et al., 2006): concepts, which
represent sets or classes of entities in a thematic
domain; relations between concepts; instances,
which represent the actual entities (individuals);
and axioms, which represent facts that are always
true in the topic area of the ontology. We accepted
the following definition (Bozsak et al., 2002): An
ontology is a structure

O := (C,≤C , R,≤R)

consisting of (i) two disjoint sets C and R called
concept identifiers and relation identifiers respec-
tively, (ii) a partial order ≤C on C called concept
hierarchy or taxonomy, (iii) a function σ : R →
C × C called signature and (iv) a partial order ≤R

on R called relation hierarchy.
The Ontology of Visual Objects organizes con-

cepts (represented by dominant classes, classes that
are attributes to dominant classes and classes that
serve only as parents to dominant classes), relations
between concepts and axioms.

4.1 Classes
Classes correspond to (WordNet) concepts that
can be represented by visual objects. Among the
classes, we made a differentiation between domi-
nant classes and attribute (contextual) classes.

Each thematic domain is represented by several
dominant classes, which show the main “players”
within this domain differentiated by their type or
their function. For example, the dominant classes
for the domain Security are: policeman, soldier,
fireman, etc., altogether 15 dominant classes. For
the definition of the dominant classes, we use the
WordNet sister hyponyms at a certain level (the
lowest level allowing classification without specific
knowledge for the domain). So far, the selected

dominant classes for all thematic domains in focus
are 137.

For each dominant class a parent class is selected
from the WordNet noun hierarchies and this proce-
dure is repeated consecutively up to the final class
that represents a visual object. For example, classes
like basketball player, acrobat, football player, etc.
are hyponyms of athlete ‘a person trained to com-
pete in sports’. Athlete in its turn is a hyponym
of contestant ‘a person who participates in compe-
titions’ which is a hyponym of person. However,
the hypernym of person is organism, an abstract
notion, which is not included in the ontology. As
a result of this approach, thousands of annotations
will be assigned to objects representing a small
number of classes, while the annotations with more
general classes will be inherited automatically. The
WordNet hierarchical trees are very detailed, that
is way only hypernyms, which are visual objects
are selected with only one abstract notion on the
top. For example, jersey is a shirt, which, in turn,
is a clothing. From the hierarchy the node garment
(an article of clothing) between shirt and clothing
is excluded.

The Ontology design organized the 851 concepts
into 11 categories on the top level, such as person,
animal, furniture, equipment and so on (approxi-
mately half of the Ontology classes are contained
in WordNet, 485 out of 851 classes)).

Following the strategy for category selection of
the ImageNet, we applied the rule for no overlap-
ping between the dominant classes and their at-
tributes: “for any synsets i and j, i is not an ancestor
of j” (Deng et al., 2009). Mutually exclusive classes
are also defined for other well-known datasets, for
example for the COCO thing and stuff classes (Cae-
sar et al., 2018). As pointed out, the mutual inclu-
sion might lead to some inconsistencies. An exam-
ple was given with the PASCAL Context (Mottaghi
et al., 2014) classes bridge and footbridge, which
are in a parent-child relation (Caesar et al., 2018).
The parent term can replace the child term in some
context, but not vice versa; thus: if two images are
annotated as bridge and footbridge respectively, it
will not be known whether the parent concept can
refer also to the child concept or not.

Attributes in the ontology are classes related
with the dominant ones. The type of the dominant
class and the type of attribute class determine the
type of the relation between them, which expresses
the specificity of property attribution: wears, uses,
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Figure 1: Attribute classes in the Ontology

has part, etc. For example, the attribute classes for
cricketer are cricket bat, cricket ball, cricket helmet,
wicket and referee, while for climber – climbing
helmet, chalk bag, claiming backpack; the attribute
classes for chess player are chessman and chess-
board, and for the figure skater – skate and leotard
(Figure 1), and so on.

For the definition of attribute classes, we use
some WordNet relations, such as meronymy. In
most of the cases, such relations are not overtly
established in WordNet and they are additionally
defined in the Ontology.

4.2 Relations

The Ontology not only specifies the visual concepts,
but also defines the relationship between concepts.
Thus the relations used in the Ontology are rela-
tions between classes. The is-a relation is inher-
ited from WordNet, where nouns build hierarchical
structures based on the relations of hypernymy
and hyponymy, assuming that WordNet contains
representation for both members of the relation.
When it comes to new concepts (not presented in
WordNet), they are connected to the proper parent
concept in WordNet.

Depending on their properties, the relations do
or do not project hierarchical structures. Hierar-
chical relations (relations of inclusion) are of three
basic types – taxonomic (classificatory, which asso-
ciate an entity of a particular type with an entity of
a more generic type), meronomic (expressing the
relation of the whole to its parts) and proportional
series (expressing proportions between values in
a given series) (D. A. Cruse, 1996). Taxonomic
relations are inverse and transitive (is-a) and mero-
nomic relations are also inverse and could be tran-
sitive (has part). Non-hierarchical relations are
inverse and non-transitive (most of the relations be-
tween dominant classes and their attribute classes),

Relation Reverse R Number
has hyponym is hyponym of 827
wears is worn by 241
has part is part of 210
uses is used by 119
is next to 34
plays with is a devise for 23
is on is a surface for 22
drives is driven by 18
plays is played by 17
is in is around 15
operates is operated by 14
propel is propelled by 12
plays at is where to play 10
creates is created by 9
rides is ridden by 9

Table 1: Types of relations and number of their occur-
rences

and symmetric, irreflexive and non-transitive (is
next to).

Relations between dominant and attribute classes
are not hierarchical. For the linking of attribute
classes, we use one WordNet relation – has part
and 13 relations that are not overtly established in
WordNet and are additionally created for the On-
tology, for example, (wears, is next to and plays
with). Altogether, 15 relations are used in the On-
tology, with 827 instances of the is a relation; 241
instances of the wears relation, 210 instances of the
has part relation, and so on. Table 1 shows the re-
lations included in the Ontology of Visual Objects,
their properties and number of occurrences.

4.3 Axioms

Axioms serve to model sentences that are always
true (Gruber, 1995) and they can be used to infer
new knowledge.
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An axiom system for an ontology is a pair
(AI, α) where (i) AI is a set whose elements are
called axiom identifiers and (ii) α is a mapping.
The elements of A := α(AI) are called axioms
(Cimiano and Handschuh, 2003).

Axioms are assertions that are driven by the prop-
erties of the relations. In the Ontology of Visual
Objects the axioms are:

If X is a hypernym of Y, then Y is a hyponym of
X.

If X is a hypernym of Y, and Y is a hypernym of
Z, then X is also a hypernym of Z.

If X is a holonym of Y, then Y is a meronym of
X.

If X is a holonym of Y, and Y is a holonym of Z,
then X is also a holonym of Z.

If X plays Y, then Y is played by X.
If X wears Y, then Y is worn by X.
If X uses Y, then Y is used by X.
If X plays at Y, then Y is a place where X plays.
If X plays with Y, then Y is a device with which

X plays.
If X is on Y, then Y is a surface on which X is.
If X rides Y, then Y is ridden by X.
If X propel Y, then Y is propelled by X.
If X drives Y, then Y is driven by X.
If X creates Y, then Y is created by X.
If X is in Y, then Y is around X.
If X is next to Y, then Y is next to X
The set of non-hierarchical relations, which hold

among target concepts, also holds among higher
concepts, for example if a soccer player is next to
a referee, then a person is next to a person.

4.4 Ontology format

The concepts are represented by the respective
WordNet ILI (Inter-Lingual-Index) number or an
Ontology index (if the concepts are not represented
in WordNet) and a unique label: either the most
representative literal (synonym) from the WordNet
synsets or a term picked as a more adequate to
refer to the concept. The differentiation between
dominant, attribute and only hypernym classes is
explicitly stated. The relations between classes are
also explicitly stated. In case of reverse relations,
only the direct relation is encoded, and in case of
symmetric relations only one record of the relation
is encoded. The Ontology is defined in a JSON
format. For example:
{
”HYPONYM ID”: ”eng-30-09761310-n”,

”HYPONYM LEMMA”: ”accordionist”,
”RELATION”: ”IS A”,
”HYPERNYM ID”: ”eng-30-10340312-n”,
”HYPERNYM LEMMA”: ”musician”
},
The Ontology is intended to be language-

independent but the concepts are attached man-
ually with labels in English and Bulgarian. All
Ontology classes (used as annotation labels) have
been presented in 25 languages: English (Princeton
WordNet), Bulgarian, Albanian, Basque, Catalan,
Croatian, Danish, Dutch, German, Greek, Finnish,
French, Galician, Icelandic, Italian, Lithuanian,
Polish, Portuguese, Romanian, Russian, Serbian,
Slovak, Slovene, Spanish, Swedish. In providing
translation equivalents to Ontology classes, priority
is given to WordNet, employing openly available
wordnets from the Extended Open Multilingual
Wordnet project or official distribution webpages
of particular wordnets. The synonyms of Ontology
classes, the definitions of the concepts and some
usage examples (if available) were extracted from
the synsets in different languages. Where Word-
Net translations are not available, some additional
sources of translations are employed: BabelNet
and Machine translation (Koeva, 2021; Koeva et al.,
2022).

5 Evaluation

A number of studies aimed at ontologies’ eval-
uation are known (Hlomani and Stacey, 2014;
Vrandečić, 2009; Raad and Cruz, 2015; Wal-
isadeera et al., 2016; Khalilian, 2019; Wilson et al.,
2021). On their basis several criteria for the evalu-
ation of ontologies can be defined directed to con-
firm the ontology quality and correctness:

• Accuracy states if the definitions of classes
are correct.

• Completeness measures if the domain of in-
terest is appropriately covered.

• Conciseness states that the ontology does not
include any unnecessary or useless definitions
or explicit redundancies between definitions
of terms do not exist.

• Adaptability measures if the ontology offers
the conceptual foundation for a range of antic-
ipated tasks.
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• Clarity measures how effectively the ontology
communicates the intended meaning of the
defined concepts.

• Computational efficiency measures the ability
of the used tools to work with the ontology.

• Consistency describes that the ontology does
not include or allow for any contradictions.

We can define our approach for the evaluation
as a corpus-based approach (Raad and Cruz, 2015).
Instead of comparing an ontology with the content
of a text corpus that covers significantly a given
domain, we use the image annotation process to
evaluate the Ontology of Visual Objects. At the be-
ginning, we have identified 1,037 classes grouped
in ten thematic domains: Sport, Medicine, Arts,
Education, Food, Transport, Clothing, Security, In-
doors, and Nature. For four of them (Sport, Trans-
port, Arts and Security) an evaluation of the On-
tology classes is performed during the annotation:
whether a class is a visual object or not; whether
all depicted objects in selected images can be de-
scribed with the Ontology classes; and whether
new classes can be added if necessary.

For the definition of classes we rely on the defini-
tion of concepts in WordNet; the definition of new
classes is provided by means of finding their cor-
rect place within the WordNet taxonomy by linking
them with already defined concepts. Finally, we
made some evaluation tests for all selected classes
with other sources providing lists with concrete ob-
jects, such as concreteness ratings (Brysbaert and
Biemiller, 2017), word acquisition ratings (in our
case of nouns) (Kuperman et al., 2012) and picture
dictionaries (Parnwell, 2008).

6 Conclusion and Future Work

To improve object annotation and classification,
several approaches based on ontologies have been
proposed. However, image classification and an-
notation remain a challenging problem and one
of the reasons is possible overlapping of selected
classes. The use of a specially designed ontology
improves the speed of object annotation as well as
the accuracy of object classification.

Our contributions consist of the following:
(1) Definition of an Ontology of Visual Objects,

whose classes are sufficient to annotate objects in
130 thematic subdomains related in four general
domains;

(2) Introduction of attribute classes, which, in
general, are related to the location, function and
context of objects in focus (the dominant classes);

(3) Definition of relations between dominant and
attribute classes and formulations of axioms based
on the properties of the relations. This offers a
reliable means for automatic object or image de-
scription, automatic assignment of image captions
or classification of images and objects.

Using the Ontology of Visual Objects ensures
the selection of mutually exclusive classes, built-
in interconnectivity of classes via formal relations,
and the ability to easily extend the proposed ontol-
ogy with more concepts corresponding to visual
objects.

Applying semantics can improve not only the
performance of object recognition but also the per-
formance and quality of individual tasks required
for object recognition, such as image segmentation.
Furthermore, the Ontology can be used to reduce
the gap between human image comprehension and
machine image interpretation, allowing for better
automation in training neural networks (Bhandari
and Kulikajevas, 2018).

A possible application of the Ontology of Vi-
sual Objects includes further use of the relations
to compile bigger training datasets (for example,
utilizing higher level concepts) or to construct con-
texts in which a particular object may or may not
appear. The Ontology of Visual Objects provides
options for extracting: relationships between anno-
tated objects, diverse datasets with different levels
of granularity of object classes and appropriate sets
of images illustrating different thematic domains.

The ontological organization of object classes
provides data for learning associations between ob-
jects in images, for identifying relations between
objects and for aligning objects and relations with
text fragments. Last but not least, using the On-
tology of Visual Objects enables the dataset to be
expanded based on the particular needs.
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Lars Kunze, Michael Beetz, Juan D Tardós, Luis
Montano, et al. 2015. RoboEarth semantic mapping:
A cloud enabled knowledge-based approach. IEEE
Transactions on Automation Science and Engineer-
ing, 12(2):432–443.

Olga Russakovsky, Jia Deng, Hao Su, Jonathan Krause,
Sanjeev Satheesh, Sean Ma, Zhiheng Huang, An-
drej Karpathy, Aditya Khosla, Michael Bernstein,
Alexander C. Berg, and Li Fei-Fei. 2015. ImageNet
large scale visual recognition challenge. Interna-
tional Journal of Computer Vision, 116:157–173.

Bryan C. Russell, Antonio Torralba, Kevin P. Murphy,
and William T. Freeman. 2008. LabelMe: a database
and web-based tool for image annotation. Interna-
tional Journal of Computer Vision, 77:157–173.

Fabian M. Suchanek, Gjergji Kasneci, and Gerhard
Weikum. 2007. Yago: A Core of Semantic Knowl-
edge. In Proceedings of the 16th International Con-
ference on World Wide Web, WWW ’07, pages 697–
706, New York, NY, USA. ACM.

He Tan and Patrick Lambrix. 2009. Selecting an Ontol-
ogy for Biomedical Text Mining. In Proceedings of
the BioNLP 2009 Workshop, pages 55–62, Boulder,
Colorado. Association for Computational Linguis-
tics.
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Abstract

We present a sense-annotated corpus for Rus-
sian. The resource was obtained my manually
annotating texts from the OpenCorpora corpus,
an open corpus for the Russian language, by
senses of Russian wordnet RuWordNet. The
annotation was used as a test collection for com-
paring unsupervised (Personalized Pagerank)
and pseudo-labeling methods for Russian word
sense disambiguation.

Keywords: corpus linguistics, word sense dis-
ambiguation, wordnet, Russian

1 Introduction

The task of automatic word sense disambiguation
is the central task of automatic semantic analysis
of texts and consists in choosing the correct word
sense in the context of its use. The best results
in this task have been achieved through the use
of machine learning methods, which are based on
preliminary manual annotation of a text corpus by
lexical senses.

Most existing text collections for word sense
disambiguation are annotated using sense inven-
tory of WordNet-like resources (Miller et al., 1990;
Petrolito and Bond, 2014; Pasini et al., 2021). In
this paper we consider a new corpus annotated
word senses for Russian, which uses the word
sense inventory of Russian wordnet - RuWordNet
(Loukachevitch et al., 2016). We also test some
baseline methods using the created corpus such
as the most frequent sense (MFS), unsupervised
personalized pagerank method (Agirre and Soroa,
2009; Agirre et al., 2018), and pseudolabeling
based on so-called monosemous relative approach
(Martinez et al., 2008; Bolshina and Loukachevitch,
2020a).

2 Related work

2.1 WSD methods

The best results for automatic methods for word
sense disambiguation are achieved by supervised
methods (Bevilacqua et al., 2021; Pasini et al.,
2021). The training of such methods requires man-
ual sense annotation of a large text corpus, which
is a laborious work. Large semantically annotated
corpora are available mostly for English (Pasini
et al., 2021).

There can be two main approaches to reduce
data labeling costs. The first approach is based
on automatic annotation of data using some ad-
ditional resources, so-called automatic pseudola-
beling. Pseudo-labeling methods can be based on
different techniques of annotation such as parallel
text collections (Taghipour and Ng, 2015), monose-
mous related words (so called monosemous rela-
tives) (Martinez et al., 2008) and others. Such auto-
matically annotated data are then used for training
supervised methods.

The second group of methods are unsupervised
methods, which do not require any labelled dataset
for disambiguation. Such methods usually use
manual dictionaries or thesauri (such as wordnets),
their inventories of senses and corresponding infor-
mation (word sense definitions, relations between
words and senses) to disambiguate words (Navigli
and Lapata, 2009; Moro et al., 2014; Agirre and
Soroa, 2009). They are the most useful ones in case
of dealing with low-resource data or modelling of
some link-based dependencies.

The main assumption for unsupervised WSD
is that semantically-related senses are presented
in similar contexts. In this case a method of dis-
ambiguation should include a semantic similarity
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metric. In graph-based techniques an analogue of
such metric may be a link between entities in a
graph. Therefore, it is possible to calculate seman-
tic similarity based on the length of the shortest
path between nodes.

One of the most known unsupervised method
applied for word sense disambiguation is PageR-
ank method (Agirre and Soroa, 2009; Duque et al.,
2018), which was initially proposed for calculat-
ing authoritative Internet pages and based on page
links (Page et al., 1999). In word sense disambigua-
tion, PageRank is applied to graph-based semantic
resources such as WordNet.

2.2 Word Sense Disambiguation in Russian

For Russian, in (Loukachevitch and Chuiko, 2007)
the authors studied the all-word disambigua-
tion task on the basis of the RuThes thesaurus
(Loukachevitch et al., 2018) - resource for natu-
ral language processing of Russian texts. They
experimented with various parameters (types of
the thesaurus paths, window size, etc). The work
(Kobritsov et al., 2005) describes developed dis-
ambiguation filters to provide semantic annota-
tion for the Russian National Corpus. The se-
mantic annotation was based on the taxonomy of
lexical and semantic facets. In (Mitrofanova and
Lyashevskaya, 2009) statistical word sense disam-
biguation methods for several Russian nouns were
described. Alexeyevsky and Temchenko (Alex-
eyevsky and Temchenko, 2016) tested a number of
algorithms based on parsing of monolingual dictio-
naries.

In (Bolshina and Loukachevitch, 2020a) the au-
thors study an approach to automatic semantic
annotation of a text corpus based on so called
"monosemous relatives” technique, which exploits
monosemous related words. The proposed ap-
proach involves not only monosemous synonyms,
hyponyms or hypernyms as usual, but also "far”
relatives located up to four relations from the ini-
tial sense according to Russian wordnet RuWord-
Net (Loukachevitch et al., 2016). Gathered related
words are then filtered according to corpus-based
vector similarity to synsets corresponding senses
of the target word. In such a way, the approach al-
lows adapting to specific genre-specific or domain
collections (Bolshina and Loukachevitch, 2020b).

In (Panchenko et al., 2018) the authors describe
the results of the first shared task on word sense
induction (WSI) for the Russian language. The par-

ticipants were asked to group contexts of a given
word in accordance with its senses that were not
provided beforehand. For the task, new evaluation
datasets based on sense inventories with different
sense granularity were created. The contexts in the
datasets were sampled from texts of Wikipedia, the
academic corpus of Russian, and an explanatory
dictionary of Russian. In the Russian SuperGLUE
benchmark (Shavrina et al., 2020) the datasets from
RUSSE-2018 were transformed into the Word-in-
Context task, which is a binary classification task:
given two sentences containing the same polyse-
mous word, the task is to determine, whether the
word is used in the same sense in both sentences,
or not.

Thus we see that some research has been done
for word sense disambiguation in Russian. But
by this time there is no text corpus annotated with
word senses. The above-mention annotation in
the Russian National Corpus is based on general
semantic categories, not specific word senses.

3 Sense-annotated collection

For creating a sense-annotated collection, we use
texts collected in the OpenCorpora project 1. The
OpenCorpora corpus gathered Russian texts and de-
velop several layers of annotation for the open use
of these data by researchers (CC BY-SA license)
(Bocharov et al., 2011). Currently, the Opencor-
pora corpus has a subcorpus with morphological
annotation annotated by crowdsourcing. The mor-
phological corpus was used for developing one of
the most known Russian morphological analyzers
PyMorphy2 (Korobov, 2015). But the OpenCor-
pora does not contain texts with word sense anno-
tation.

3.1 RuWordNet

For word sense annotation, we use sense inventory
of Russian lexical-semantics resource RuWord-
Net2 (Loukachevitch et al., 2016; Nikishina et al.,
2022). RuWordNet is a resource similar to Word-
Net (Miller et al., 1990). It was semi-automatically
created from other Russian resource - RuThes the-
saurus (Loukachevitch et al., 2018). As other
WordNet-like resources, RuWordNet consists of
synsets, connected with semantic relations. Current
RuWordNet version includes more than 133 thou-
sand Russian words and expressions of three parts

1http://opencorpora.org/
2ruwordnet.ru
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Entity type Count
Synset 59,905
Lexical entry 133,468

Word 71,365
Multiword expression 62,103

Sense 154,111
Synset relation 254,007

hypernym / hyponym 74,736
instance hypernym / hyponym 5,803
part holonym / meronym 3,450
antonym 922
entailment 1,033
cause 568
domain topic 38,608
POS synonym 44,898

Link to inter-lingual index 23,162
Definition 20,054

Table 1: RuWordNet statistics.

of speech: nouns, verbs and adjectives. RuWord-
Net contains more than 15 thousand ambiguous
Russian words presented in more than 20 thousand
synsets. Tables 1 presents detailed RuWordNet
statistics.

3.2 Manual sense annotation

For sense annotation, texts of average length were
selected from the OpenCorpora corpus, begin-
ning from texts containing several sentences. The
texts were subdivided into sentences, lemmatized,
matched with RuWordNet lexical entries, and trans-
formed into the text format covering maximal in-
formation, useful for selecting an appropriate word
sense in context. The created format presents the
following items in structure:

• sentence,

• list of words in a column,

• each word is associated with a lemma and a
part of speech,

• list of senses for each word found in RuWord-
Net,

• each sense is provided with the synset name,
synonyms and hypernyms, presenting several
levels up along the RuWordNet hierarchy.

Main statistics of the annotated corpus is pre-
sented in Table 2.

Metric Num
Documents 807
Sentences 6,751
Lemmas 109,893
Annotated lemmas 46,320
Lexical entries 17,126
Annotated lexical entries 10,683
RWN synsets 8,619

Table 2: Description of the collection.

4 Evaluation of WSD methods on the
collection

We experimented with two approaches for Russian
word sense disambiguation: unsupervised PageR-
ank method and automatic pseudo-labeling based
on ’monosemous relatives’.

4.1 Applying PageRank for Russian word
sense disambiguation

The assumption is that it is possible to solve WSD
task for Russian as well as for English using PageR-
ank. However, a WordNet-like database should be
used to correctly repeat all steps. RuWordNet en-
ables us to apply it because its structure is close to
the structure of original WordNet.

The main idea of PageRank is to calculate the
relative importance of a node (rank) in the graph
G. It may be calculated using a number of directed
links incoming a considered node. Besides, the
strength of the link from i to j depends on the
rank of node i: the more important node i is, the
more strength its votes will have. Alternatively,
PageRank can also be viewed as the result of a
random walk process, where the final rank of node
i represents the probability of a random walk over
the graph ending on node i, at a sufficiently large
time.

The calculation of the PageRank vector Pr for
N nodes of graph G is equivalent to resolving the
following equation:

Pr = cM · Pr + (1− c) · v

where M is N ×N transition probability matrix,
Mij = 1

di
, di is the number of outbound links of

node i. V is a N × 1 vector whose elements are 1
N

and c is the so called damping factor, a scalar value
between 0 and 1. The first term of the sum repre-
sents the above-described voting scheme. The sec-
ond term correspond to the probability of a surfer
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Procedure Train Test
Random 63.9 63.6
Most frequent sense 85.7 71.1
Pseudo-labelling 73.6 74.1
Basic PPR - 67.4
PPR with a subset of relations - 71.1
(previous) & not incl. target word - 73.7
(previous) & hyperparameter optimization
(damping_factor=0.95, n_iter=30)

73.7 74.2

(previous) & sliding window optimization
(w=5)

74.2 74.3

(previous) & collocations 75.0 75.4

Table 3: Precision of considered methods.

randomly jumping to any node, e.g. without fol-
lowing any paths on the graph. The second term in
the equation can be be seen as a smoothing factor
that makes any graph fulfill the property of being
aperiodic and irreducible. It allows avoiding dead-
locks and loops in the graph, thereby guaranteeing
that PageRank calculation converges to a unique
stationary distribution (Page et al., 1999).

In the traditional PageRank formulation the vec-
tor v assigns equal probabilities to all nodes in
the graph in case of random jumps. However, the
vector v can be modified to be non-uniform. For
example, stronger probabilities can be assigned to
certain kinds of nodes - creating so called Personal-
ized PageRank (PPR) method (Haveliwala, 2003).

In (Agirre and Soroa, 2009), the authors applied
the PPR algorithm to word sense disambiguation
based on WordNet (Miller, 1995) and showed that
the results are better than for other graph-based
algorithms.

To apply the PPR algorithm, several steps should
be performed:

1. Determine types of relations between synsets
of WordNet-like resource to be used. Some re-
lations may be weak and may add noise to this
graph. It is proposed to save the following re-
lations: part meronym, part holonym, instance
hyponym, instance hypernym, hyponym, hy-
pernym.

2. Convert this resource to a graph.

(a) Each sense corresponds to a node,

(b) Each selected relation corresponds to an
edge.

3. Decide whether a target word will be included
in this context graph while solving disam-
biguation or not. The main benefit of the first
variant is that it is more computationally ef-
fective. However, it leads to a problem of
importance increase of related senses in the
context (Agirre and Soroa, 2009). In the sec-
ond variant, for each target word Wi, initial
probability mass is concentrated in the senses
of the words surrounding Wi, but not in the
senses of the target word itself, so that context
words increase its relative importance in the
graph (Agirre and Soroa, 2009).

4. Determine a sliding context window, i.e. a
number of words before and after a target one
to be considered as a context.

5. Set PPR hyperparameters – number of itera-
tions and damping factor (probability of ran-
dom jumps).

Changes in each of these steps lead to differ-
ent realisations of this method. Then, a resulting
algorithm is the following:

1. For each TEXT in COLLECTION:

(a) For each TARGET_WORD in TEXT:
i. Take CONTEXT_WORDS using WIN-

DOW.
ii. Insert CONTEXT_WORDS in a graph

– create a directed link from them to
their possible senses.

iii. Declare PPR method and assign ini-
tial probability mass to nodes of CON-
TEXT_WORDS .
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iv. Fit PPR on this graph.
v. Take all possible senses of TAR-

GET_WORD and their final probabili-
ties.

vi. Choose a sense with a maximum
probability.

It can be seen from Table 1 that RuWordNet
contains a large number of multiword expressions
(collocations). For each collocation, senses of word
components (sense_id) are described. For example,
component senses of phrase "отвратительный
на вид” (disgusting looking) are described as fol-
lows:

• <sense name="отвратительный"
id="118920-A-145306" synset_id="118920-
A"/>

• <sense name="вид"
id="107545-N-134500"
synset_id="107545-N"/>

Therefore the PPR algorithm may be modified
using collocations from the RuWordNet knowledge
base. Collocations can be inserted in a graph, they
also may be considered as an additional informa-
tion for disambiguation. There are two ways of
introducing collocations into the algorithm imple-
mentation:

1. Take a sense for target word from an expres-
sion if it is a component of such expression in
the given text.

2. Use tokens of collocations contained in the
context to resolve disambiguation of other
words.

The first method is simpler because it does not
require to consider context while resolving disam-
biguation.

This method was implemented for both original
and personalized ways. Moreover, hyperparame-
ters were optimized and some of previously men-
tioned improvements were introduced. Results will
be presented in the appropriate section.

4.2 Pseudo-labeling method
Automatic pseudo-labeling method is based on
the monosemous relative technique. The related
monosemous words or expressions can be located
on the distance up to 4 RuWordNet relations from

the initial sense (Bolshina and Loukachevitch,
2020a). For example, a single-sense co-hyponym
can serve as a monosemous relative (2 relations).

We suppose that contexts of monosemous rela-
tives can be appropriate for the target sense and we
can use for training disambiguation models. Any
monosemous relative in fact can be quite different
in context of usage from the target sense, therefore
additional check and selection of monosemous rela-
tives are needed. The monosemous relatives of the
target words are additionally scored in accordance
to the cosine similarity between word2vec vector of
the relative and averaged vector of so-called synset
nest.

The synset nest represents a set of words (or
phrases) most closely related to a particular sense
of the target word, specifically target word syn-
onyms and all the words from directly related
synsets within two steps from the target word (Bol-
shina and Loukachevitch, 2020a). A fragment of
the nest for the Russian word taksa (“dachshund”)
is as follows: hunting dog, hunting dog, doggie,
four-legged friend, dog, dog, terrier, dog, grey-
hound dog. . . (translated from Russian).

The word2vec vectors can be calculated on dif-
ferent text collections, which allows tuning of rel-
ative selection on the specific genre of texts (Bol-
shina and Loukachevitch, 2020b). The pseudola-
beling includes the following steps:

• selection of monosemous related words for
each sense of ambiguous word in RuWordNet
at the distance up to 4 relations from the sense
synset,

• scoring monosemous relatives according to
word2vec similarity to the synset nests for
each word sense calculated on a selected text
corpus,

• extraction of monosemous relatives’ contexts
for training a supervised model training taken
in proportion to similarity scores between
monosemous relatives and synset nest.

In the current study word2vec training and context
extraction was implemented on a Russian news cor-
pus (2 million documents). For each sense, 200
contexts originating from different monosemous
relatives were extracted. For context representation,
the ELMO model3 was used. Logistic regression

3https://rusvectores.org/ru/models/
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model was trained for disambiguation of each am-
biguous word on the automatically annotated word
sense contexts.

4.3 Results

The approaches described in this article were imple-
mented on the created corpus. Moreover, different
settings and hyperparameters were tried. Precision
was calculated as a performance measuse of disam-
biguation methods. It was measured in two differ-
ent ways: including one-sense words and not. This
should be considered because a human annotator
might indicate that there is no correct sense for this
word (in the context, of course) in our knowledge
base.

Some simple methods were considered as base-
lines. They include: the most frequent sense
method and the random method. The sense an-
notated collection was randomly split on train and
test sets (it makes sense only for a limited number
of methods) to exclude over-fitting. Final results
are presented in Table 3.

It can be seen that the most frequent sense
method demonstrates the best performance on the
training set and nearly the worst one on the test set.
And it is notable that the unsupervised PPR method
outperforms the supervised pseudo-labeling ap-
proach only when preliminary parameter setting
and optimisation were conducted.

5 Conclusion

We presented a sense-annotated corpus for Russian.
The total size of the corpus is 109,893 lemmas, out
of which 46,320 ones are manually annotated by
8,619 RuWordNet synsets.

The obtained corpus was used as a test collec-
tion for evaluating two word-sense disambigua-
tion methods: personalized PageRank and pseudo-
labelling. The precision of PPR is 75.4% and the
precision of pseudo-labelling is 74.1%.

Our future work will be undertaken in two direc-
tions: (1) Firstly, we are going to use the corpus not
only as test data, but also as a training collection
for supervised methods. (2) Secondly, we are going
to further develop the corpus itself, including anno-
tating multi-word expressions and publishing the
corpus in the Linguistic Linked Open Data cloud.

The corpus has been published on
GitHub: https://github.com/LLOD-Ru/

OpenCorpora-RuWordNet.
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Abstract

In this paper we present a new version of the
Romanian journalistic treebank annotated with
verbal multiword expressions of four types: id-
ioms, light verb constructions, reflexive verbs
and inherently adpositional verbs, the last type
being recently added to the corpus. These types
have been defined and characterized in a multi-
lingual setting (the PARSEME guidelines for
annotating verbal multiword expressions). We
present the annotation methodologies and offer
quantitative data about the expressions occur-
ring in the corpus. We discuss the characteris-
tics of these expressions, with special reference
to the difficulties they raise for the automatic
processing of Romanian text, as well as for
human usage. Special attention is paid to the
challenges in the annotation of the inherently
adpositional verbs. The corpus is freely avail-
able in two formats (CUPT and RDF), as well
as queryable using a SPARQL endpoint.

Keywords: multiword expressions, Romanian,
inherently adpositional verbs, idioms, light
verb constructions.

1 Introduction

Language resources of the type electronic corpora
annotated with syntactic information (most of the
times on top of lexical and morphological anno-
tations), i.e. treebanks, are now quite common
for languages and even dialects. If a decade ago
the number of treebanks for various languages was
rather scarce, now we can find many such resources,
though still of a modest size. The situation has
greatly improved given the existence of two ma-
jor multilingual initiatives: Universal Dependen-
cies1 (UD) (Nivre et al., 2016; de Marneffe et al.,
2021) and PARSEME Cost Action (Savary et al.,
2015), two open community efforts, active in im-
proving and enhancing their results. UD is an ini-

1universaldependencies.org

tiative created with the aim of offering the instru-
ments for a cross-lingual description at the mor-
phologic and syntactic levels. Seventeen universal
parts of speech (e.g., NOUN, VERB, AUX, PRON,
ADJ, etc.) and a set of morphological features
(e.g., Number, Gender, Tense, etc.) are used for
the morphologic level, and 37 universal relations
(e.g., nsubj for the nominal subject, csubj for
the clausal subject, obj for the nominal direct ob-
ject, ccomp for the clausal direct object, etc.) are
defined for the syntactic description. These mor-
phologic instruments are considered enough for
the description of any language, while the inven-
tory of syntactic relations is admittedly universal,
but subtypes of the 37 universal relations are ac-
cepted for a more specific syntactic analysis: e.g.,
nsubj:pass for the nominal subject in passive
constructions for the languages that do have pas-
sive; 26 such subtypes have been defined so far,
which are specific to one or more languages. In its
last release (May 2022), UD boasts 228 treebanks
for 130 languages, all freely available.

The existence of treebanks for various languages
released through UD has offered the premise for
the development of automatic tools (Straka et al.,
2016) that can be trained on these treebanks and
further used to annotate new corpora. This paved
the way to initiatives such as PARSEME, in which
new corpora, collected according to certain require-
ments (such as text genre, size, license, etc.), were
automatically morphosyntactically annotated with
such tools and further enriched with a new level
of annotation, i.e. semantic: verbal multiword ex-
pressions (VMWEs) were manually annotated fol-
lowing the same guidelines for all languages, that
identify universal, quasi-universal and language-
specific VMWE types. Within PARSEME, tree-
banks for 26 languages were annotated and one of
them is for Romanian.

There are already several treebanks for Roma-
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nian freely available: within UD, there is the Roma-
nian Reference Treebank (RRT) (Barbu Mititelu,
2018) (containing sentences from various text gen-
res), Romanian Non-Standard treebank (Colhon
et al., 2017) (containing sentences from old texts or
from folklore), the medical treebank SiMoNERo
(Barbu Mititelu and Mitrofan, 2020) (which has an
extra annotation level: medical entities of the types
anatomical parts, chemicals, disorders and proce-
dures) and the treebank of the Aromanian dialect of
Romanian ArT (Barbu Mititelu et al., 2021). There
is also another treebank, unavailable in UD, Legal-
NERO (Păis, et al., 2021), which has a further level
containing gold annotations for five entity classes:
organizations, locations, persons, time expressions
and legal resources mentioned in legal documents.

In this paper we present a new version of the
Romanian treebank, whose annotation started in
PARSEME and which has recently been enriched
with a new type of verbal expressions, i.e. in-
herently adpositional verbs. We call this corpus
PARSEME-Ro. We will first outline the context of
development of this corpus, namely the PARSEME
shared tasks (Section 2), then present some idiosyn-
crasies displayed by the verbal expressions occur-
ring in the corpus (Section 3). We describe the
corpus itself: its levels of annotation (Section 4)
and problems raised by annotating the new type of
verbal expressions. Some general statistics about
the corpus and statistics about the VMWE types in
the corpus are given in Section 6, before conclud-
ing the paper.

2 Context of development

PARSEME is an international and multilingual
community aiming at identifying MWEs in run-
ning texts. Although so far the interest has mani-
fested only for verbal MWEs in a concerted way,
MWEs of other morphological classes will also
be approached in a multilingual perspective.The
PARSEME shared tasks editions 1.0 (Savary et al.,
2017), 1.1 (Ramisch et al., 2018) and 1.2 (Ramisch
et al., 2020) focused on the identification of
VMWEs because of their challenging features:
complex structure, discontinuity, variability, am-
biguity (Savary et al., 2017). The main aim of this
initiative is to eventually automatically recognize
VMWEs in corpora. The annotation guidelines are
unified across languages and have been enhanced
from edition 1.0 (Savary et al., 2017) to edition 1.1
(Ramisch et al., 2018).

Based on the experience gathered in the anno-
tation for edition 1.0, as well as on the types of
VMWEs identified in the corpora, starting with
edition 1.1 of PARSEME, the following types of
VMWEs have been annotated (Savary et al., 2018):

• Universal categories, that are valid for all lan-
guages participating in the task:

– Light verb constructions (LVCs) with
two subcategories:

* LVC.full, in which the verb is seman-
tically totally bleached: EN to give a
lecture, RO a lua o decizie (to make
a decision), a face parte (to be part);

* LVC.cause, in which the verb adds
a causative meaning to the noun: EN
to give a headache, RO a da bătăi
de cap (to give a bad time), a pune
capăt (to pun an end);

– Verbal idioms (VIDs), which have at
least two lexicalized components includ-
ing a head verb and at least one of its de-
pendents and is characterised by a high
degree of semantic non-compositionality:
EN to go bananas, RO a trage pe sfoară
(to double-cross), a o lua la goană (to
start running);

• Quasi-universal categories, valid only for
some languages:

– Inherently reflexive verbs (IRVs), in
which the reflexive clitic either always
co-occurs with a given verb or changes
its meaning or subcategorization frame:
EN to help oneself, RO a se gândi (to
think), a se face (to become);

– Verb-particle constructions (VPC),
which are made up of a verb and a parti-
cle: EN to do in, to eat up; this type is
not applicable to Romanian;

– Multi-verb constructions (MVC),
which are made up of two verbs: EN to
let go, to make do); neither is this type
applicable to Romanian;

• Language-specific categories, valid only for
the language for which they are defined, un-
less other languages claim them as well: so far,
only one such type has been defined, namely
inherently clitic verbs for Italian: it consists
of a verb and one or more non-reflexive clitics
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that represent the pronominalization of one or
more complements: IT infischiarsene (not to
worry about);

• Experimental category, annotated in the post-
annotation step: Inherently adpositional
verbs (IAVs), made up of a verb and a prepo-
sition: EN to rely on, RO a conta pe (to rely
on).

For each language, a team of linguists was
trained to apply the guidelines2 for identifying
VMWEs in a corpus and classifying them into one
of the existing categories. Simultaneously, quality
of the annotation was acquired by applying semi-
automatic methods for ensuring full coverage of
the VMWEs in the corpus, as well as for their con-
sistent classification.

This is the context in which the creation of
PARSEME-Ro took place, alongside corpora anno-
tated with VMWEs for other languages.

The three editions of the PARSEME Cost Ac-
tion (1.0, 1.1, 1.2) covered 18, 20, and 14 lan-
guages, respectively, from several language fam-
ilies: Romance languages (French, Italian, Por-
tuguese, Romanian, Spanish), Balto-Slavic lan-
guages (Bulgarian, Czech, Croatian, Lithuanian,
Polish, Slovene), Germanic languages (German,
English, Swedish, Yiddish), and other languages
(Arabic, Greek, Basque, Farsi, Maltese, Hebrew,
Hindi, Hungarian, Turkish, Chinese, Irish).

All the annotated corpora from the editions 1.03,
1.14 and 1.25 are available for download, under the
Creative Common license.

3 Characteristics of VMWEs
Contributing to their (Automatic)
Processing Difficulty

MWEs are defined as “idiosyncratic interpretations
that cross word boundaries (or spaces)” (Sag et al.,
2002). They are “lexical items that: (a) can be
decomposed into multiple lexemes; and (b) dis-
play lexical, syntactic, semantic, pragmatic and/or
statistical idiomaticity” (Baldwin and Kim, 2010).

The identification of VMWEs in texts is a well-
known challenge for NLP applications, because of

2https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.2/?page=home

3https://lindat.mff.cuni.cz/
repository/xmlui/handle/11372/LRT-2282

4https://gitlab.com/parseme/
sharedtask-data/tree/master/1.1.

5https://gitlab.com/parseme/
sharedtask-data/-/tree/master/1.2

their special characteristics, including discontinu-
ity, overlaps, non-compositionality, heterogeneity,
and syntactic variability. They are problematic not
only for machines, but also for humans: on the one
hand, for students learning a second language and,
on the other, for native speakers who are exposed
to rarer expressions.

One key characteristic of a VMWE is for it to
be idiomatic. This property refers to “markedness
or deviation from the basic properties of the com-
ponent lexemes, and applies at the lexical, syntac-
tic, semantic, pragmatic, and/or statistical levels”
(Baldwin and Kim, 2010).

Lexical idiomaticity is displayed when one or
more components of a VMWE are not part of the
conventional lexicon or are not used outside the
respective VMWEs: for Romanian, this is the case
of the boldfaced words in the VMWEs a-s, i aduce
aminte (‘to remember’) or a avea habar (‘to have
a clue’). Various Romanian VMWEs conserve lex-
ical or semantic archaisms as the boldfaced words
in the following expressions show: aduce aminte
(‘remind’), nu da ı̂n brânci (‘have a soft job’), da
ortul popii (‘die’), nu avea habar (‘have a clue’),
veni de hac (‘bear down’), băga de seamă (‘no-
tice’), nu da inima ghes (be reluctant to), scoate la
iveală (‘reveal’), lua la rost (‘chide’), etc.

On the morphological level, there are VMWEs
that display restrictions on the paradigmatic realiza-
tion of the verbal head with respect to one or more
morphosyntactic features, such as person, number,
tense, mood, polarity, etc. or with respect to pos-
sible derived forms: e.g. RO a nu privi cu ochi
buni (not watch with eyes good, ‘to regard with
disfavour’) is always used with the negative marker
nu ‘not’. In addition, there are VMWEs that con-
tain obsolete inflectional and derived forms, such
as a bate câmpii (beat the fields ‘to beat around the
bush’) (in which câmpi6 is an old plural form of the
word câmp, whose current plural form is câmpuri),
a pune pe roate (pun on wheels ‘to get on its feet’)
(in which roate is an old plural form of the word
roată, whose current plural form is rot,i), a lua cu
binis, orul (take with wellness DIMINUTIVE ‘to
let down easily’) (the diminutive noun binis, orul is
not currently used outside expressions) (Căpăt, ână,
2007).

Syntactic idiomaticity arises when the syntax of
the VMWE is not derived directly from that of
its components. The syntactic level of description

6The form câmpii is the definite one for câmpi.
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would include any restrictions on the word order of
the VMWE components and of the possible depen-
dents. For example, in the RO VMWE a da ortul
popii (give coin-the to priest-the ‘to die’) the ob-
ject ortul always precedes the indirect object popii,
though Romanian allows for any order of the direct
and indirect object in case of their co-occurrence
(though with different pragmatic salience in each
case).

Semantic idiomaticity means non-
compositionality of the expression, i.e. the
meaning of a MWE is not explicitly derivable from
the semantics of its parts. VMWEs displaying
semantic idiomaticity have frequently components
with metaphoric (a lua taurul de coarne take
the bull of horns ‘to take the bull by the horns’),
hyperbolic (a crăpa de frig crack by cold ‘to be
very cold’) or metonymic (a nu ridica un deget
not lift a finger ‘not to lift a finger’) meaning
in addition to their literal meaning. Semantic
idiomaticity may imply either the fact that the
expression’s meaning is given rather by one of
the components (see the descriptions for LVCs in
Section 2) or the fact that the global sense of the
expressions has nothing to do with the senses of
the components: e.g. the words making up the
VID a tăia frunză la câini (cut leaf for dogs ‘to
dally’) have no semantic relation to the sense of
the expression.

Pragmatic idiomaticity occurs when a VMWE is
associated with a fixed set of situations or a particu-
lar context of use: see the case of greetings that are
specific to the different parts of the day: e.g. EN
good morning, RO noapte bună (night good ‘good
night’), etc.

Statistical idiomaticity is triggered by the high
frequency a particular combination of words oc-
curs with: e.g. EN black and white is semantically
equivalent to RO alb-negru (white-black), in spite
of the lack of the conjunction and of the reversed
order of the two components.

All these characteristics of expressions may pre-
vent their correct automatic interpretation, but also
their understanding in inter-human communication,
needless to say their grammatically correct and
semantically adequate usage by second language
learners. These justify the necessity for (compu-
tational) linguists’ focusing more on phraseology.
The insufficient attention paid to them leads to in-
consistent terminology, inconsistent treatment of
such units in lexicography, partial descriptions in

grammars and dictionaries and little focus on it in
textbooks, though, admittedly, expressions are a
touchstone of language command.

4 Annotation Levels

The PARSEME corpus for Romanian (PARSEME-
Ro) is journalistic and was automatically tokenized,
part-of-speech tagged, lemmatized and syntacti-
cally parsed using UDPipe (Straka et al., 2016)
trained on RRT. In a first step (consisting of all
three annotation phases pertaining to the participa-
tion in the three editions of the shared tasks), the
annotation of the different types of VMWEs was
manual: the annotators identified and classified the
VMWEs belonging to the LVC.full, LVC.cause,
VID and IRV types. In the first edition four an-
notators were involved, in the second one there
were three, and two participated to the last edi-
tion. Each annotator had a portion of the morpho-
syntactically processed corpus to annotate: using
the FLAT platform7 (Savary et al., 2017), their task
was to read the text, to spot a potential VMWE
and, using the decision tree and the battery of tests
from the PARSEME guidelines, to decide if the re-
spective string was indeed a VMWE and specify its
type. Only for a small portion of the data (2500 sen-
tences) was the annotation double, so as to measure
the agreement between annotators (Savary et al.,
2017; Ramisch et al., 2018).

In a second, recent, step, IAVs were annotated
in PARSEME-Ro. This time, the annotation was
automatic, followed by manual validation and cor-
rection, in two phases. Starting from the list of
1,725 adpositional verbs created by Geană (2013),
all their occurrences in the corpus were identified
and annotated as IAVs. This was done automat-
ically by using a Python script that performed a
global search of the IAVs tokens within the corpus
text. This search was enhanced to include a span
window in order to capture situations where other
tokens were interleaved with the actual IAV in the
corpus text. In cases where several matches were
found for one of the tokens of the IAV (this applies
mostly to prepositions) the principle of the mini-
mum distance length between the tokens was used.
Finally, based on these matches, the corpus tokens
found to correspond to an IAV were automatically
annotated. Then the first phase of the manual val-
idation and correction step followed: two annota-

7github.com/proycon/flat,flat.science.
ru.nl

Proceedings of CLIB 2022

140



tors, students in linguistics, were presented with
all automatically annotated instances and, using
an annotation platform, they could modify the an-
notations in the sense of deleting expressions or
adjusting their size (i.e. adding or removing parts),
using the BRAT tool (Stenetorp et al., 2012), inte-
grated in the RELATE platform (Păis, et al., 2020).

Several sources of errors could be identified in
the automatic annotation of IAVs:

• homonyms that had been erroneously part-of-
speech-tagged as verbs: adjectives with par-
ticiple origin (scutite de la plată ‘exempted
from payment’), nouns zero-derived from par-
ticiples (ı̂n trecut la ‘in the past at’), etc.;

• ambiguity: the structure verb + adposition is
ambiguous between an IAV and a mere combi-
nation with a different meaning from that spe-
cific to the IAV construction: the combination
a se lovi de (REFL.CL hit of ‘to bump into’)
is an IAV in a sentence like Copilul s-a lovit
de perete. (Child-the REFL.CL-has hit of wall
‘The child bumped into the wall.’), but not in
the sentence Copilul s-a lovit de dimineat,ă
(Child-the REFL.CL-has hit of morning ‘The
child got hit in the morning.’), where the same
preposition introduces a time adverbial. A
particular example of this type is represented
by constructions that are structurally similar
to prepositionally marked direct objects: e.g.
a lăsa pe (leave on ‘to bend on’) (as in Ion
s-a lăsat pe spate. ‘John leaned back.’) as
opposed to lăsa pe cineva (leave/let some-
one): as in lăsând-o orfană pe micut,a Ornella
(leaving-CL3SgFem orphan PE little Ornella
‘leaving little Ornella orphan’), where PE is a
marker of the direct object;

• overgeneration: the presence of the adposition
in the context of the verb, although syntac-
tically belonging to a phrase without direct
dependence on the verb, is misinterpreted as
being part of an IAV: a lua două s, unci de porc
(take two hams of pork): here, de is a preposi-
tion linking the noun pork to its nominal head
s, unci, not to the verb;

• the combination verb – adposition is already
part of another VMWE: a da ı̂n judecată (give
in trial ‘to sue’) is already classified as VID,
thus no IAV is annotated in this case;

correctly annotated
# Total IAVS # %

AUTO annot. 4,686 3,128 66.75
annot. 1 3,462 3,085 89.11
annot. 2 3,519 3,185 90.5

both annots - 2,981
gold IAVs - 3,311

Table 1: General statistics of the IAV annotation process

• using the span window to match IAVs that
have interleaved tokens has made the algo-
rithm match false-positives to a high degree
(34% of all automatically annotated IAVs).

Consistency of annotation was ensured differ-
ently for each step: for the annotation in the con-
text of the shared tasks, we used the consistency
checking tools made available by the organizers
(Savary et al., 2018), helping to spot the skipped
occurrences of VMWEs, as well as inconsistent
type assignment of the same VMWE.

For the step involving the annotation of IAVs,
we envisaged a second phase of the validation and
correction step: all cases of agreement between
the two student annotators were considered cor-
rect decisions (see the 2,981 cases marked as “both
annots” in Table 1). All cases of disagreement be-
tween them were further checked by two linguists
experienced in the PARSEME annotation. Table
1 shows that two thirds of the automatically anno-
tated IAV are actually correct IAVs and that the
decision to automatically annotate them was a time
saving one. They represent 94.47% of the IAVs that
should have been annotated, i.e. of the cases called
“gold IAVs” in the table and which are the result
of the experienced annotators’ validation and cor-
rection of the two student annotators’ validations.
Each individual initial manual validation covers al-
most 90% of all correct cases: see the last column
of lines two and three in Table 1.

5 Defining and refining the class of IAVs
annotated in PARSEME-Ro

PARSEME guidelines 1.2 define an IAV as follows:
“It consists of a verb or VMWE and an idiomatic
selected preposition or postposition that is either
always required or, if absent, changes the meaning
of the verb of VMWE significantly.”8. Their anno-
tation is done after the annotation of other VMWEs,

8https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.2/?page=050_
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because (i) adpositional verbs occurring within
other VMWEs should not be annotated as IAVs,
and (ii) VMWEs can also be adpositional, just like
verbs. The annotation of IAVs in the PARSEME-
Ro corpus aimed at marking only the adpositional
verbs for the time being, so as to serve as an exer-
cise that would reveal the challenges this type of
constructions raises.

PARSEME guidelines offer only one test for
IAVs, which is meant to show the semantic dif-
ference between the verb occurring with the adpo-
sition and its use without it: if, in response to a
declarative statement containing the potential IAV,
a question cannot be asked about the circumstances
of the verbal event using the verb, but not the ad-
position, then the combination verb – adposition is
annotated as IAV.

Geană (2013: p. 46) defines adpositional verbs
as constructions in which the verb is “capable of
getting a prepositional complement”, where the
complement is defined as an obligatory valence of
the verb, irrespective of its semantics. This means
that in the class of adpositional verbs we can have
examples in which the adposition is part of an ad-
verbial, e.g. a place adverbial: I live in London.
Geană (2013: p. 118) further distinguishes between
adpositional verbs using as criterion the type of ad-
position, namely:

• merely functional adpositions: their sole role
is to case-mark the nominal which is a the-
matic argument of the verb: e.g. Noi ne bazăm
pe ajutorul vostru. (En. “We count on your
help”) – the adposition pe imposes the ac-
cusative case on the noun ajutorul;

• semi-lexical adpositions (Corver and van
Riemsdijk, 2013): in the case of verbs requir-
ing a semantic argument, the adposition car-
ries the specific semantic content and, at the
same time, case-marks the nominal with that
role: e.g. Ne plimbăm pe alee. (En. We walk
on the alley.) – the adposition has a locative
meaning and imposes the accusative case to
the noun alee.

Testing the two types of examples against the
PARSEME criterion, we notice that in the case of
functional adpositions the test holds, as one cannot
ask about the circumstances of the verbal event us-
ing the verb only, not also the adposition: *Când

Cross-lingual_tests/070_Inherently_
adpositional_verbs__LB_IAV_RB_

no. of sentences 56,664
no. of tokens 1,014,908
no. of words 806,540
no. of verbal lemmas 61,323
no. of unique verbal lemma 3,815

Table 2: General statistics of the PARSEME-Ro corpus

ne bazăm noi? (En. “When do we count?”) is not
a grammatically complete question in Romanian.
However, in the case of semi-lexical adpositions,
the test does not hold: asking a question like Când
vă plimbat,i? (En. When do you walk?) is gram-
matically complete.

Given these remarks on the types of IAVs an-
notated in PARSEME-Ro, we consider that the
annotated data will need some further refinement:
adpositional verbs will need to be further classified
into two subtypes: IAV.functional and IAV.semi-
lexical. The existence of subclasses inside a class
is not new for PARSEME: see the two subtypes of
LVCs, namely LVC.full and LVC.cuase (Section
2). However, continuing the PARSEME custom
of testing classes and subclasses against data in
more languages before coining them officially, the
next step we envisage is collaborating with teams
working on IAVs for other languages, so as to share
findings.

6 Corpus Statistics

General information about the corpus size is avail-
able in Table 2, whereas information about the
VMWEs types and their frequency in the corpus is
provided in Table 3, which shows that the majority
(2 thirds) of the VMWEs in the corpus are reflex-
ive verbs or adpositional ones. Such distribution
of the types in the corpus should not be taken as
general in the language, but should be interpreted
with respect to the corpus texts genre, as well as
their characteristics inherent to their source: being
issues of the same daily newspaper, written by the
same journalists, on more or less similar topics.

The most frequent (usually ten9) verbs in each
type of VMWEs are enumerated below, and, be-
tween brackets, their frequency with the respective
type of VMWEs; for verbs that are among the 20
most frequent ones in the corpus, we also indicate
between brackets the relative frequency with which
they are used in that type of VMWEs:

9We give less than 10 verbs when they have more than 1
occurrence.
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Type Number
IRV 3.826
LVC.cause 182
LVC.full 516
VID 1.644
IAV 3.311
TOTAL 9479

Table 3: Number of VMWEs of each type

• IRV: desfăs, ura (unfold) (303, i.e. 47% of
all its occurrences in the corpus), afla (find)
(294, i.e. 42% of all its occurrences in the cor-
pus), adresa (address) (203), putea (can) (190,
i.e. 8% of all its occurrences in the corpus),
prezenta (present) (117, i.e. 19% of all its oc-
currences in the corpus), derula (unreel) (93),
ı̂ncheia (finish) (91), nas, te (give birth) (87),
număra (count) (63), deplasa (travel) (61);

• LVC.cause: pune (put) (179), da (give) (6);

• LVC.full: avea (have) (192, i.e. 7% of all its
occurrences in the corpus), face (make, do)
(173, i.e. 17% of all its occurrences in the
corpus), lua (take) (108), da (give) (26), aduce
(bring) (10), pune (put) (7);

• VID: avea (have) (804, i.e. 31% of all its
occurrences in the corpus), pune (put) (108),
lua (take) (102), da (give) (85), fi (be) (76, i.e.
9% of all its occurrences in the corpus), intra
(enter) (65), t,ine (hold) (51), trimite (send)
(50), face (make, do) (43, i.e. 4% of all its
occurrences in the corpus), sta (stay) (41);

• IAV: beneficia (benefit) (185), participa (par-
ticipate) (149), desfăs, ura (unfold) (130, i.e.
20% of all its occurrences in the corpus), intra
(enter) (120), ajunge (reach) (116), pune (put)
(100), trece (pass) (98), duce (take to) (81),
lua (take) (63), ridica (lift) (59).

We notice that verbs may tend to occur in one
type of VMWEs, but there are many exceptions,
with the verb pune (put) occurring with LVC.cause,
LVC.full, VID and IAV expressions, and the verb
lua (take) occurring with three types: LVC.full,
VID and IAV. There are others occurring only with
LVC.full and VID: avea (have), face (make, do), da
(give). All are verbs with rich polisemy, sometimes
even bleached in frozen combinations.

7 Conclusions

The new version of the PARSEME-Ro corpus
comes with a new type of VMWEs: IAV. Such
expressions are widely spread in the corpus: they
represent a third of the total number of VMWEs
occurring therein. This makes them an important
phenomenon to be made explicit in a corpus. A
comparative analysis of the cases when the same
combination verb + adposition is either annotated
as an IAV or not will be carried out, coupled with
grammatical and semantic characteristics of the
context, to better understand what the specific con-
texts for IAVs are.

So far, only verbal IAVs have been annotated in
PARSEME-Ro, while VMWEs IAVs (IAVMWEs)
are left for further investigations. Prior to this,
we consider that the status of IAVs needs to get
clarified, as our analysis of such expressions has
shown that the type could be further classified into
two subtypes: IAV.functional and IAV.semi-lexical.

The new version of PARSEME-Ro will be made
fully and freely available in the first annual release
within PARSEME, scheduled for mid 2022, in a for-
mat that will be agreed upon within the community.
It is also available on our website of language re-
sources in Linked Data format10 and can be queried
using the SPARQL endpoint11.
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Vasile Păis, , Radu Ion, and Dan Tufiş. 2020. A pro-
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Tomoko Ohta, Sophia Ananiadou, and Jun’ichi Tsujii.
2012. Brat: a web-based tool for nlp-assisted text

Proceedings of CLIB 2022

144



annotation. In Proceedings of the Demonstrations
at the 13th Conference of the European Chapter of
the Association for Computational Linguistics, pages
102–107.
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Abstract

This paper describes the creation of a par-
allel multilingual lexicon of named entities
from English to three South Slavic lan-
guages: Serbian, Bulgarian and Macedo-
nian, with Wikipedia as a source. The
basics of the proposed methodology are
well known. This methodology provides
a cheap opportunity to build multilingual
lexicons, without having expertise in target
languages.

Wikipedia’s database dump can be freely
downloaded in SQL and XML formats. The
method presented here has been used to
build a Python application that extracts
the English – Serbian – Bulgarian – Mace-
donian parallel titles from Wikipedia and
classifies them using the English Wikipedia
category system. The extracted named en-
tity sets have been classified into five classes:
PERSON, ORGANIZATION, LOCATION,
PRODUCT, and MISC (miscellaneous). It
has been achieved using Wikipedia meta-
data. The quality of classification has been
checked manually on 1,000 randomly cho-
sen named entities. The following are the
results obtained: 97% for precision and 90%
for recall.

Keywords: parallel lexicons, named enti-
ties, Wikipedia

1 Introduction

Wikipedia is a free online encyclopedia, made
and maintained as an open coordinated effort
venture by a network of volunteer editors, utiliz-
ing a wiki – based editing system. Hosted and
supported by the Wikimedia Foundation, since
its start in 2001, the site has grown in both
popularity and size. At the time of writing
this paper (March 2022), Wikipedia contained
over 58 million articles in 323 languages; its
English version has over 6 million articles. The

richness of information and texts continuously
makes it an object of special research interest
among the NLP (Natural Language Processing)
community. By attracting approximately 6 bil-
lion visitors per month (Statista, 2021), it is
the largest and most popular general reference
work on the World Wide Web.

The term named entity (NE) refers to expres-
sions describing objects, like persons, locations,
and organizations. It was first introduced to
the NLP community at the end of the 20th
century. Named entities are often denoted by
proper names. They can be abstract or have
a physical existence. Some other expressions,
describing money, percentage, time, and date
might also be considered as named entities. Ex-
amples of named entities include United States,
Paris, Google, Mercedes Benz, Microsoft Win-
dows, or anything else that can be named.

The role of named entities has become more
and more important in NLP. Their information
is crucial in information extraction. As recent
systems mostly rely on machine learning tech-
niques, their performance is based on the size
and quality of given training data. This data is
expensive and cumbersome to create because
experts usually annotate corpora manually to
achieve high–quality data. As a result, these
data sets often lack coverage, are not up to
date, and are not available in many languages.
To overcome this problem, semi – automatic
methods for resource construction from other
available sources were deployed.

Even though Wikipedia isn’t made and main-
tained by linguists, metadata about articles, for
instance, translations, disambiguations, or cat-
egorizations are accessible. Its structural fea-
tures, size, and multilingual availability give a
reasonable base to derive specialized resources,
like multilingual lexicons (Bøhn and Nørvag,
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2010). Researchers have found that around
74% of Wikipedia pages describe named enti-
ties (Nothman et al., 2008), a clear indication
of Wikipedia’s high coverage for named enti-
ties. Each Wikipedia article associated with a
named entity is identified with its title, which
is itself a named entity. That is a perfect op-
portunity to build parallel lexicons of named
entities between them.

2 Related work

Building multilingual lexicons from Wikipedia
has been a subject of research for more than 10
years. Schönhofen et al. (Schönhofen et al.,
2007) exploited Wikipedia hyperlinkage for
query term disambiguation. Tyers and Pien-
aar (Tyers and Pienaar, 2008) described a
simple, fast, and computationally inexpen-
sive method for extracting bilingual dictionary
entries from Wikipedia (using the interwiki
link system) and assessed the performance
of this method with respect to four language
pairs. Yu and Tsujii (Yu and Tsujii, 2009) pro-
posed a method using the interlanguage link in
Wikipedia to build an English-Chinese lexicon.
Knopp (Knopp, 2010) showed how to use the
Wikipedia category system to classify named
entities. Bøhn and Nørv̊ag (Bøhn and Nørvag,
2010) described how to use Wikipedia contents
to automatically generate a lexicon of named
entities and synonyms that are all referring
to the same entity. Halek et al. (Hálek et al.,
2011) attempted to improve machine transla-
tion from English of named entities by using
Wikipedia. In (Ivanova, 2012), the author eval-
uated a bilingual bidirectional English-Russian
dictionary created from Wikipedia article ti-
tles. Higashinaka et al. (Higashinaka et al.,
2012) aimed to create a lexicon of 200 extended
named entity (ENE) types, which could enable
fine-grained information extraction. Oussalah
and Mohamed (Oussalah and Mohamed, 2014)
demonstrated how to use info-boxes in order
to identify and extract named entities from
Wikipedia.

3 English, Serbian, Bulgarian, and
Macedonian Wikipedias

The English Wikipedia is the English language
edition of the Wikipedia online encyclopedia.
English is the first language in which Wikipedia

was written. It was started on 15 January
2001 (Wikimedia Foundation, 2001b), but ver-
sions of Wikipedia in other languages were
quickly developed. There are three Wikipedias
in concerned South Slavic languages among
these versions: Serbian, Bulgarian, and Mace-
donian. They are all written in the Cyril-
lic alphabet, although there are few articles
in Serbian Wikipedia written in Latin. The
Serbian Wikipedia (Wikimedia Foundation,
2003c) was initiated in February 2003, the
Macedonian (Wikimedia Foundation, 2003b)
in September 2003, and the Bulgarian (Wiki-
media Foundation, 2003a) in December 2003.

A list of all Wikipedias is published regu-
larly on the Internet, along with several param-
eters for each language (Wikimedia Founda-
tion, 2001a). Four parameters are considered:
number of articles, the total number of pages
(articles, user pages, images, talk pages, project
pages, categories, and templates), number of
active users (registered users who performed at
least one change in the last thirty days), and
depth (a rough indicator of the collaborative
quality of Wikipedia, which shows how often
articles are updated).

As shown in Table 1, as of 01 April 2022, the
English Wikipedia contains 6,476,873 articles.
It is by far the largest edition on Wikipedia.
The Serbian Wikipedia contains 657,062 arti-
cles, the Bulgarian 280,535, and the Macedo-
nian 126,265. According to the number of arti-
cles, the Serbian Wikipedia is the 21st largest
edition of Wikipedia, the Bulgarian is 39th, and
the Macedonian is 65th. The low value of the
depth parameter for the Bulgarian Wikipedia
is noticeable. It does not refer to low academic
quality, which cannot be computed, but to
Wikipedian quality, i.e. the depth of collabora-
tiveness.

4 Method

Wikipedia’s database dump can be freely down-
loaded in SQL and XML formats (Wikimedia
Foundation, 2001c). The method presented
here has been used to build a Python appli-
cation that extracts the English – Serbian –
Bulgarian – Macedonian parallel titles from
Wikipedia and classifies them using the En-
glish Wikipedia category system.

The flowchart presented in Figure 1 shows
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Parameter en sr bg mk

Number of articles 6,476,873 657,062 280,535 126,265
Total number of pages 55,506,698 3,959,090 625,235 516,913
Number of active users 127,578 868 756 258
Depth 1,111 156 27 88

Table 1: Parameters of the English, Serbian, Bulgarian, and Macedonian Wikipedias.

the process used for building the lexicon.

Figure 1: The process flowchart

1. Extract parallel titles with English as a
first language – For building multilingual lexi-
cons, two tables from the database are neces-
sary: table of pages and table of interlanguage
links. The page table is the ”core of the wiki”.
It contains titles and other essential metadata
for different Wikipedia namespaces. The in-
terlanguage links table contains links between
pages in different languages. Using these two
tables, it is an easy programming task to create
huge multilingual dictionaries without having
any language expertise. In case of building mul-
tilingual lexicons with more than one language
besides English, a new entry is created if there
is a match between English and at least one of
the other languages.
2. Filter out irrelevant parallel titles – The

extracted parallel titles from the previous step
contain a lot of noise. This step solves this issue.
First, the program removes all the titles that
don’t belong to the main, template, or category
namespaces. Second, there are titles containing
some words or word stems that increase the
noise and should be filtered out. The page
table contains many entries that could not be a
part of any lexicon, like usernames, nicknames,
template names, etc. There are also titles,

containing exclusively digits or blanks, which
should be removed, too.

3. Classify the remaining parallel titles us-
ing the English Wikipedia category system –
To classify the extracted named entities, one
additional table from the database is required:
a table of category links. The task of clas-
sifying named entities using category links is
more complex. Wikipedia articles are gener-
ally members of categories. A category may
have subcategories, each subcategory its sub-
categories, etc. The problem is that the graph
could be cyclic, which may cause the program
to go into an endless loop. Various authors pro-
pose different classes for named entities. Here,
there are five classes: PERSON, ORGANIZA-
TION, LOCATION, PRODUCT, and MISC
(MISCELLANEOUS). Each named entity be-
longs to at least one of these classes. The
classes comprise:

ORGANIZATION – political organizations,
companies, schools, rock bands, sports teams;

PERSON – humans, gods, saints, fictional
characters;

LOCATION – geographical terms, fictional
places, cosmic terms;

PRODUCT – industrial products, software
products, weapons, artworks, documents, con-
cepts, standards, laws, formats, anthems, al-
gorithms, journals, coats of arms, platforms,
websites;

MISC – events, languages, peoples, tribes,
alliances, orders, scientific discoveries, theories,
titles, currencies, holidays, dynasties, positions,
projects, historical periods, battles, competi-
tions, alliances, deceases, programs, set of loca-
tions, awards, musical genres, missions, artistic
directions, sets of organizations, networks.

4. Filter out parallel titles classified as non
– named entities – Most Wikipedia titles are
named entities, but not all of them. For ex-
ample, certain natural terms – like biological
species and substances which are very common
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on Wikipedia are not included in the lexicon.

5. Convert the resulting data into CSV and
XML formats – The lexicon comes in two for-
mats: CSV and XML. An example of a lexicon
entry in XML format is shown in Figure 2. The
first four element names of each entry are en,
sr, bg, and mk for English, Serbian, Bulgarian,
and Macedonian, respectively. The text con-
tent of the elements is a translation of Sofia
in respected languages. The fifth element con-
tains the class, or classes, the entry belongs to.
In this case, it is a LOCATION.

Figure 2: A lexicon entry in XML format

5 The lexicon

5.1 Statistics

The method presented in previous chapter has
been used to build a Python application which
extracts title sets independently on the lan-
guages. This program was applied to the
Wikipedia database to extract the English - Ser-
bian - Bulgarian - Macedonian sets of named en-
tities. The result of the extraction after the first
two steps from Figure 1 was 586,355 entries for
English, 374,691 for Serbian, 258,940 for Bul-
garian, and 149,633 for Macedonian. There are
few titles in all South Slavic Wikipedias that
are written in the original language (mostly
English). In addition to that, there are few
titles in Serbian Wikipedia in the Latin alpha-
bet. The transliteration from Latin to Cyrillic
and vice versa in Serbian is relatively straight-
forward.

Table 2 shows the number of entries per lan-
guage after filtering out non named entities.
The number of named entities in English is
equal to the number of entries in the lexicon.
The entries’ numbers in Serbian, Bulgarian,

Language Number of titles

English 400,930
Serbian 257,542
Bulgarian 179,854
Macedonian 106,351

Table 2: Number of titles per language

Class Number

PERSON 81,724
ORGANIZATION 23,127
LOCATION 161,524
PRODUCT 32,951
MISC 107,973

All 407,299

Table 3: Distribution of classes

and Macedonian are lower, which is understand-
able taking into account the number of articles
in these Wikipedias, given in Table 1.

5.2 Distribution of classes

The resulting parallel English – Serbian – Bul-
garian – Macedonian lexicon consists of 400,930
named entities. Each one belongs to at least
one class, some of them to more. The distribu-
tion of classes is presented in Table 3.

The total number of classes, 407,299 is
slightly higher than the number of entries,
since some named entities may belong to more
classes. The lexical entry presented in Figure 3
is such an example. Bulgarian Academy of Sci-
ences is classified as both ORGANIZATION
(the academy as an organization) and LOCA-
TION (the buildings where the organization is
located).

The examples of lexicon entries presented in
figures 2 and 3 contain titles in all languages
considered. But, this is not always the case.
For example, as it is presented in Figure 4,
the English title Mark Antony has translations
only in Serbian and Bulgarian. There is no
Macedonian translation since there is not such
an article in the Macedonian Wikipedia.

5.3 Evaluation of classification

To evaluate classification, two common met-
rics in information retrieval have been used:
precision and recall. Precision refers to the
percentage of classes that are correct. On the
other hand, recall refers to the percentage of
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Figure 3: A lexicon entry belonging to two classes

Figure 4: A lexicon entry with a missing translation
in Macedonian

total relevant classes correctly classified by the
algorithm.

An alternative to having two measures is the
F – measure, which combines precision and
recall into a single performance measure. This
metric is known as F1 – score, which is simply
the harmonic mean of precision and recall.

In order to evaluate the classification, a ran-
dom sample containing 1,000 entries has been
extracted from the lexicon. The entries from
the sample have been classified manually and
then compared to the classification performed
by the algorithm. The results are presented in
Table 4.

The precision of classification is between 94%
for ORGANIZATION and 99% for PERSON.
The recall is slightly lower, from 83% for PROD-
UCT and MISC to 97% for PERSON. The
overall results are 97% for precision and 90%
for recall.

The higher values of precision show that the
classification algorithm was adjusted to classify
the named entities correctly, rather than to

extract more named entities for the lexicon.

6 Utilization

Lexicons, like the one presented in this pa-
per, can be used in machine translation (MT).
Most statistical MT systems do not deal explic-
itly with named entities, simply relying on the
model of selecting the correct translation, i.e.,
mistranslating them as generic nouns. It is also
possible that, when not identified, named enti-
ties may be left out of the output translation,
which also has implications for the readability
of the text. Because most NEs are rare in texts,
statistical MT systems are not capable of pro-
ducing quality translations for them. Another
problem with MT systems is that failure to
recognize NEs often harms the morpho – syn-
tactic and lexical context outside of NEs itself.
If named entities are not immediately identi-
fied, certain morphological features of adjacent
and syntactically related words, as well as word
order, may be incorrect. However, developers
of commercial MT systems often do not pay
enough attention to the correct automatic iden-
tification of certain types of NE, e.g. names of
organizations. This is partly due to the greater
complexity of this problem (the set of proper
nouns is open and very dynamic), and partly
due to lack of time and other development re-
sources. One solution to this problem is using
a parallel lexicon of named entities. If the lexi-
con contains a translation of the named entity,
the translation quality will probably be good.

7 Conclusion

Using the methodology presented in this pa-
per, a multilingual lexicon of named entities
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Class Precision Recall F1–score

PERSON 99% 97% 98%
ORGANIZATION 94% 87% 90%
LOCATION 98% 92% 95%
PRODUCT 96% 83% 89%
MISC 96% 83% 89%

All 97% 90% 93%

Table 4: The results of the classification check

from English to Serbian, Bulgarian, and Mace-
donian has been created. The named entities
have been classified into five classes: PERSON,
ORGANIZATION, LOCATION, PRODUCT,
and MISC (miscellaneous). The number of lex-
ical entries for these South Slavic languages
varies and is dependent on the size of their
Wikipedias, from 106,351 for Macedonian to
257,542 for Serbian. The quality of classifica-
tion has been assessed: 97% for precision, and
90% for recall.
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and Károly Csalogány. 2007. Cross-language
retrieval with wikipedia. Advances in Multilin-
gual and Multimodal Information Retrieval: 8th
Workshop of the Cross-Language Evaluation Fo-
rum, CLEF 2007ed Papers, 5152:72–79.

Statista. 2021. Worldwide visits to
wikipedia.org from january to june 2021.
https://www.statista.com/statistics/1259907/

wikipedia-website-traffic/, Last accessed on
2022-03-31.

Francis M. Tyers and Jacques A. Pienaar. 2008.
Extracting bilingual word pairs from wikipedia.
Proceedings of the SALTMIL Workshop at the
Language Resources and Evaluation Conference,
LREC2008.

Wikimedia Foundation. 2001a. List of wikipedias.
https://meta.wikimedia.org/wiki/List_of_

Wikipedias, Last accessed on 2022-03-31.

Wikimedia Foundation. 2001b. Wikipedia, the free
encyclopedia. https://en.wikipedia.org/wiki/

Main_Page, Last accessed on 2022-03-31.

Wikimedia Foundation. 2001c. Wikipedia:database
download. https://en.wikipedia.org/wiki/

Wikipedia:Database_download, Last accessed on
2022-03-31.

Wikimedia Foundation. 2003a. Bulgarian wikipedia.
https://bg.wikipedia.org/wiki, Last accessed
on 2022-03-31.

Wikimedia Foundation. 2003b. Macedonian
wikipedia. https://mk.wikipedia.org/wiki, Last
accessed on 2022-03-31.

Wikimedia Foundation. 2003c. Serbian wikipedia.
https://sr.wikipedia.org/wiki, Last accessed
on 2022-03-31.

Kun Yu and Jun’ichi Tsujii. 2009. Bilingual dictio-
nary extraction from wikipedia. Machine Trans-
lation Summit, 12.

Proceedings of CLIB 2022

151



Evaluation of Off-the-Shelf Language Identification Tools on Bulgarian
Social Media Posts

Silvia Gargova, Irina Temnikova, Ivo Dzhumerov, Hristiana Nikolaeva
Big Data for Smart Society Institute (GATE), Sofia, Bulgaria

svgargova@gmail.com, irina.temnikova@gate-ai.eu,
i.dzhumerov@gmail.com, hnikolaeva@gmail.com

Abstract

Automatic Language Identification (LI) is a
widely addressed task, but not all users (for ex-
ample linguists) have the means or interest to
develop their own tool or to train the existing
ones with their own data. There are several
off-the-shelf LI tools, but for some languages,
it is unclear which tool is the best for specific
types of text. This article presents a compari-
son of the performance of several off-the-shelf
language identification tools on Bulgarian so-
cial media data. The LI tools are tested on
a multilingual Twitter dataset (composed of
2966 tweets) and an existing Bulgarian Twitter
dataset on the topic of fake content detection
of 3350 tweets. The article presents the manual
annotation procedure of the first dataset, a dis-
cussion of the decisions of the two annotators,
and the results from testing the 7 off-the-shelf
LI tools on both datasets. Our findings show
that the tool, which is the easiest for users with
no programming skills, achieves the highest
F1-Score on Bulgarian social media data, while
other tools have very useful functionalities for
Bulgarian social media texts.

Keywords: language identification, social me-
dia, evaluation, off-the-shelf tools, Bulgarian.

1 Introduction

Automatic Language Identification (LI) is a well-
addressed task, with many existing approaches,
tools, and evaluation initiatives (Jauhiainen et al.,
2019; Garg et al., 2014). LI solves the problem of
those users, who need to detect the language of a
large number of texts, and thus cannot perform this
task manually, as it will take them a large amount
of time and manual efforts. Such users (for exam-
ple linguists), do not have the knowledge, skills,
or interest to develop their own LI tool or to train
existing tools with their own data, and thus prefer
using an existing off-the-shelf LI tool. As a first
step, they are naturally interested to know which

is the best tool for the specific language (e.g. Bul-
garian, Romanian, Hindi) and type(s) of text of
their interest (e.g. news articles or social media
posts). However, there is no sufficient informa-
tion about which off-the-shelf LI tools are the best
for all specific language/type-of-text combinations.
For this reason, we are sharing our findings of the
best off-the-shelf LI tools and their functionalities
for the specific language and type of text of our
interest. By doing this we aim to assist other users
or researchers, who need to use such tools for their
language identification tasks.

Our language of interest is Bulgarian, and the
the type of text - social media posts, and in this
article we are reporting the results of comparing
several off-the-shelf LI tools on Bulgarian social
media data.

Our work is motivated by the wish to solve the
issue of filtering out any non-Bulgarian tweets from
social media corpora. Following our task to collect
and pre-process Bulgarian social media datasets
for detecting fake content, our first observation
was that despite using the Twitter API for collect-
ing only posts in Bulgarian, our dataset contained
many tweets (see Table 1 for precise numbers) in
languages similar to Bulgarian or written in Cyrillic
alphabet (for example Macedonian, Serbian, Rus-
sian, Kazakh, etc.). We have observed a similar
issue when using other dataset collecting methods,
such as Facebook’s CrowdTangle. Determining the
best LI tool for filtering out non-Bulgarian posts
was thus a must.

To be able to identify the most appropriate LI
tool and motivate our choices, we have to first un-
derstand and describe the characteristics of the lan-
guage (Bulgarian) and type of text (social media
posts) of our interest.

The Bulgarian language is part of the South
Slavic languages’ group within the Indo-European
language family. In lexical, phonetic and grammati-
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cal terms, Bulgarian has both Slavic and non-Slavic
features. It is officially written in Cyrillic alpha-
bet, but in social media and Internet forums people
often use several variants of Latin transcription.
Bulgarian is the official language of the Repub-
lic of Bulgaria. It has a literary form, used in all
spheres of public life, and a number of local di-
alects, some of which are similar to the languages
of North Macedonia and Serbia.

Social media texts (including those in Bulgarian)
are known for being different from standard texts
by being much shorter (e.g. a tweet can contain a
maximum of 280 characters), frequently containing
orthographic errors, Internet slang, non-dictionary
words, emoticons, hashtags, unfinished sentences,
and broken or non-standard syntax, and thus be-
ing challenging for many Natural Language Pro-
cessing applications (Farzindar and Inkpen, 2017).
In addition to that, social media posts may some-
times contain words and phrases, written in differ-
ent languages – a phenomenon, known as code-
switching (Androutsopoulos, 2013).

A LI tool, which would be perfect for recogniz-
ing Bulgarian social media posts, thus, should:

1. Have the highest possible performance (e.g.
an over 98% F1-score);

2. Be able to recognize Bulgarian texts, written
both in Cyrillic alphabet and in the various
Latin transcriptions (typical for the Bulgarian
Internet slang);

3. Be able to handle the above described so-
cial media posts’ characteristics, including the
cases when the post is written in two or more
languages.

In order to discover the most appropriate LI tool
for correctly identifying the Bulgarian language
posts in social media data, we have determined
the most frequently used Off-the-Shelf LI tools
(OSLI), by examining publications and consult-
ing other researchers. We have then tested them
on two datasets - a multilingual (mostly Bulgar-
ian) dataset, collected from Twitter on the topic
of Covid-19 with 2979 tweets, manually anno-
tated for language(s), and a Bulgarian language
dataset (Shaar et al., 2021), used for fake content
detection initiatives, consisting of 3350 tweets.

The article provides the results of the human an-
notation and of testing the tools, as well as shows
which tools achieve the highest F1-scores on the

two datasets, and which have the most useful func-
tionalities for social media posts.

The rest of the article lists the relevant Related
work (Section 2), a description of the datasets
that we used for testing the tools (Section 3), our
Methodology (including human annotation and the
tested tools - in Section 4), the annotation and test-
ing Results and some Discussion (Section 5), and
finally, the Conclusions (Section 6).

2 Related Work

Automatic Language Identification (LI) is a widely
addressed task, but it still has some issues which
are hard to resolve. Among them (Jauhiainen et al.,
2019) are:

• Distinguishing between similar languages or
dialects;

• Short and noisy texts;

• Documents, written in more than one lan-
guage;

• Languages with different orthographies.

All these issues apply to Bulgarian social media
posts.

There have been a number of previous works
which include Bulgarian among other languages in
their LI tasks or datasets, for example (Zampieri
et al., 2015; Jauhiainen et al., 2017; Malmasi, 2017;
Bergsma et al., 2012; Baldwin and Lui, 2010;
Thoma, 2018). Most of them, however, use datasets
compiled from types of texts, which are different
from social media (e.g. Wikipedia, news articles,
Europarl, and the Universal Declaration of Human
Rights). Also, most of these works do not apply
existing off-the-shelf LI tools to detect Bulgarian,
but rather implement their own methods.

The closest works to ours are those of (Abainia
et al., 2016), (Bergsma et al., 2012), (Bankov et al.,
2017), and (Lui and Baldwin, 2014). Among them,
however, there is no work which compares the per-
formance of different off-the-shelf LI (OSLI) tools
on Bulgarian social media posts and publishes the
results.

Specifically, (Abainia et al., 2016) are similar
to us as they use short forum texts, including such
written in Bulgarian, but no testing of OSLI tools
is performed. (Bergsma et al., 2012) compare LI
methods implemented by them with three off-the-
shelf tools (TextCat, Google CLD and langID.py)
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on a multilingual Twitter dataset containing also
Bulgarian. Their methods outperform the OSLI
tools, but there are no results reported separately
for Bulgarian. (Bankov et al., 2017) also observes
that Twitter’s accuracy for Bulgarian language iden-
tification is not satisfactory, however, the author
does not test any OSLI tools on Bulgarian tweets.

Finally, there are publications on testing various
off-the-shelf LI tools on specific languages, but
not on Bulgarian. For example, (Lui and Baldwin,
2014) compared 8 OSLI tools on manually anno-
tated tweets in English, Chinese, and Japanese.

While several OSLI tools include Bulgarian, ac-
cording to our knowledge, there is no other pub-
lished comparison of off-the-shelf LI tools for this
language, especially for social media texts.

3 Data Used

We have used two datasets - a randomly selected
subset of our own Twitter dataset, and the Bul-
garian language dataset, made available for the
CLEF2021 CheckThat! Lab, Task 1 (check-
worthiness). From now on we refer to this dataset
as CLEF2021 dataset) 1 (Shaar et al., 2021). The
large original version of our dataset contains 52810
tweets, from which we extracted 3124 tweets,
which were annotated for their language by human
annotators. We have removed some non immedi-
ately noticeable duplicates and did some additional
cleaning (based on our annotators feedback), and
obtained 2966 final human-annotated tweets, on
which we tested the LI tools. Respectively, the
CLEF2021 CheckThat! Lab, Task 1 dataset for Bul-
garian originally contained 3350 entries (tweets).

We have decided to compare the results of the
same off-the-shelf LI tools on the subset of our
dataset with those on the CLEF2021 Bulgarian
dataset, as they both had comparable number of
tweets and are on the same topic (Covid-19).

Before testing the LI tools on the CLEF2021
CheckThat! Lab, Task 1 Bulgarian dataset, we
have merged the Bulgarian versions of its train and
dev datasets into one to have more data. After a
quick analysis of the merged CLEF2021 dataset,
we noticed two issues: unusually long entries (con-
sisting in many tweets concatenated in one row)
and a few tweets in other languages. We separated
the long rows into single posts and removed the

1https://gitlab.com/checkthat_lab/clef2021-checkthat-
lab/-/tree/master/task1/data/subtask-1a–bulgarian. Last
accessed on April 27, 2022.

Languages Num. of tweets
Bulgarian 2491
Macedonian 248
Russian 214
English 43
Mongolian 38
Uzbek 22

Table 1: Number of tweets in the most frequent lan-
guages in our 3124 tweets Covid-19 dataset.

Stats Covid-19 CLEF2021
Num. tweets 2966 3373
Total words 47628 66502
Mean tweet length 16.06 19.72
Shortest tweet 1 5
Longest tweet 54 108

Table 2: Statistics of the two datasets used for testing
the tools.

tweets that are not in Bulgarian, which resulted in
3373 final tweets.

The tweets in our original large dataset2 were
collected via the Twitter API for the period May
2020 - March 2021. The keywords used were
“ваксина” (“vaccine”, Sg.) and “ваксини” (“vac-
cines”, Pl.) in Bulgarian language and using the
Cyrillic alphabet. From this large dataset we have
selected a smaller random subset from different
time intervals. Each tweet from this final dataset
(from now on referred to as Covid-19 dataset) was
manually annotated by two annotators for its lan-
guage. The annotation methodology is described
in detail in Section 4.1.

The first thing that we noticed during manual
annotation, was that our dataset contained posts in
other languages besides Bulgarian. Table 1 shows
the most frequent languages in our dataset for the
languages, in which there are more than 10 tweets.
The length of the posts in our dataset was quite var-
ied - we had one-word tweets and much longer
tweets (differently from the CLEF2021 dataset,
which contained only tweets long enough to be con-
sidered fact-checkable claims). Many of the posts
were written in more than one language. There
were also 2 posts that contained only emoji.

Table 2 shows the statistics of both datasets.
“Covid-19” stands for our Covid-19 dataset, “Num.
tweets” indicates the total number of tweets per

2This dataset cannot be shared due to specific access re-
strictions.

Proceedings of CLIB 2022

154



dataset, “Total words” - the total number of words
in each dataset, “Mean tweet length” is the mean
length of the tweet in words, while “Shortest tweet”
and “Longest tweet” were the tweets containing
the lowest and the highest number of words.

As it can be seen in Table 2, the CLEF2021
dataset contains longer tweets than ours. This can
be of advantage to the LI tools.

4 Methodology

In order to test the existing off-the-shelf LI tools,
we have performed manual language annotation of
the 3124-tweets-subset of our dataset (the one con-
taining duplicates), which is described in Subsec-
tion 4.1, and selected a number of freely available
and functioning LI tools (described in Subsection
4.3). The methodology, which we followed for
testing the tools on both datasets is described in
Subsection 4.2.

4.1 Annotation methodology

The aim of the manual annotation of our sub-
set tweets dataset was to focus on distinguishing
specifically Bulgarian, rather than correctly an-
notating all the languages of all the tweets in our
dataset. This was motivated first by our aim to
find the best LI tool for Bulgarian, but also by the
knowledge of languages of our annotators.

We had two annotators, who are professional
linguists, native in and specializing in Bulgarian
language. They used Google Spreadsheets as an
annotation tool, due to its simplicity. The spread-
sheet had three columns, containing the tweet ID,
the text of the tweet and several language-related
categories in a fall-down menu to choose from. Ap-
pendix A shows a screenshot of the spreadsheet
containing mock examples of annotated tweets.

The annotators were asked to only decide if the
tweets are written in Bulgarian (bg) OR in Another
language (another), without distinguishing exactly
in which other language. As we are planning in
future work to examine the performance of some of
the tools in distinguishing the different languages
present in multilingual tweets, we also asked the
annotators to comment on which tweets are mul-
tilingual and whether they contain Bulgarian lan-
guage or not. As there were some unclear cases,
we provided an additional category “Unknown”.
The annotation categories are shown in Table 3.

We have considered multilingual also those
tweets, which contained hashtags, written in an-

other language (e.g. in English). However, we
have asked the annotators to ignore the keyword
“Covid-19” (and its versions, e.g. Covid), written in
English, as they were too frequent due to the topic
of our dataset.

The two annotators received initial training,
worked separately, and did several rounds of the
annotation process until the annotations and the
guidelines were finalized.

As after this process there were still cases in
which the annotators disagreed, to facilitate the
comparison with the LI tools, we have assigned
a third hyper-annotator. The hyper-annotator re-
viewed the cases of disagreement of the two annota-
tors and decided on a final annotation category for
each tweet. The hyper-annotator was also a a lin-
guist, specialist in Bulgarian language. In order to
take the correct final decisions, the hyper-annotator
was allowed to have a look at the original tweet
in Twitter and check information about the user
who posted it, including his/her location and other
tweets.

As testing the tools’ performance in identifying
multiple languages within the same tweet is beyond
the scope of this article, the tweets, annotated as
“bg-multilingual” and “bg” categories were merged
into “bg” and “another-multilingual” and “another”
were merged into the category “another”. We
have also removed the tweets, left annotated as
“unknown” by the hyperannotator. This gave us a
final number of 2966 manually annotated tweets.

See Section 5.1 for a discussion of the manual
annotation results.

4.2 Testing Methodology

Our aim was to test only freely accessible LI tools
(not paid ones).

During testing, we wanted to check the per-
formance of the LI tools with the tweets as they
are (we call these tweets “raw”) and with tweets,
from which several Twitter-specific elements were
removed (we call these tweets “cleaned”) and
whether there was any change or improvement in
performance if the data was cleaned in advance.
Our hypothesis was that Twitter-specific elements
(e.g. hashtags, URLs, and mentions) would hinder
the performance of LI tools.

For this purpose we performed two experiments
- one with raw data and another with cleaned data.
For the first experiment we used our dataset as it
is (we only deleted duplicates). For the second

Proceedings of CLIB 2022

155



Annot. category Explanation
bg You are sure that the tweet is written entirely in Bulgarian language.

another You are sure that the tweet is not in Bulgarian, regardless of whether
you know what other language it is written in.

unknown You are not sure if the tweet is in Bulgarian or in another language, but
you have at least a minimal suspicion that it may be written in Bulgarian.

another-multilingual The tweet is bilingual or multilingual, but you are sure that none of
the languages is Bulgarian.

bg-multilingual You are sure that the tweet is written in Bulgarian + another language.

Table 3: Annotation categories with their explanations.

experiment we removed URLs, emojis, hashtags
(both the # sign and the entire word) and mentions,
then we checked again and deleted newly appeared
duplicates, and only then performed the testing
experiment. We repeated the same process with the
dataset from CLEF 2021.

In our manually annotated dataset we have two
annotated categories - “bg” (Bulgarian) and “an-
other”. To calculate the accuracy, we first trans-
formed our annotations into binary values. If the
label is “bg” we assign 1, if the label is “another”
we assign 0. Then we converted also the LI tools
results into binary values. If the label is “Bulgarian”
we assign 1, otherwise we assign 0. If the tool can
detect more than one language we use/take only the
first predicted label, or the label with the highest
confidence score (usually the first one). Finally we
use the binary values to make the calculation.

Unfortunately spaCy left some tweets without
language labels. To compute its accuracy, we re-
moved these tweets from both datasets.

In addition to the accuracy score, we also calcu-
lated precision, recall and F1-score. We obtained
these scores for both datasets and their raw and
cleaned versions.

4.3 Tested Language Identification Tools

All the tools that we tested support Bulgarian lan-
guage and some of the other languages, written in
Cyrillic alphabet, such as Russian, Macedonian,
Ukrainian, etc. We have chosen these specific LI
tools, because they are free (not paid), well known,
and because some of them (e.g. Google Sheets’s
DETECTLANGUAGE function) are easy to use.
While we are targeting readers, who are not inter-
ested to train these tools on their own data, we are
providing enough technical details also for more
technicallly-oriented users.

Without a doubt, one of the most famous and

widely used tools is the Google Translate API.
We found 2 libraries – TextBlob and googletrans.
TextBlob3 has a language detection function which
uses Google Translate API, but currently they rec-
ommend to use instead the official API. The library
googletrans4 also implements Google Translate
API. It uses the Google Translate Ajax API to
make calls. The authors warn that this is an un-
official library and the maximum character limit
on a single text is 15k. Also they cannot guarantee
that the library will work properly at all times and
recommend the use of the official API for more
stability. When we first tested googletrans, it as-
signed language labels to part of the tweets. In the
following tests it annotated all tweets with the tag
“English”. Due to the above mentioned limitations
and the paid access we decided not to test Google
Translate API further. However we tested another
application from Google, which is free and has
a language detection function (the Google Sheets
DETECTLANGUAGE5). We refer to it from now
on as Google Sheets.

fastText6 (Joulin et al., 2016a,b) is developed
by Facebook AI Research. It is a library for text
classification and representation, which transforms
text into continuous vectors that can be later used
on any language-related task. fastText recognizes
176 languages and has been trained on data from
Wikipedia, Tatoeba and SETimes. There are two
models – a full version which is faster and more
accurate, and a compressed version. The new line
breaks were an issue for this tool and we had to

3https://textblob.readthedocs.io/en/dev/index.html. Last
accessed on April 11, 2022.

4https://pypi.org/project/googletrans/. Last accessed on
April 11, 2022.

5https://support.google.com/docs/answer/3093278?hl=en.
Last accessed on March 10, 2022.

6https://fasttext.cc/docs/en/language-identification.html.
Last accessed on April 11, 2022.
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remove them in order to use it.
The next tool is CLD37. It is a neural network

model for language identification which uses char-
acter n-grams and calculates the fraction of times
each of them appears. CLD3 supports 107 lan-
guages. We discovered that this is the only tool
(among all of those that we tested), that has the
very useful functionality for social media texts to
recognize Bulgarian language written in Latin al-
phabet.

langdetect8 is a direct port of Google’s language-
detection library from Java to Python. It supports
55 languages (including Bulgarian and other lan-
guages, written in Cyrillic alphabet). The original
tool was trained on data from Wikipedia and tested
on data from Google News or other news sites. The
library language-detection uses Naive Bayes for
classification. langdetect is fast and has good ac-
curacy. This is the only tool that gave us an error
when annotating a tweet which contains only emo-
jis. The output is a list of the top languages that the
model has predicted, along with their probabilities.
When the probability of the prediction is less than
0.90, it usually adds more labels.

LangID9 (Lui and Baldwin, 2012) is a fast lan-
guage detection tool. It comes pre-trained on 97
languages and is not sensitive to domain-specific
features (e.g HTML/XML markup). The model
consists of a single .py file with minimal dependen-
cies and can be deployed as a web service. The
training data was collected from 5 different sources
– JRC-Acquis, ClueWeb 09, Wikipedia, Reuters
RCV2 and Debian i18n. Please, note that its confi-
dence score is not normalised by default.

Another language detection tool is polyglot10.
It depends on the pycld2 library which in turn de-
pends on the cld2 library for detecting languages.
This tool is suitable for mixed text messages. If the
tweet contains phrases from different languages,
the detector can find the most probable languages
used in the text along with the confidence level.
When there is not enough text to make a decision
(e.g. a tweet containing only one word), the detec-
tor is forced to switch to the best effort strategy.
Sometimes even using the best effort strategy, the

7https://github.com/google/cld3. Accessed on April 11,
2022.

8https://pypi.org/project/langdetect/. Last accessed on
April 11, 2022.

9https://github.com/saffsd/langid.py. Last accessed on
April 10, 2022.

10https://polyglot.readthedocs.io/en/latest/index.html. Last
accessed on April 11, 2022.

detection is not reliable and an “Unknown Lan-
guage” exception is thrown. In cases where the text
contains characters that could belong to more than
one language, this can be problematic. Polyglot
can identify the languages supported by cld2 (up to
165). One of the problems with this tool was that
our dataset contained some amount of short tweets
and it wasn’t very confident in its predictions.

The last tool we tested is spaCy11. It is a li-
brary for advanced Natural Language Processing.
spaCy comes with pre-trained pipelines for over 60
languages, uses state-of-the-art speed and neural
network models and a lot of features for language
processing. It’s open-source and easy to deploy.
SpaCy has 2 modules with language detection ca-
pabilities: spaCy-langdetect and spaCy-cld. We
used spaCy-cld for our research. This tool pro-
vides the most probable languages (up to 3) for the
text. When the tweets are multilingual, these one to
three hypotheses sometimes correspond to the var-
ious languages, present in the tweet, however we
haven’t tested its accuracy in predicting multiple
languages within the same tweet. spaCy-cld also
uses pycld2 and cld2. As both spaCy and polyglot
use the same library, the results they gave were
very similar. During our tests, we observed some-
thing interesting: the tool has left some tweets not
tagged.

5 Results and Discussion

5.1 Results from the Manual Annotation
The two annotators disagreed on 31 out of 3124
tweets, which equals to 99.2% agreement between
the annotators. We have additionally obtained a Co-
hen kappa value of 0.9691 for the Inter-Annotator
Agreement (IAA) between the two annotators. The
review done by the hyper-annotator has shown that
both annotators did a few mistakes (probably from
getting tired). Other specific cases in which they
disagreed included:

• Very short tweets, composed of words, that
exist in several languages (e.g. in Bulgarian
and Russian: “настроение...” or “Логич-
но и.....технологично.”, “Лондон”). Trans-
lation in English: “mood...”, “Logically
and.....technologically.”, “London”.

• Cases due to the lack of extensive knowledge
of the annotators in terms of Bulgarian di-
alects or other close languages (we cannot

11https://spacy.io/. Last accessed on April 11, 2022.
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Raw data Clean data
Tools Accuracy Precision Recall F1 Accuracy Precision Recall F1
fastText 0.96 0.99 0.97 0.98 0.97 0.99 0.98 0.98
CLD3 0.93 0.96 0.96 0.96 0.94 0.97 0.97 0.97
langdetect 0.93 0.96 0.96 0.96 0.93 0.96 0.96 0.96
LangID 0.90 0.98 0.90 0.94 0.91 0.97 0.91 0.94
polyglot 0.90 0.99 0.89 0.94 0.91 0.99 0.90 0.94
Google Sheets 0.99 0.99 0.99 0.99 0.99 0.99 1.00 0.99
spaCy* 0.89 0.99 0.87 0.93 0.90 0.99 0.88 0.93

Table 4: Results of the tests performed on our dataset.

Raw data Clean data
Tools Accuracy Precision Recall F1 Accuracy Precision Recall F1
fastText 0.98 1.00 0.98 0.99 0.99 1.00 0.99 0.99
CLD3 0.98 1.00 0.98 0.99 0.98 1.00 0.98 0.99
langdetect 0.98 1.00 0.98 0.99 0.98 1.00 0.98 0.99
LangID 0.93 1.00 0.93 0.96 0.93 1.00 0.93 0.96
polyglot 0.91 1.00 0.91 0.96 0.93 1.00 0.93 0.96
Google Sheets 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
spaCy* 0.91 1.00 0.91 0.95 0.94 1.00 0.94 0.97

Table 5: Results of the tests performed on CLEF 2021 dataset.

share examples due to Twitter’s data sharing
restrictions).

• Tweets in English, but transliterated in Cyril-
lic letters, e.g. “Толд йа соу”(“Told ya so”).

See the following Section 5.2 on how the LI
tools dealt with such short and ambiguous tweets.

5.2 Results from Testing the LI Tools

The final results can be seen in Tables 4 and 5,
where “F1” stands for F1-Score. Undoubtedly,
the best performing language identification tool
is Google Sheets, which was a surprise for us. The
second best performing tool is fastText. However,
it is difficult to make a ranking because each tool
has its advantages and disadvantages.

One of the first problems that we noticed while
executing the code is that fastText gives an error
if the text of the tweet is not in one line. We had
to remove all the new line symbols before using
the tool. The other tools had no problem with that.
The next tool that gave us an error was langdetect.
We had to remove tweets that only contained emo-
jis or replace the emojis with some text so that
the tool can annotate the data. The other tools did
not give emoji-caused errors during code execu-
tion, but some of them did not annotate such tweets

(spaCy), some labeled them as "unknown" or "un-
defined" (polyglot and Google Sheets), and some
labeled them as if they were normal text (fastText,
CLD3 and langID). Therefore, we removed from
our dataset 2 tweets that contained only emojis.
Another problem that we encountered is that spaCy
did not assign language labels to some of the tweets.
We tried to understand why this was happening,
but we couldn’t. For our dataset, the tool did
not annotate 96 posts (raw data). The length of
these tweets varied between 1 and 29 words (aver-
age word length - 6.49), most of the unannotated
tweets were 6 words long. The number of cleaned
unannotated tweets increased to 200, their length
was 1-26 words (with an average length of 7.36).
Again, most of the unannotated tweets were 1 word
long. We checked if all the 1-word-long tweets
were not annotated, but it turned out that some of 1-
word-long tweets were annotated. For CLEF2021
datasets, the unannotated tweets were fewer - 32
(raw data) and 114 (clean data). Again, we observe
an increase in the number of tweets not annotated
by spaCy after cleaning the data. We hypothesize
that this might be due to the fact that during “clean-
ing” whole words (hashtags and mentions) were re-
moved. In the raw data, the length of the tweets var-
ied between 5 and 26 words (average word length -
12.69), with most of the unannotated tweets being
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9 words long. The length of the cleaned unanno-
tated tweets in CLEF2021 was 4-42 words (with
an average length of 11.61). The highest number
of unannotated tweets had a length of 7 words (for
raw data) and 12 words (for cleaned data). We
looked at the text of the unannotated tweets of the
raw datasets, but we could not find the reason (for
example, they may have contained only hashtags
or code-switching), but the texts were very diverse.
As spaCy does not label all the data, its results
are separated from the results of the other tools in
Tables 4 and 5.

All tools, in addition to language, also provide
data on accuracy or a confidence score. However,
only 2 of the tools output more than one language
label - langdetect and spaCy. It is not described
in detail on what principle they put these labels,
but we noticed that they usually put several labels
if they have detected more than one language in
the text or arrange the languages according to ac-
curacy. In our dataset we had only one post in
Bulgarian–Latin, which was labeled correctly by
CLD3. CLD3 is also the tool that provides the most
detailed output.

We tested with which languages the tools most
often confuse tweets, written in Bulgarian. When
making mistakes, the tools most frequently tag Bul-
garian tweets as Macedonian (mk) (see Table 6
for the most common mistakes of the tools when
tagging Bulgarian tweets). Some of the tools tag
Bulgarian (bg) tweets as Russian (ru) or Serbian
(sr). These errors may be due to the amount of data
in these languages in the datasets used to train them.
We assume that when training fastText, the largest
amount of data was in Russian. Respectively, the
largest amount of data for polyglot and spaCy was
probably in Serbian.

Regarding the very short tweets, which the hu-
man annotators struggled with (see the end of Sec-
tion 5.1), surprisingly, the LI tools correctly recog-
nized the language, even if they had access only to
the text of the tweet. As the investigation of the
hyper-annotator showed that most of these tweets
were written in Russian, our hypothesis was that the
tools have been pre-trained on much larger amounts
of Russian texts. Further investigation of this issue
is necessary.

In terms of speed, all the tools did quite fast in
labelling all datasets. FastText, CLD3 and polyglot
annotated the tweets in less than 5 seconds, and
langID annotated data in about 10 seconds. The rest

Covid-19 CLEF 2021
Tools Raw Clean Raw Clean
fastText ru ru ru ru
CLD3 mk mk sr mk
langdetect mk mk mk mk
LangID mk mk mk mk
polyglot sr sr sr sr
Google Sheets mk mk mk sr
spaCy sr sr sr sr

Table 6: The most common mistakes of the LI tools
when providing language labels to tweets, written in
Bulgarian.

of the tools were slower, but the annotation time
remains less than 1 minute. It takes spaCy about 40
seconds to annotate the data, and langdetect about
30.

6 Conclusions

In this article we have presented the results from
comparing 7 well-known off-the-shelf Language
Identification (LI) tools on identifying Bulgarian
language posts in two Twitter datasets, composed
of around 3000 tweets each. We provided a pre-
sentation of each tool along with its useful func-
tionalities and eventual shortcomings. We are con-
fident that this information will be of use to any
researchers, who would like to know the perfor-
mance of off-the-shelf LI tools on Bulgarian social
media posts, without training them.

Our results show that the tool which has the high-
est scores is the DETECTLANGUAGE() function-
ality of Google Sheets. The second best is fastText.
We have found out that CLD3 has also the func-
tionality to recognize Bulgarian, written with Latin
letters, which is useful for social media and Inter-
net forums texts. Testing its performance for this
task has still to be done. We have also discovered
that polyglot and (partially) spaCy can be used to
guess multiple languages, present within the same
text, but their performance in executing this task
needs to be properly tested too.

We haven’t discovered any LI tool, which simul-
taneously has a high Accuracy/F1-Score, can rec-
ognize Bulgarian written with Latin letters, and rec-
ognizes the languages in multi-lingual posts. This
presents an opportunity for creating such a tool.

As future work, we plan to evaluate in more de-
tail the above mentioned functionalities of polyglot,
spaCy, and CLD3, and also to implement our own
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LI tool.
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Appendix A Tool used for manual
language annotation

As described in the article, we have used Google
Spreadsheets for manually annotating the lan-
guages of social media posts. Figure 1 shows the
annotation spreadsheet with fall-down menu, con-
taining the annotation categories. The examples of
tweets are mock ones, due to Twitter’s restrictions
on sharing their data.
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Figure 1: Annotation spreadsheet with fall-down menu.
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Abstract

More than 13 million people suffer a stroke
each year. Aphasia is known as a language
disorder usually caused by a stroke that dam-
ages a specific area of the brain that controls
the expression and understanding of language.
Aphasia is characterized by a disturbance of
the linguistic code affecting encoding and/or
decoding of the language. Our project aims to
propose a method that helps a person suffering
from aphasia to communicate better with those
around him. For this, we will propose a ma-
chine translation capable of correcting aphasic
errors and helping the patient to communicate
more easily. To build such a system, we need a
parallel corpus; to our knowledge, this corpus
does not exist, especially for French. There-
fore, the main challenge and the objective of
this task is to build a parallel corpus composed
of sentences with aphasic errors and their cor-
responding correction. We will show how we
create a pseudo-aphasia corpus from real data,
and then we will show the feasibility of our
project to translate from aphasia data to natural
language. The preliminary results show that the
deep learning methods we used achieve correct
translations corresponding to a BLEU of 38.6.

Keywords: Aphasia, Augmentation corpus,
Machine translation, Deep learning.

1 Introduction

Stroke represents the 2nd cause of death in the
population, and the 1st cause of physical handicap
in France. According to World stroke organization,
13.7 million people worldwide will suffer their first
stroke on 2022 and 5.5 million will die from it.
The incidence of stroke increases significantly with
age and, in the West, as people are living longer
and longer, stroke is almost becoming a pandemic
problem.

Stroke can affect the mechanisms of speech,
movement, sensation, an so on. The physical, cog-
nitive and psychic after-effects of a stroke remain,

unfortunately, frequent (30 to 50% of cases). Many
survivors will experience some form of lifelong
disability or impairment that they will attempt to
cure. They are particularly confronted with the re-
duction of their movements and isolation, among
other things, due to their inability to communicate
normally. With rehabilitation and specialist sup-
port, however, most stroke survivors can return to
a near-normal life.

According to the National Aphasia Association1,
a third of strokes result in aphasia, a major after-
effect that greatly affects quality of life (Summers
et al., 2009). Aphasia, a term suggested by Ar-
mand Trousseau in 1863, is characterized by a
disturbance of the linguistic code, affecting the
expression and/or the comprehension, and which
can concern the oral and/or the written language. It
is a localized or diffuse brain damage, generally in
the frontal, parietal and/or temporal area of the left
hemisphere, essentially of vascular, traumatic or of
tumor origin (Marshall et al., 1998).

There are several different types of Aphasia, all
of them coming with their own unique side-effects
(Clough and Gordon, 2020). Their classification is
not a trivial task, however, there is one thing they
all share: making communication a difficult task.
Findings in current theory (Cho-Reyes and Thomp-
son, 2012) suggest frequent misuses of verbs and
nouns, either from a character-mismatch or lexical
swap perspective, and heavy syntactic alterations
(Garraffa and Fyndanis, 2020). The discourse abili-
ties might also be limited (Armstrong, 2000).

Our ultimate goal is to help People with Aphasia
(PwA) to find their words easily by offering them
a speech-to-speech system that corrects mispro-
nounced sentences. To achieve this, we first need
a parallel corpus where the source is composed by
the altered spoken sentences and the target by what
should have been spoken. In our knowledge, this

1https://www.aphasia.org/
aphasia-resources/aphasia-factsheet/
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kind of corpus does not exist. What we propose
in this article is to create such dataset by starting
with sentences pronounced by PwA in speech ther-
apy sessions and their correction, and then aug-
ment the corpus with sentence pairs automatically
created based on the features of the initial data.
We will also perform some preliminary translation
experiments to show the overall feasibility of the
approach that will lead to an aphasic speech correc-
tion system.

Our focus is on Broca patients. We believe that
given the nature of popular rehabilitation methods,
such as linguistic specific treatment (LST) (Thomp-
son et al., 2003) and mapping therapy (Rochon
et al., 2005), both of which are based on repetition
of words, similar structures, or giving clues on re-
membering certain words or phrases, our instant
feedback system based on speech translation would
be of great help.

2 Related works

In natural language processing (NLP) and also in
humanities, the availability of corpora is essential
for understanding behavior phenomena and propos-
ing tools or softwares based on NLP techniques or
machine learning methods that facilitate the com-
prehension of such phenomena. In this particular
topic, the aphasia data are rare and those that exist
are not available.

One of the most attractive project developing
Aphasia corpora is probably AphasiaBank (Forbes
et al., 2012). The objective of AphasiaBank project
was to provide researchers and clinicians with a
large shared multimedia database of uniform dis-
course from individuals with and without aphasia.
The database includes language samples in English,
Spanish, German, Italian, Hungarian, Mandarin
and Chinese. The aphasia section of this database
contains approximately 180 videos of people with
aphasia.

The project RELEASE (Williams et al., 2016)
refers to the aphasia dataset of individual patient
data for the rehabilitation and recovery of people
with Aphasia after stroke. This project seems to be
used by clinicians with the objective to study the
rehabilitation. No information is given about the
transcription of their utterances.

In the Moss Aphasia Psycholinguistics Project
(MAPP) (Mirman et al., 2010), the authors pro-
vide a searchable database with data from more
than 240 patients. The database is made up of the

Philadelphia Naming Test (PNT) results. The PNT
is a single-word picture naming test developed to
collect a large corpus of naming answers from pa-
tients.

Concerning the works that have addressed the
problem of aphasia using automatic language pro-
cessing approaches, we can cite the research below.

Since the grammatical deficiencies depend
on the Primary Progressive Aphasia (PPA), in
(Themistocleous et al., 2021) the authors propose to
classify PPA variants by using part of speech (POS)
production and to identify morphological markers
that classify them by using machine learning. PPA
is a very unique kind of aphasia. It is a form of
dementia, and there are no cures available. Even-
tually, the person with this dementia completely
loses their ability to comprehend and produce lan-
guage due to gradual degradation (Thompson et al.,
1997).

The study (Day et al., 2021) combines natural
language processing and machine learning methods
to predict the severity of PwA, both by score and
severity level. The authors used a dataset of 238
participants extracted from AphasiaBank. They
took the data from its transcript and composed the
dataset by removing stop words and other items
not necessary for this task. Stop word lists dif-
fer greatly, but they usually contain non-thematic
words, like function words (determiners), prepo-
sitions (on, it, under), and so on. This is a very
questionable decision, given the importance of the
already few words people with aphasia are uttering.
Stop words could be important indicators.

3 Building an Aphasic-French parallel
corpus

In this section, we will describe how to build an
Aphasic-French corpus (APHAFRECH) which will
be used to show the feasibility of developing a com-
munication rehabilitation support system for an
aphasic person. To do this, we started by collecting
real aphasia data in French that we transcribed, then
we developed methods to build a parallel corpus
that can be used to develop a machine translation
system. We used several sources to build up a
corpus for the analysis of aphasic errors. The first
source is made up of videos extracted from the Web
recorded in therapy sessions between speech ther-
apists and PwA. In each video a speech therapist
asked several questions to the PwA such as: What
is your name? How do you feel today? Describe

Proceedings of CLIB 2022

163



what you see in this picture. We transcribed the
PwA utterance and we corrected it. We retrieved
seven dialogues that last from 3 to 20 minutes, the
statistics concerning these videos are given in Table
1.

d 65′8′′

|d̄| 8′8′′

|w̄| 349
Males 3

Females 2

Table 1: Statistics about Aphasia videos. d: duration,
w: word

The second source consists of the transcription
of the reading of a text of 131 words by Guy de
Maupassant2 by people with aphasia. This kind
of data should be handled with care: reading diffi-
culties might be a by-product of another language
disorder frequently accompanying aphasia: alexia.
More of it in the next section.

The third source is based on the transcription of
two conversations between a PwA and a speech
therapist (Colin et al., 2016). This allows the PwA
to speak and express themselves without being in-
terrupted.

3.1 Analysis of the collected data
We analyzed the transcripts to characterize the ef-
fects of aphasia on speech. Several interesting de-
tails were observed, among them we can mention
that aphasia leads to hesitations, the repetition of
the same word or the same syllable, the interruption
of speech and the use of periphrases.

In this article, we focus on Aphasia lexical errors.
Our objective is to use minimal complexity and
confusability in our data as what has been done for
the images of PNT (Mirman et al., 2010) in order to
facilitate the rehabilitation. In lexical errors, a word
form is disturbed at several levels. It may concern
the replacement of a character by another (abricot
becomes apricot), swaping of syllables (télévision
becomes létévision). Sometimes the PwA replaced
a whole word by another one. This replacement
can be explained by the pronunciation proximity
(cigarette becomes ciguerapette) or by a semantic
confusion. For example, a word could be replaced
by another one semantically close for example pain
(bread) is replaced by vin (wine) and in addition, in
this case these two words are acoustically close to

2Pierrot in Contes de la bécasse, 1883

each other. Sometimes the PwAs create new words,
it would seem from our study that they maintain
the morphology of the words.

It’s worth mentioning the influence of a potential
aphasia-byproduct language disorder called alexia
(Cherney, 2004). There are two main types of
alexia: one influences vision in a physical way,
the other one damages linguistic processing. Some
of the results from reading tasks might be explained
by the psycholinguistic deficits caused by a degra-
dation in linguistic processing, and are not neces-
sarily aphasia-related.

We identified from the transcriptions of 43 er-
roneous words belonging to the class of lexical
errors, four categories: substitution, addition, dele-
tion and replacement errors. Figure 1 illustrates
the distribution of aphasic errors according to the
Levensthein distance between the correct word and
its erroneous aphasic. This figure shows that 67%
have a Levenshtein distance smaller or equal to 2
with the correct word.

Therefore, based on these figures, we believe
that it is possible to create a large enough aphasia
corpus by simulating errors close to those we en-
countered when analyzing real aphasia data. This
will be done by introducing type errors: insertion,
deletion and substitution, based on appropriate val-
ues of the Levenshtein distance.
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Figure 1: Distribution of aphasic errors according to the
Levenshtein distance.

3.2 Automatic generation of pseudo-aphasic
corpus APHAFRECH

Thanks to the errors studied during the analysis of
aphasic data, we propose to create a pseudo-aphasic
corpus automatically. In the following, we refer to
all aphasic errors and their corrections, described
in Section 3.1, as A (A for Aphasic). This corpus
is made up of couples (ai, ci) where ai is the ith
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aphasic error and ci is its correct version proposed
by a human annotator.

In order to build APHAFRECH, we propose to
start with C, a clean corpus totally independent
from the aphasia corpus described in Section 3.1.
To build C, we extracted 2,000 short sentences from
the French part of the English-French file produced
by Tatoeba project3. Then we generated from each
sentence of C a pseudo-aphasic sentence by apply-
ing rules based on the analysis of A. For that, we
apply the method described in Algorithms 1 and 2.
For each sentence in C, we randomly select words
to alter with a fixed probability p. Then for each
selected w, we produce n erroneous words poten-
tially considered as words pronounced by a PwA.
These n words are produced by using substitution,
deletion and insertion of letters within w. Then,
among these produced erroneous words, we select
the best one w′ which will replace w. In the alter
function (Algorithm 2), for this first experiment,
we allow only one alteration, but the algorithm can
be later extended to lead to several alterations. We
define this best erroneous word by using a scoring
that yields the most likely altered word of having
been pronounced by a PwA. With this two-step
process, we want to give as much freedom as pos-
sible to the generation of errors, even if it means
generating errors that are actually impossible to
pronounce; step 2 then allows us to select plausible
errors.

Algorithm 1 Generation of APHAFRECH
Require: a corpus C, p, n
Ensure: parallel corpus APHAFRECH

APHAFRECH← ∅
for each sentence s ∈ C do

s′ ← empty string
for each string w ∈ s do

if random() < p then
w′ ← alter(w, n)

else
w′ ← w

end if
add w′ to s′

end for
add couple (s, s′) to APHAFRECH

end for

3https://www.manythings.org/anki/

Algorithm 2 Generation word errors (function al-
ter)
Require: w, n
Ensure: erroneous variant w′ of w
v ← ∅ (the set of variants)
for each i from 1 to n do

repeat
wi ← w
alteration← random(”I”,”D”,”S”)
if alteration = ”I” then

insert randomly a character in wi

else if alteration = ”D” then
delete randomly a character from wi

else
replace at random position a
character of wi by another one
randomly selected

end if
until wi /∈ v or a maximum number of

iterations is reached
add wi to v

end for
for each wi ∈ v do

give a score to wi

end for
w′ is the wi with the best score

3.2.1 Scoring a variant
Each erroneous variant is assigned a score that indi-
cates to what extent it could have actually been pro-
duced by a PwA. Then, in the initial sentence, we
replaced the concerned words by those that achieve
the best error scores. To measure the quality of a
variant, we tested two scoring functions. Actually,
the variant w′ is supposed to be pronounced by a
PwA and as it is difficult to affirm that, the PwA
wanted to say w, we should score this word. We de-
fine a measure f(w,w′) that gives values between
0 (w′ is certainly not an aphasic word spoken in
place of w) and 1 (w′ could be certainly an aphasic
word spoken in place of w). In the following, we
define the two score measures.

ngram scoring For this scoring, the quality of
the erroneous string w′ depends only on the like-
lihood of the character sequence. This likelihood
is computed based on a character ngram language
model that has been trained on a French novel (Ger-
minal, by Émile Zola). For the smoothing method,
we used Katz method (Katz, 1987). In sake of fu-
ture coverage, the character vocabulary is the set
of unicode ids. We propose to define the ngram
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score by Equation 1.

ngram(w,w′) =
1

m

m∑

i=1

P (w′
i|h′i) (1)

Where m is the number of characters of w′ and
h′i is the character sequence preceding w′

i. In case
of n-gram, h′i is truncated to the n− 1 preceding
characters.

Let’s remark that ngram(w,w′) does not de-
pend on w because we want only measure the like-
lihood of w′ independently of the lexical distance
between w and w′ (this distance is fixed to 1 in this
experiment).

soundex scoring For soundex, the words w
and w′ are close if their respective pronunciations
are close. To estimate the degree of closeness of
words, we compared the soundex encoding of w
and w′. Soundex (Jacobs, 1982), is a method for
indexing words by their sound. Words are encoded
by taking advantage of their phonetic form. The
encoding is done in both words, the altered and
the correct one. The principle of encoding a word
consists in deleting spaces, uppercasing the word,
keeping the first letter, deleting the vowels, asso-
ciating digits to each letter in accordance to its
phonetic class (see Table 2) and finally by keeping
the first four characters.

Phonological group digit
B,P 1

C,K,Q 2
D,T 3
L 4

M,N 5
R 6

G,J 7
X,Z,S 8
F,V 9

Table 2: Soundex codes for each phonological group

With this encoding function, words like bollon
and ballon will receive the same code B445, while
the encoding of the words farapluie and parapluie
will be respectively F614 and P614.

Then we estimate the Soundex closeness of w
and w′ by soundex(w,w′), defined by Equation 2.

soundex(w,w′) =
1

4

4∑

i=1

δ(Si(w), Si(w
′)) (2)

Where Si(x) is the ith soundex code of the word
x. δ(x, y) returns 1 if x is equal to y.

Performance of scoring functions In order to
measure the capability of ngram and soundex to
give a score close to 1 to real aphasic errors, we use
A as a test corpus. We injected each real aphasic
error ai into the list of pseudo aphasic errors pro-
vided by Algorithm 2. Table 3 shows the average
of the inverse rank of ai in the list sorted according
the ngram and soundex scores. For ngram, we
tested several values of n, the best results have been
achieved for n = 4. The result of the soundex
function leads to a very low performance compared
to the ngram function. This is due to the distribu-
tion of the soundex function scores which has a
tiny standard deviation.

Scoring function Performance
4-gram 0.26

Soundex 0.02

Table 3: Performance of scoring functions on the pro-
duced errors

4 A preliminary experience in Machine
translation of a pseudo aphasic corpus

In this section, we study the opportunity to trans-
late an aphasic corpus to its corrected counterpart.
For that we use APHAFRESH, the parallel corpus
we described in Section 3. To generate the aphasic
sentences, we used only the ngram scoring func-
tion since it is the one that achieves the best aphasia
errors. Table 4 shows a sample of this corpus.

Pseudo-aphasia Correct sentences
sentences
sois juite sois juste
j’ai fait sine j’ai fait signe
je duis calme je suis calme
je me suis révemillé je me suis réveillé
je suis detite je suis petite
si ça ne vous dérande si ça ne vous dérange
pas, pourrions-nous pas, pourrions-nous
inspecter votre valise inspecter votre valise ?

Table 4: A sample of the parallel experimental pseudo-
aphasic corpus APHAFRESH

Our ultimate objective is to provide an aphasic
speech to natural speech translation system. But,
in this preliminary experience, we will study the
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opportunity to translate an aphasic corpus to its
corrected counterpart. For that, we will train a
sequence-to-sequence machine translation model,
a kind which has been used widely in the litera-
ture of machine translation and other NLP appli-
cations (Sutskever et al., 2014; Zhang et al., 2015;
Nguyen Le et al., 2017; Mao et al., 2020). We used
the corpus we created, APHAFRESH, for training,
tuning and for testing.

The input of the encoder is the Aphasia sentence
and the output is the hidden state and cell state of
the LSTM. The decoder has the hidden state and
cell state of the encoder as inputs in addition to the
input sentence. The results of the decoder LSTM
is passed through a dense layer to predict decoder
outputs as shown in Figure 2.

In Table 5, we give the different parameters of
the neural network architecture we used.

Parameters Values
Source Maximum Length sentence 13
Target Maximum Length sentence 14

Source Unique words 13,085
Target unique words 8,364

Batch Size 64
Epochs 20

Number of LSTM Nodes 400
Embedding Size 100

SPLIT Training-Tuning 0.1
Test size 2,000

Table 5: The parameters of the sequence-to-sequence
model

Concerning the optimizer, in our experiments we
tested several methods, the one which achieves the
better results is the Adaptive Gradient Algorithm
(Duchi et al., 2011). In fact, adaptive gradient al-
gorithms calculate gradient-based updates using
the history of gradients, which has the advantage
to reduce the inconvenience of manually setting
the step size parameter in the stochastic gradient
descent optimizer. In addition, AdaGrad is known
also for its computational efficiency (Kingma and
Ba, 2014). From Figures 3 and 4, we can conclude
that the accuracy is high and the model reduced
the value of the loss, which means that the model
makes small errors on few data and the model pre-
dicts well. The training and the validation curves
start with relatively high loss at the beginning and
gradually decrease as training and validation exam-
ples are added and gradually flatten, indicating that

adding more examples does not improve the perfor-
mance of the model on both data. This leads us to
assume that our neural network does not overfit.

We tested this model in a test corpus composed
of 2,000 aphasia sentences. The results in terms of
cumulative BLEU are given in Table 6.

BLEU1 BLEU2 BLEU3 BLEU4
59.24 51.20 44.39 38.60

Table 6: Cumulative BLEU on the pseudo-aphasia cor-
pus

Figure 5 illustrates the distribution of the BLEU
score over the 2,000 sentences of the test corpus.
We can observe that more than 31% of the sen-
tences have a BLEU higher than 50 which means
that we achieve a very high quality and fluent trans-
lation. Only 5% of the translation have a BLEU
smaller than 10 which corresponds in general to a
useless translation. 19% of the translations have a
BLEU between 10 and 19, which corresponds to
sentences that are difficult to understand.

Figure 5: Distribution of the level of understanding of
the translation of the 2000 Aphasia sentences

In order to make the reading of Figure 5 easy,
Table 8 recalls how to interpret the BLEU score
(Noever et al., 2021) accordingly to the quality of
the translation.

The global analysis of the BLEU score on the
different sentences of the test corpus is illustrated
by Table 7.
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Figure 2: Architecture of the Aphasia sequence-to-sequence model

Figure 3: The accuracy on the training and the validation
corpus

Mean SD Max Min
40.62 24.09 90.48 4.18

Table 7: Some figures concerning the BLEU scores of
the Aphasia to natural text machine translation

Figure 6 is a different presentation of Figure 5,
it shows the decreasing evolution of the values of
BLEU. We can notice that more than 25% of the
test corpus was translated with a performance of at
least 50 in terms of BLEU.

Figure 4: The loss function on the training and the
validation corpus
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Figure 6: A decreasing distribution of BLEU over 2,000
sentences.
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BLEU Score Interpretation
< 10 Almost useless translations
10 to 19 Difficult to understand
20 to 29 The idea is clear, but it contains

many errors
30 to 40 correct translations
40 to 50 High quality translations
50 to 60 Very high quality
> 60 Quality better than a human transla-

tion

Table 8: Interpretation of the quality of machine transla-
tion depending on the BLEU score

5 Conclusion

Aphasia is a unique and rather complex phenom-
ena. There is a great amount of work trying to
understand and explain the underlying structural
changes from different perspectives. Since there is
no general consensus on what the best approach is
to therapy, the field remains open for experimen-
tation. We decided to take up the challenge from
a machine learning perspective by implementing
a method that will eventually allow us to come
up with a speech-to-speech system where the in-
put is aphasic speech and the output is a rehabili-
tated speech. For that, we created an aphasia-like
corpus, APHAFRECH, with correct-incorrect sen-
tence pairs, using three different resources. This
required the study of errors from aphasic sources
in order to understand certain types of errors and
to reproduce them automatically. With the cre-
ated dataset we trained a neural network machine
translation that yields very high quality translations
on APHAFRECH. The next step will concern the
introduction of more complex aphasia errors into
APHAFRECH (such as context-dependant errors
and semantic based errors) and the study of the
quality of the translation by using a more elabo-
rated DNN machine translation.
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Abstract 

In late 2016, Google Translate (GT), 

widely considered a machine translation 

leader, replaced its statistical machine 

translation (SMT) functions with a neural 

machine translation (NMT) model for 

many large languages, including Spanish, 

with other languages following thereafter. 

Whereas the capabilities of GT had 

previously advanced incrementally, this 

switch to NMT resulted in seemingly 

exponential improvement. However, half 

a dozen years later, while recognizing 

GT’s usefulness, it is also imperative to 

systematically evaluate ongoing 

shortcomings, including determining 

which challenges may reasonably be 

presumed as superable over time and 

those which, following a multiyear 

tracking study, prove unlikely ever to be 

fully resolved. While the research in 

question principally explores Spanish-

English-Spanish machine translation, this 

paper examines similar problems with 

Bulgarian-English-Bulgarian GT 

renditions. Better understanding both the 

strengths and weaknesses of current 

machine translation applications is 

fundamental to knowing when such non-

human natural language processing 

(NLP) technology is capable of 

performing all or most of a given task, and 

when heavy, perhaps even exclusive 

human intervention is still required. 

Keywords: Bulgarian, English, Google 

Translate, machine translation, Spanish 

1 Theoretical introduction and historical 

overview 

The genesis of this study lies in events that, 

while years in the making, came to light fully in 

late 2016, when programmers behind the scenes 

switched the online machine translation service 

Google Translate (GT) from one employing 

statistical machine translation (SMT) to one 

relying on the company’s newly completed neural 

machine translation (NMT) system (Lewis-

Kraus, 2016). Rather than featuring different 

modules, NMT utilizes a single, streamlined 

system that contains only an encoder, which 

analyzes the training data (mostly bilingual 

corpora), and a decoder, which applies this 

analysis to a new source-language text and 

renders it into the chosen target language. While 

the encoder assigns individual words and other 

features numerical qualities, the decoder 

considers texts to be translated at the full sentence 

level, rather than according to separate words or 

phrases as with the SMT models (Poibeau, 2017: 

185). This seeming simplicity should not obscure 

the fact that NMT is not only extremely complex, 

but, given that the representation of the data is 

strictly numerical, it is not completely understood 

even by those who have written the algorithms 

leading to the vectors of numbers involved in the 

work of encoding the bilingual texts (193). While 

NMT can compete with human translators on 

tasks involving highly repetitive structures (e.g. 

legal documents, economic texts), less common 

and more creative, more novel content can lead to 

serious meaning errors. In other words, adequacy 

may suffer even if the fluency of the resulting 

translation may be acceptable. The main cause of 

this difficulty on the part of computers to engage 

successfully in natural language processing 

(NLP) is ambiguity (lexico-semantic, 

morphosyntactic, etc.) (Koehn, 2020: 37). A 

number of examples displaying this phenomenon 

are considered in this paper. 
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2 Overview of research 

The purpose of the larger research project – 

based mainly on English and Spanish – is to 

determine not only what NMT can and cannot do, 

both generally and specifically, but also what 

improvements might occur over the next five 

years or so. As this research focuses largely on the 

written word, a thorough assessment of these 

matters requires a systematic evaluation of the 

different categories involved, namely expository 

writing, descriptive/narrative writing, and 

persuasive writing via texts from numerous 

subcategories in each case. This allows for 

methodical contrasting and comparing of the 

results yielded by GT, some of which are unique 

to the relationship between English and Spanish, 

whereas others have features that can be 

extrapolated to other languages, including 

Bulgarian. 

3 Presentation, discussion, and analysis 

of research data 

Initial work drawing on material from the 

above-mentioned categories will now allow for a  

discussion of GT results stemming from a variety 

of texts. While GT is capable of performing 

felicitous translations in many content areas, and 

while it has arguably improved vastly in all areas 

since the switch to NMT beginning in 2016, many 

renditions continue to be problematic to one 

degree or another. While many such instances are 

given throughout this paper, it is appropriate at 

this point to share two such examples (i.e. one that 

is considered to be a suitable, even excellent 

translation by GT, and another that is decidedly 

flawed). Both happen to be from English to 

Spanish. The first is from an economic report 

published by the business and finance website 

cnbc.com (Fitzgerald and Stevens, 2021): 

(1) July’s Consumer Price Index released 

Wednesday showed prices jumped 5.4% 

since last year, compared to expectations 

of 5.3%, according to economists 

surveyed by Dow Jones. The government 

said CPI increased 0.5% in July on 

month-to-month basis. 

GT (4 Oct 2021): 

El índice de precios al consumidor de 

julio publicado el miércoles mostró que 

los precios subieron un 5,4% desde el 

año pasado, en comparación con las 

expectativas del 5,3%, según 

economistas encuestados por Dow Jones. 

El gobierno dijo que el IPC aumentó un 

0,5% en julio mes a mes. 

The GT rendition of passage (1) into Spanish 

represents an arguably flawless translation, 

including several important but somewhat subtle 

details. For instance, the initials CPI for 

Consumer Price Index have been converted, 

appropriately, to IPC (índice de precios al 

consumidor). Next, whereas in English no article 

is used before the expression of percentages, GT 

inserted an indefinite article in one case (un 

5,4%), and a definite one in the other (el 5,3%). 

The use of either or both is more common than 

not in authentic Spanish. Finally, while the 

decimal separator employed in English is the 

period, most South American countries use the 

comma, which is also the case in Spain, which is 

part of the European Union. Apropos of that, the 

main reason for the accuracy of this translation, 

including all the intricacies mentioned, surely lies 

in the fact that myriad such texts that have been 

translated between English and Spanish and vice 

versa – such as those related to the European 

Parliament’s Committee on Economic and 

Monetary Affairs (ECON), which are found in the 

Europarl parallel corpus, to which GT has access. 

The second example is a set of simple 

questions that one may easily presume would 

pose no great difficulty for GT: 

(2) How are you, Dad? 

How are you, Father? 

How are you, Mom? 

How are you, Mother? 

GT (26 Mar 2022): 

¿Cómo estás, papá? 

¿Cómo estás, padre? 

¿Cómo estás mamá? 

¿Como está tu madre? 

Whereas the first two translated sentences in 

example (2) are in no way problematic, the final 

two have a minor and then major errors. While 

¿Cómo estás mamá? inexplicably lacks the 

comma present in the two previous sentences, it is 

a detail that does not seriously impede 
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understanding, essentially continuing to pose the 

same question. The final sentence, in contrast, 

suffers a catastrophic semantic change with a shift 

from second to third person: ¿Como está tu 

madre? means ‘How is your mother?’, not ‘How 

are you, Mother?’ 

The following sections explore various issues, 

organized by common themes, that arise in GT 

renditions of original texts in different 

combinations of Spanish, English, and Bulgarian. 

3.1 Pronoun-dropping and pronoun 

confusion between animate and inanimate 

objects 

Whereas pronoun-dropping rarely occurs in 

English, it is quite common in many other 

languages, including Spanish and Bulgarian. In 

these pro-drop languages, other context markers, 

such as verb conjugations, serve to supplant much 

of the information carried in the missing 

pronouns, especially subject pronouns. However, 

since the context unavoidably becomes more 

implicit in the absence of the explicit pronouns, 

ambiguity unavoidably results. Although this type 

of situation is routinely processed without 

difficulty by humans, translation platforms such 

as GT are prone to significant meaning errors 

under the same conditions, as the following cases 

from Spanish and Bulgarian into English aptly 

demonstrate. 

Writing about her experience covering the 

election of Pope Francis, Argentine journalist 

Elisabetta Piqué wrote the following in her book 

Francisco: vida y revolución (2014): 

(3) Lo recuerdo bien. Estaba en la plaza, 

embarazada de mi primer hijo de 6 

meses, Juan Pablo. 

GT (8 Apr 2022):  

‘I remember it well. She was in the plaza, 

pregnant with my 6-month-old first child, 

Juan Pablo.’ 

Author’s translation: 

‘I remember it well. I was in the plaza, six 

months pregnant with my first child, Juan 

Pablo.’ 

 
1 As the author of this paper does not speak Bulgarian, 

Google Translate was used to aid in the creation of some of 

the source-language sentences analyzed herein. 

Beyond committing the also serious error of 

stating that a fetus at the sixth-month stage of 

pregnancy is in reality a sixth-month-old child (a 

miscalculation of approximately nine months), 

GT takes what is clearly (to a human reader) a 

first-person reference and turns it into a third-

person one. In the imperfect aspect of the Spanish 

past tense, the conjugation estaba (<infinitive 

estar ‘to be’) corresponds to various potential 

subjects: ‘I’ (yo), ‘he’ (él), ‘she’ (ella), ‘you’ 

(formal: usted), and ‘it’ (Ø). However, since the 

initial sentence was ‘I remember it well,’ it is clear 

that the one following also continues with the first 

person: ‘I was in the plaza…’ Not only would the 

GT rendition indicate that the father of the 

expected child was the one narrating and referring 

to the mother in the third person, but if such were 

the case the writer would almost surely have used 

an overt pronoun to make this abundantly clear: 

Ella estaba en la plaza… GT, processing largely 

at the sentence level, has no intersentential 

context on which to rely. Curiously, if only the 

segment Estaba en la plaza is processed, GT 

yields ‘I was in the square.’ It is likely, therefore, 

that the feminine word embarazada ‘pregnant’ 

incorrectly triggered a feminine pronoun: ‘she.’ 

A similar phenomenon can be witnessed with 

pronoun-dropping in Bulgarian, such as in the 

following pair of similar examples, the 

counterparts of which are also considered in 

Spanish: 

(4) Виждам  я.  Идва.1 

(I) see   her.  (She) comes. 

(5) Виждам  го.  Идва.  

(I) see   him.  (He) comes. 

       GT (5 Mar 2022): 

‘I see her. It’s coming.’ 

‘I see it. It’s coming.’ 

(6) La  veo.  Viene. 

Her (I) see. (She) comes. 

(7) Lo  veo.  Viene. 

Him (I) see. (He) comes. 
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       GT (8 Apr 2022): 

‘I see her. She comes.’ 

‘I see. Comes.’ 

In the initial two-word sentence in both pairs 

of examples, it must be supposed that the speaker 

is referencing the sighting of a man and then a 

woman, respectively, as the literal gloss indicates. 

It should also be understood, in the case of the 

Bulgarian examples, that this language does not 

have infinitive verb forms; the first person 

singular conjugation in the present is therefore 

employed to refer to a verb, after which, as occurs 

in Spanish, the endings change for other persons 

and according to tense and aspect (see Table 1 for 

Bulgarian ‘see’). Nevertheless, (4) and (5) both 

begin with a verb whose ending, in context, 

clearly refers, if only by default, to the first person 

singular. Use of the overt pronoun аз ‘I’ is 

unnecessary. However, in the second sentence of 

each example (a one-word verb phrase), the 

meaning is only implicit, as the verb form идва 

can mean ‘he/she/it is coming.’ The intent is clear 

to the speaker, but not to GT, which in both 

renditions has opted for the impersonal ‘it.’ 

Regarding example (6), even though the focus of 

GT’s analysis tends to skew heavily to individual 

sentences, it seems that the presence of feminine 

la in the first sentence aided its correct choice of 

‘She’ in its rendition of the second. However, not 

knowing if lo referred to ‘him’ or ‘it,’ GT omitted 

both in its version of (7), leaving a first sentence 

that lacks the needed object pronoun and a second 

one that is incomplete. 

English Bulgarian 

‘I see’  аз виждам 

‘you see’ (sing.)  ти виждаш 

‘he sees’  той вижда 

‘she sees’ тя вижда 

‘it sees’ то вижда 

‘we see’ ние виждаме 

‘you see’ (plur.)  вие виждате 

‘they see’ те виждат 

 

Table 1: Present tense of Bulgarian verb ‘see’ 

(виждам) with overt subject pronouns 

As manifested in example (5) in Bulgarian and 

(7) in Spanish, it is not only the omitted subject 

pronouns that can prove problematic for machine 

translation, but also the ambiguity of the clitics 

that are not left out. Whereas English features the 

unambiguous direct object pronouns ‘me’, ‘you’, 

‘him’, ‘her’, ‘it’, ‘us’, and ‘them’, Spanish and 

Bulgarian both have counterparts of these 

pronouns that are clear in some instances and 

ambiguous in others. In Spanish, the equivalent of 

‘me’, ‘you’ (sing. informal), ‘us’, and ‘you’ (plur. 

informal) are me, te, nos, os, all of which are 

distinct and therefore straightforward. However, 

‘him’, ‘her’, ‘you’ (sing. formal), and ‘it’ can all 

be expressed lo or la, depending on gender, while 

‘them’ and ‘you’ (plur. formal) are similarly 

either los or las. Faced with this uncertain 

situation in example (7), GT, as noted above, 

offered no equivalent pronoun at all in English, 

leaving only ‘I see,’ an intransitive verb use 

despite the fact that the sentence calls for a 

transitive construction, whether it be ‘I see him' or 

‘I see it.’ In Bulgarian, there is also some overlap 

in direct object pronouns, though it is limited to 

third person singular forms: ‘him’ and ‘it’ 

(masc./neut.) are both го, and ‘her’ as well as ‘it’ 

(fem.) are я (see Table 2 for all forms). In example 

(5), GT incorrectly selected inanimate ‘it’ in lieu 

of animate ‘him,’ even though in (4) it correctly 

chose animate ‘her.’ Nevertheless, if GT tends to 

render я as ‘she’ in all or most instances involving 

this type of ambiguity, eventually it will err – as 

it does in the next example – when this pronoun 

refers to an inanimate object that is assigned the 

female gender, the case with many Bulgarian 

nouns that end in –а and –я, such as маса ‘table’ 

in the following example given by Leafgren 

(2011: 74): 

(8) Това  е  новата ни  маса.  

This is new our table. 

Татко  иска  да  я поставим  

Father wants (aux.) it put  

в   ъгъла  в  

in (the)   corner in (the) 

кухнята. 

kitchen. 

‘This is our new table. Dad wants us to 
put it in the corner in the kitchen.’ 

       GT (7 Apr 2022): 

‘This is our new table. Dad wants us to 
put her in the corner of the kitchen.’ 

English Bulgarian 
(long) 

Bulgarian 
(short) 

‘me’ мен  ме 
‘you’ (sing.) Теб те 
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‘him’ Него го 
‘her’ Нея я 
‘it’ (mas./neut.) Него го 
‘it’ (fem.) Нея я 
‘us’ Нас ни 
‘you’ (plur.) Вас ви 
‘them’ Тях ги 

 

Table 2: Bulgarian accusative case (direct 

object) pronouns 

3.2 Difficulties related to the gender of 

nouns and adjectives 

As seen in the previous section, the use of 

certain third-person accusative pronouns in both 

Spanish and Bulgarian depends on the gender of 

either the person or the inanimate object that they 

modify. In both languages, gendered nouns 

themselves (and modifying adjectives) can also 

lead to difficulties for GT when ambiguities 

related to them arise in complex source-language 

material. In this regard, Koehn (2020: 7) proposes 

the following sentence in English, which is then 

translated into Spanish and Bulgarian, 

respectively: 

(9) ‘Whenever I visit my uncle and his 

daughters, I can't decide who is my 

favorite cousin.’ 

GT (8 Apr 2022): 

Cada vez que visito a mi tío y a sus hijas, 

no puedo decidir quién es mi primo 

favorito. 

Винаги, когато посещавам чичо си и 

дъщерите му, не мога да реша кой е 

любимият ми братовчед. 

While a human has little problem with the 

logical deduction that the daughters of the uncle 

are by necessity female cousins, the link is not 

explicit enough for GT to avoid falling into the 

trap, which is set by the fact that English has no 

endings or any other morphological markings that 

render nouns and adjectives inherently masculine 

or feminine. As a result, in each instance, both the 

noun and its accompanying adjective were 

rendered in masculine form in the translation. In 

Spanish, ‘female cousin’ is prima rather than 

primo, and the single feminine form of ‘favorite’ 

is favorita, not favorito. The same order of correct 

results in Bulgarian is братовчедка rather than 

братовчед, and любимата instead of 

любимият. 

3.3  Lexical differences by regional dialect 

and the effects of homonymia 

An important part of translation entails being 

able to insert the target language into its 

appropriate place in terms of culture and 

geography, a subfield of the discipline called 

localization. An essential element of this effort 

has to do with the suitable choice of specific 

vocabulary. If, for instance, a text in German 

about a wohnung were to be rendered into 

English, the translator would need to consider not 

only the target language but the pertinent dialect 

thereof. For a British audience the term ‘flat’ 

would be most appropriate, while US readers 

would identify with ‘apartment.’ In Spanish, at 

least three terms suggest themselves depending 

on the country or region: piso in Spain, 

departamento in Argentina, and apartamento in 

most of the rest of the Spanish-speaking world. 

The following examples, one from English to 

Spanish and the other in reverse order, are from 

the culinary world and show the importance of 

having certain lexical expertise in Spanish, a 

language particularly rich in synonym usage: 

(10) ‘It is a common practice to sauté  

 mushrooms in butter.’ 

       GT (8 Apr 2022): 

Es una práctica común saltear los 

champiñones en mantequilla. 

(11) Es más fácil tomar la soda con un  

carrizo. 

       GT (9 Apr 2022): 

‘It's easier to drink soda with a 

reed.’ 

The GT rendition of example sentence (10) 

would serve well in many Spanish-speaking 

countries, including certain large ones with high 

populations such as Mexico and Spain. In others, 

however, at least one of the food words would be 

uncommon to point of near non-existence. In 

Central American countries such as Honduras, 

Costa Rica, and Panama, the dominant term for 

‘mushrooms’ is hongos. In Argentina, Uruguay, 

and Paraguay, the nearly universal term for 

‘butter’ is manteca, despite that fact that in most 

other countries this name refers to ‘lard.’ 

Sentence (11) is one that could be heard 

throughout Panama, the only country were the 

default term for ‘drinking straw’ is carrizo, 

which, while it does mean ‘reed’ in other dialects, 
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is employed metaphorically in this Central 

American country to denote a manmade hollow 

tube for sipping liquids. If Panamanians need to 

refer to a ‘reed,’ they have available for this 

purpose the word caña (which, in turn, is at times 

used in Perú not for a stem from the plant 

kingdom but, again, for ‘drinking straw,’ though 

the diminutive cañita is much more common for 

this purpose). 

While national boundaries can often determine 

word usage, such as carrizo for ‘drinking straw’ 

in Panama alone, in some larger countries there 

may well be various intranational regions for a 

number of lexical items. For instance, in Spain, 

while speakers in nearly all areas of the country 

employ the term judía or judía verde to denote the 

‘green been,’ in parts of the north, including the 

Basque Country, the term vaina prevails. 

Something similar is seen in Bulgaria, this time in 

the animal rather than the plant kingdom, and 

between the eastern and western zones of the 

country. Whereas the lexemes gato and ‘cat’ are 

universal in all dialects of Spanish and English, 

respectively, for the domesticated feline, 

Garavalova (2020) – referencing the Bulgarian 

Etymological Dictionary/Български 

етимологичен речник (BER, 1986) and the 

Bulgarian Dialect Atlas/Български диалектен 

атлас (BDA, 2001) – asserts that while speakers 

in the eastern two-thirds of Bulgaria tend to utilize 

the name котка (<*kotja ‘female cat’ <кот 

<Proto-Slavic *katъ <Latin cattus), in the western 

third or so of the country it is not uncommon to 

hear the term мàчка (etymology uncertain, but 

shared with Serbian in Cyrillic form and as mačka 

in Croatian, Slovak, and Slovenian with the same 

pronunciation) (104-106). Of interest, then, is the 

GT rendition of the following sentence: 

(12) ‘I don’t like this cat.’ 

       GT (9 Apr 2022): 

Не харесвам тази котка. 

If the target audience were speakers in central 

and eastern Bulgaria, the selection of котка 

would be optimal. If however, the intended group 

were those in the west, including the capital of 

Sofia, an acceptable localized rendition for many 

would be: Не харесвам тази мàчка. It is 

presumed, nevertheless, that most if not all 

speakers in western Bulgarian would understand 

both names – particularly if котка is the more 

normative of these two lexemes – though  this is 

not always the case with dialectally determined 

vocabulary, especially with larger languages 

spread over wide expanses of the globe and 

several countries, such as English and Spanish. 

A return to food vocabulary in the following 

Spanish-to-English translation will help to 

illuminate another issue that can arise with the GT 

renditions of texts involving dialectally based 

terminology. 

(13) Las manías son caras ahora  

mismo. Las almendras cuestan 

menos. 

       GT (8 Apr 2022): 

‘Crazes are expensive right now. 

Almonds cost less.’ 

Author’s translation: 

‘Peanuts are expensive right 

now. Almonds cost less.’ 

One immediately notices an incongruence in 

the machine translation, as ‘crazes’ do not 

generally carry a price tag and have precious little 

to do with ‘almonds.’ If, however, it is realized 

that both sentences in the original text concern a 

type of ‘nut,’ a bit of research on the matter can 

lead to a lexical solution in English. While the 

Náuhatl-derived cacahuate is the principle term 

for ‘peanut’ in Mexico, in the Caribbean, much of 

Central America, and all of South America, the 

dominant name is maní (plural manís or maníes), 

from the now-extinct Amerindian language 

Taíno. Yet only in Guatemala does one hear the 

altered form manías, as used in sentence (13), 

which is why GT failed to recognize the term’s 

true meaning and translated it as ‘crazes,’ since in 

other contexts Spanish manía can signify ‘mania,’ 

a word denoting ‘madness’ in English that entered 

both languages via Latin from the earlier Greek. 

This means that the two cases of manía(s) in 

Spanish are homonyms: lexemes with the same 

spelling, the same pronunciation, but different 

meanings (typically with two different 

etymologies). 

The difficulties presented at times by 

homonymia are not unique to Spanish; the 

following pair of examples shows that the 

phenomenon can also occur in English and 

Bulgarian, though it appears to be much more 

common in the former than the latter: 

(14) ‘The dog was old and sick; its  

bark was very weak.’ 
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       GT (23 Dec 2021): 

El perro era viejo y estaba 

enfermo; su corteza era muy 

débil. 

(15) ‘I like the feel of this scythe.’ 

       GT (8 Apr 2022): 

Харесва ми усещането за тази 

коса. 

In the original text of sentence (14), the 

English word ‘bark’ obviously refers to the sound 

emanating from the dog’s mouth. The Spanish 

equivalent of this, however, is ladrido. The 

lexeme given by GT, corteza, refers to a 

protective outer layer of vegetable matter that 

constitutes the ‘bark’ of a tree. Moving to 

Bulgarian, the GT rendition from English of 

sentence (15) is only problematic if the reader 

does not understand the context, which could be 

that an individual has mentioned the need to find 

a useful tool for cutting grass or harvesting grain 

by hand. In isolation, however, коса could be 

understood as the homonym ‘hair.’ A person who 

does not often work with farm implements might 

well understand the word in its agricultural 

context and yet go years without encountering it 

in this setting. In contrast, one may refer to ‘hair’ 

on a weekly if not daily basis. This is surely the 

reason for the fact that GT, when processing a 

back translation of the Bulgarian sentence into 

English, opts for ‘hair’ as the equivalent of the 

term in question. 

(16) Харесва ми усещането за тази  

коса. 

       GT (8 Apr 2022): 

‘I like the feel of this hair.’ 

3.4  Additional examples in English and 

Spanish 

Whereas many of the examples of problematic 

GT renditions shown to this point in the paper 

have included issues that one might find in 

relation to Bulgarian, there are myriad others that 

may pertain less or not at all to this language. If 

linguists of any native language are to grasp more 

fully the challenges still presented by machine 

translation, it is ultimately necessary that they 

expose themselves to such phenomena in multiple 

tongues, not to mention the various dialects of 

each. For instance, examples (15) and (16) above 

concerning the use of коса to denote both ‘hair’ 

and ‘scythe’ appears to be a rather rare instance of 

homonymia in Bulgarian. In contrast, the use of 

identically spelled and pronounced words in both 

Spanish and English is quite common. As a mere 

sampling, Spanish features partido (‘game’ or 

‘(political) party’), gato (‘cat’ or ‘(hydraulic) 

jack’), and presa (‘prey’ or ‘dam’). A small 

offering of the many cases of synonymia in 

English, each with at least three meanings, 

includes ‘date’ (a day on the calendar, a romantic 

outing, or a fruit; Spanish: fecha, cita, dátil), 

‘party’ (a social gathering, a group of people 

seated together at a restaurant, or a political 

organization; Spanish: fiesta, grupo, partido), and 

‘spring’ (a season of the year, a metal coil, or a 

place where water emerges from the earth; 

Spanish: primavera, resorte, manantial). Yet 

another example in English (Poibeau, 2017: 171), 

processed into Spanish, will again demonstrate 

the possible pitfalls related to such lexemes: 

(17) ‘Little John was looking for  

his toy box. Finally, he found it. 

The box was in the pen. John was 

very happy.’ 

GT (9 Oct 2021):  

El pequeño John estaba 

buscando su caja de juguetes. 

Finalmente, lo encontró. La caja 

estaba en el bolígrafo. John 

estaba muy feliz. 

The GT rendition of example (17) is illogical 

to the point of being essentially impossible. The 

Spanish term bolígrafo is a common one for ‘pen’ 

when it denotes a writing instrument (specifically 

a ‘ballpoint pen’). Since it is not feasible in any 

reasonable way for a box of toys to fit inside a 

ballpoint pen, the ‘pen’ in question surely refers 

to a child’s playpen (corralito), or a pen in which 

animals are perhaps kept (corral), or a similar 

area of confinement. The obvious problem is that 

GT, which translates at the sentence level, neither 

has enough context to know what type of ‘pen’ 

might be involved nor realizes that what it has 

proposed is a physical impossibility. This is 

because a computer system trained to detect 

patterns does only that and does not “realize” 

anything the way humans do; it attempts natural 

language processing without the aid of “natural” 

(logically intuitive) capacity. Barring some 

unlikely paradigm shift in this regard, the type of 
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mistake made by GT in this example seems rather 

insuperable. 

The treatment of homonymia above serves as 

a segue into a distinct but related phenomenon: 

polysemy, in which a single word can express 

partially related, even somewhat overlapping 

concepts, each of which may have a separate term 

in another language. For instance, when one uses 

the English verb ‘to save,’ which in general means 

to keep something or someone from being harmed 

or lost, its different specific connotations and 

appropriate verb translations into Spanish 

include, to note a few examples, ‘to save a living 

thing’ (salvar) ‘to save money’ (ahorrar), or ‘to 

save a computer file’ or ‘to put something away 

for safekeeping’ (guardar). Without context, GT 

is incapable of knowing which verb to use when 

translating from English to Spanish. Speaking of 

an amount of money (ahorrar), or a piece of pizza 

(guardar), one might exclaim: ‘I want to save it,’ 

which GT renders as Quiero salvarlo (as if the 

speaker wanted to save a puppy). If however, one 

states, ‘I want to save this piece of pizza,’ a 

correct translation is given: Quiero guardar este 

trozo de pizza (10 Jun 2022).  

While the cases just discussed were created as 

test samples by the author, the following example, 

which also involves polysemy, comes from 

transcribed dialogue in the Spanish sitcom Aquí 

no hay quien viva (Miramón Mendi, 2003). 

Speaking of the need to use the stairs to ascend to 

the apartment units above, as the elevator is old 

and only supposed to be used for descending, one 

of the actors states: 

(18) …solo lo utilizamos para bajar.  

Se estropea mucho. 

GT (2 Oct 2021):  

‘…we only use it to download. It 

spoils a lot.’ 

Author’s translation: 

‘…we only use it to go down. It 

breaks down a lot.’ 

While the speaker did mention the elevator, it 

was in an earlier sentence, leaving GT, which 

works at the sentence level, to guess at the 

intended meaning. In Spanish, the verb bajar 

means not only ‘to descend,’ but also to 

‘download’ (a computer file, for instance). 

Likewise, estropearse (perhaps employed more 

frequently in Spain than the common Latin 

American equivalent dañarse) can refer to 

something – organic or inorganic – being 

damaged, but it is general enough that English 

requires different specific verbs in translation in 

order to capture the precise meaning, depending 

on the context. English speakers may well say that 

a head of lettuce ‘spoils,’ but not an elevator, 

which ‘breaks’ or ‘breaks down.’ If one 

manipulates the original sentences, intentionally 

joining them and repeating the word ascensor 

(‘elevator’) explicitly – which of course the 

proficient human translator does not require – 

then a correct, idiomatic sentence results: 

Solo utilizamos el ascensor para 

bajar porque se estropea mucho. 

GT (26 Mar 2022):  

‘We only use the elevator to go down 

because it breaks down a lot.’ 

Two final sets of examples will be given, one 

in which Spanish differs from English (and 

perhaps other languages), and the other in which 

it is English that features the marked construction 

and is prone to causing erroneous GT renditions. 

The first example, taken from Bolivia’s El 

Espectador newspaper, concerns time-related 

references in Spanish: 

(19) Los tres países afinan detalles  

para firmar el acuerdo que 

pondrá en marcha el  

proyecto para verificar la 

destrucción de cocales, 

anunciado en marzo pasado. 

GT (1 Apr 2022):  

The three countries are fine-

tuning details to sign the 

agreement that will launch the 

project to verify the destruction 

of coca crops, announced last 

March. 

The otherwise impressive GT rendition into 

English only becomes problematic at the end of 

the sentence. The article in question is dated 19 

Apr 2011, and the March that is mentioned is the 

previous month, literally the ‘last’ one to 

transpire, which is precisely how pasado is used 

in Spanish. In English, however, the correct 

translation is ‘in March of this year,’ or, in this 

specific case, ‘last month’ would also suffice. 

This same issue of temporal orientation can exist 

Proceedings of CLIB 2022

178



 
 

 

 

when a Spanish-language text refers to a future 

date, as seen in the following text from 

Argentina’s Cronista newspaper: 

 

(20) El próximo jueves 24 de marzo  

se recuerda a las víctimas de la 

última dictadura con el Día 

Nacional de la Memoria por la 

Verdad y la Justicia. 

GT (1 Apr 2022):  

Next Thursday, March 24, the 

victims of the last dictatorship 

are remembered with the 

National Day of Memory for 

Truth and Justice. 

The article in question appeared on Tuesday 

(22 Mar 2022), which means that the ‘next 

Thursday’ would indeed technically be on day 24 

of the month. However, the date in question 

would be accurately expressed in English as ‘this 

Thursday,’ or ‘Thursday of this week,’ since ‘next 

Thursday’ would be used to designate Thursday, 

31 March, a full week later. 

However, it is English that at times poses a 

unique challenge to GT in its use of the modal 

verb ‘should’ to convey not the semantic 

conditional, but rather the habitual past, such as in 

this following mini-dialogue of the author’s 

creation: 

(21) Person 1: ‘What would you do  

on the weekends?’ 

 

Person 2: ‘We would go to the 

beach.’ 

GT (5 Mar 2022):  

Person 1: ¿Qué harías los fines 

de semana?  

 

Person 2: Iríamos a la playa. 

Regarding the translation for Person 1, such a 

phrase in Spanish would only be used literally, 

such as in the following sentence expressing a 

hypothetical: ¿Qué harías los fines de semana si 

tuvieras más tiempo y dinero? ‘What would you 

do on the weekends if you had more time and 

money?’ Of course there is more than one way to 

express many if not most ideas. For instance, each 

person in the dialogue could have recast their part 

thus: ‘What did you use to do on the weekends?’; 

‘We used to go to the beach.’ Just as with the 

original phrases, Spanish uses the imperfect 

aspect of the past tense to accomplish this – 

hacías and íbamos or solías hacer and solíamos ir 

– never the conditional. A lack of context, 

however, can cause GT to opt for a literal 

translation of ‘should,’ changing the intended 

meaning entirely. 

4 Conclusions 

This paper is part of a larger, long-term study 

whose central focus is the ability (or inability) of 

Google Translate (GT) to render acceptable 

translations among multiple written genres 

between English and Spanish and vice versa. 

Some of the challenges relating to this pair of 

languages extend to others. While many GT 

capabilities have been greatly enhanced since the 

service’s 2016 shift from the use of statistical 

machine translation (SMT) to a system of neural 

machine translation (NMT), this does not mean 

that all such renditions are perfect or even 

acceptable, or that its performance based on the 

perceived complexity or simplicity of source texts 

is predictable. Some economic texts, for instance, 

are rather intricate, but GT more often than not 

produces very usable English-Spanish-English 

results. In contrast, some seemingly simple texts 

are badly distorted when run through GT, even 

when no ambiguity is readily apparent. This is 

surely a reflection of the fact that even apparently 

uncomplicated human language is more involved 

than its speakers typically realize. Added to this is 

the fact that even relatively simple ideas can be 

expressed in such a variety of ways that no 

database could contain all the possibilities, let 

alone adequate past translations of them. This 

means that any solution to mistranslations could 

either be years, even decades away, or, surely in 

some cases, never be attainable at all, signifying 

that human translators will need to continue 

occupying an indispensable role in the translation 

process for the foreseeable future. While 

ascertaining some of these matters to the degree 

possible is the objective of the larger study, 

various patterns have already begun to suggest 

themselves and have been demonstrated to a 

modest degree in this paper via several examples 

featuring Spanish, English, and Bulgarian. 
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Abstract

This paper presents a small corpus of notices
displayed at entrances of various Belgrade pub-
lic premises asking those who enter to wear a
mask. We analyze the various aspects of these
notices: their physical appearance, script, lex-
ica, syntax and style. A special attention is
paid to various obligatory and optional parts
of these notices. Obligatory parts deal with
wearing masks, keeping the distance, limiting
the number of persons on premises and using
disinfection. We developed local grammars for
modelling phrases that require wearing masks,
that can be used both for recognition and for
generation of paraphrases.

Keywords: short messages, local grammars,
phrase generation, paraphrasing.

1 Introduction

Short messages have been attracting attention of
linguists and researchers in natural language pro-
cessing (NLP) for some time. One of the reasons is
that it is a widespread type of communication, and
is not limited to use among young people and enter-
tainment. It has been noticed that short messages
use a specific language and a particular style. For
that reason, numerous corpora of short messages
have been collected and can be explored by means
of NLP tools. A corpus of 88,000 French SMS
messages was collected, anonymized and made
available for research purposes (Panckhurst, 2017).
Petrović et al. (2010) presented a large Twitter cor-
pus of 97 million posts and made it publicly avail-
able for researchers working in social media, NLP
and large-scale data processing.1

In many cases researchers tailored their own
corpora of short messages suiting their purposes.
Bernicot et al. (2012) compiled a corpus of 864

1The corpus is no longer available due to change in Twitter
policy.

SMS messages produced by French-speaking ado-
lescents in order to analyze the effects of writers’
characteristics on message length, dialogue struc-
ture, and message function. A corpus of French
Twitter posts containing complaints regarding rail-
way services was used to investigate linguistic di-
rectness and indirectness and differentiate them
from perceived (im)politeness (Depraetere et al.,
2021).

Graffiti on the walls of urban spaces are also
a type of short messages; moreover, they have a
much longer history than messages on today’s so-
cial media. They have been analyzed from various
perspectives: political, sociocultural, and linguis-
tic (Alonso, 1998). The graffiti for analysis are
often selected from a specific area, such as a uni-
versity campus. Authors applied corpus method to
analyse 378 graffiti found on walls of two Jordan
universities (Al-Khawaldeh et al., 2017), and found
that they express different themes: personal, social,
national, religious, political etc.

A formulaic short messages are often sent on the
occasion of Christmas and New Year. Christmas
and New Year messages issued by important per-
sons, like heads of state, which are far from being
formulaic, have received more than their fair share
of attention (Sauer, 2007). Still, some researchers
were interested in the formulaic expressions: Deng
et al. (2010) analysed how the language of Chi-
nese SMS messages conveying Christmas wishes
reflects a shift in cultural values and customs, while
Włosowicz (2011) analysed how foreign language
learners’ mother tongue and cultural background
influence their Birthday, Christmas and New Year’s
wishes.

Linguists showed interest in short messages writ-
ten in Serbian as well. The use of shortening,
clipping and elliptic constructions in text mes-
sages was analysed by several authors (Polovina
and Jelić, 2020; Jelić and Vekarić, 2019). Graffiti
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that emerged in Serbia in its transition era were
analysed and messages were classified in overar-
ching categories, as hate messages and love mes-
sages (Mršević, 2014). NLP specialists collected
corpora of various types of short messages in order
to solve different problems. Šandrih (2018) pre-
pared a corpus of 5,500 Serbian SMS messages to
test the system for detecting their sender. A cor-
pus of 9,059 Serbian Twitter posts was collected in
order to determine how their sentiment is affected
by the use of negation (Ljajić and Marovac, 2019).
Jokić et al. (2021) collected and manually anno-
tated for hate-speech 6,436 tweets to be used for
training hate-speech detection applications.

In this paper we are interested in notices that
announce precaution measures related to the Covid-
19 pandemic at front doors of public premises.
These notices are similar to graffiti as they are pub-
lic and are not a product of social media. However,
contrary to graffiti, their content is restricted and in
that respect they are closer to Christmas and New
Year wishes.

Our paper is organized as follows. Section 2
presents a small corpus of notices related to precau-
tion measures against Covid-19 virus. In Section 3
the lexica used in these notices is analysed. Sec-
tions that follow are restricted to the part of these
notices that concern protective masks: their basic
syntactic patterns (Section 4) and their semantic
value (while in Section 5). Finally in Section 6
we show by generating mask messages of deter-
mined structures that there are myriad ways to say:
“Wear a mask!”. In Section 7 we discuss avenues
for future research.

2 About the Corpus

Our corpus is based on notices that were pho-
tographed between 21 January 2021 and 30 March
2022 and then re-typed. We considered as a sin-
gle notice everything written on one sheet of pa-
per. Not all notices were originally composed; in-
stead, many were acquired from Internet and other
sources, and used on entrances to many different
facilities. We filtered only different notices from
all notices photographed. We do not claim that our
set of notices is in any way representative since
all notices were photographed in the center of Bel-
grade at the walking distance from the place of the
residence of the authors of this paper. The total
number of photographed notices is 231.

Physical appearance – The majority of notices

were printed on a paper (207), 23 notices were
handwritten. There was one 3D notice – a word
“Obavezno” (obligatory) written on an actual mask.

Capitalization – The majority of notices (165)
were written using only upper-case letters, 45 no-
tices were written using lower-case letters, while
in 21 notices only some parts were written using
only upper-case letters for emphasis.

Script – The majority of notices(187) were writ-
ten using Latin script. Among them 18 did not
use diacritics. 44 (19%) of notices were writ-
ten in Cyrillic script. Among 23 handwritten no-
tices, 8 (34.7%) were written in Cyrillic. These
findings are in line with the conclusions reached
by Ivković (2013) that the Latin alphabet domi-
nates over Cyrillic on Serbian news websites and
the use of non-standard Latin orthographic variants
(diacritics omission) is becoming stable.

Emphasizing – Various methods of emphasis
were used. Many notices included images (of a
mask, people maintaining a distance, etc.) – 68
(29.4%) such notices were in the selected set. Other
means of emphasizing were: using bold font (18),
underlining (23), colors (mostly red) (29), increas-
ing the font size (13). In many cases more than one
mean of emphasizing was used. The other means
of emphasizing the message of the notice was the
use of the exclamation mark. It was used in 52
notices, either only once (40) or repeatedly (two
times, three times, and up to 16 times). It is inter-
esting to note that only once an emoticon was used
(a smiley).

Multilinguality – All notices were written in
Serbian. However, some of them had translations
in English, and they vary in form as much as those
written in Serbian that we will explore in following
sections. These 5 notices in English concerning the
use of masks were: “Please wear protective mask
in public areas”, “No entry without face mask”,
“use a protective mask”, “Face mask required”,
“Please don’t enter without a face mask”.

In some notices images were intertwined with
words to convey the meaning. For instance, <img
of a person> 5 <img of a mask> Hvala
(Thank you). Such notices were excluded form
further analysis, as well as notices or their parts
written in English.

The length of notices is between one word (a
word “Obavezno” (obligatory) written on an actual
mask) and 84 words. The average length of no-
tices is 14.3 words, while two thirds of them were
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written using no more than 15 words.
Each notice mentioned one to four protective

measures: (a) wearing a mask – 207 notices; (b)
number of persons allowed on premises – 64 no-
tices; (c) keeping the distance – 39 notices; (d)
disinfection – 17 notices.

The majority of notices (157) listed only one
protective measure, 49 notices listed two, 17 listed
three, while 8 notices listed all four measures.
The parts of notices concerning masks were the
shortest (6.74 words), followed by disinfection
(8.29 words), number of people on premises (8.39
words), and keeping a distance (8.74 words).

Besides parts of notices listing the protective
measures, some of them have one or more addi-
tional parts. They are:

Attracting attention and addressing those
who enter – This part was represented in 70 mes-
sages (30.3%). It is simple and did not vary much in
form. To attract attention several words were used:
Obaveštenje (Notice) (12), Pažnja (Attention) (9),
Važno (Important) (2), Stop (1). Three forms
were used to address those who enter premises:
Poštovani, (Respected,) (11) – this is a very for-
mal and impersonal form of address that is often
used for written official communication with un-
known persons; A slightly less formal Poštovani
kupci, (Respected customers,) (30) where the most
frequently used word kupci can be replaced with
potrošači (consumers), klijenti (clients), posetioci
(visitors), gosti (guests), sladokusci (gourmand);
Dragi kupci, (Dear customers,) (5) where the word
kupci can be replaced with some of the previously
listed words – the more informal form of address,
but still very polite. These findings lead us to the
question of whether Serbian society still belongs
to “solidarity cultures” of the East rather than “dis-
tance cultures” of the West (Schlund, 2014). In
some notices parts for both attracting attention and
addressing customers were used.

Invoking authority and explanations – This
part occurred in 47 of selected notices (20%). It is
rather long and without a strict form. It conveyed
the reasons for the protective measures and/or who
has prescribed them. The statement expressing
reasons for prescribing necessary measures started
usually with zbog/usled pandemije... (due to the
pandemic...) or u cilju/radi sprečavanja pandemije
(in order to prevent pandemics...). The statements
invoking authorities started with Po/Prema/Na os-
novu/U skladu sa odlukom... (According/On the

basis/In accordance with the decision...). The most
frequently mentioned authority is the government
of the Republic of Serbia (14), and besides it the
Ministry of Health (1) and Krizni štab (Crisis Re-
sponse Team) (1). In the cases when a specific
authority is not mentioned, a particular decision or
regulation published in Službeni glasnik (Official
Gazette) is listed (3). In one case the precise article
of the regulation is mentioned with no less than
13 issues of the Official Gazette. Both messages
– authority and explanation – sometimes occur to-
gether: Usled odluke Vlade Republike Srbije, a u
cilju suzbijanja epidemije... (Due to the decision of
the Government of the Republic of Serbia, and in
order to suppress the epidemic...). It is legitimate to
ask which of the features mentioned by Njegovan
et al. (2011): credibility, exclusiveness, unique-
ness, omnipresence, validity that characterize bu-
reaucratic authority, are most likely to appeal to
customers to obey to precaution measures.

Gratitude – This part occurred in 51 of se-
lected notices (21.6%). It is simple and does
not vary much in form. The used expressions
are: Hvala (Thanks) (23) – neutral, Hvala Vam
(Thank you) (1) – a slightly more personal, Hvala
(Vam) (lepo)/Zahvaljujemo se na razumevanju
(Thanks/We thank (you) (nicely) for your under-
standing) (22) – apologetic (we apologize that you
have to wear a mask and we thank you for under-
stand it), Hvala unapred/Unapred hvala (Thanks in
advance) (3) – appealing to customers’ conscience
because they accept the gratitude before they have
done what is asked of them. Finally, the form Zah-
valjujemo što poštujete navedenu meru (We thank
you for complying with this measure) was used
twice. It is interesting to note that the form Hvala
lepo (Thank (you) nicely) once popular in everyday
communication was encountered only once.2

Miscellaneous – Occasionally some miscella-
neous information was added to notices (38 cases).
This information was sometimes completely un-
related to the precaution measures, e.g. working
hours of a shop. In a number of cases some addi-
tional information is added to a certain precaution
measure, like Zadržavanje u radnji je do 10 min-
uta! (Staying in the shop is up to 10 minutes!) or
Ukoliko nemate masku, dobićete je u knjižari... (If
you don’t have a mask, you will get it in the book-
store...). In some notices (24) additional statements

2This form has 54 occurrences in the SrpKor2013 (http:
//www.korpus.matf.bg.ac.rs/), and 4,622 in the
SrpKor2021 (https://noske.jerteh.rs).
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NOUN Freq VERB Freq ADJ Freq ADV Freq
maska 207 moliti 48 obavezan 122 obavezno 25
mask to request mandatory mandatorily
nošenje 91 dozvoliti 27 zaštitni 84 istovremeno 16
wearing to permit prtective simultaneously
hvala 50 moći 27 poštovan 40 maksimalno 7
gratitude can respected maximally
ulazak 49 nositi 25 drugi 16 najmanje 7
entering to wear other at least
objekt 39 držati 19 maksimalan 11 najviše 7
facility to keep maximal at the most

1272 291 417 82

Table 1: The most frequent nouns, verbs, adjectives and adverbs in the Mask corpus

were used as encouragement for people to respect
imposed measures: Budimo odgovorni (Let’s be
responsible) or Čuvajmo sebe i druge (Let’s take
care of ourselves and others).

Signature – 42 notices were signed by the fa-
cility which attached a notice. Even this part of
selected notices was not completely uninteresting.
More than half of the signed notices (22) reveal ap-
pealing foreign or foreign-like firm names: Beauty
and the beast center, Beomelody d.o.o., Ušće Shop-
ping center.

Serbian has a binary pronominal system of ad-
dress which employs one pronoun (second person
singular – Ti) for familiar address and another (sec-
ond person plural – Vi) for formal address. Al-
though studies (Milosavljević, 2018) have shown
that the informal address has been gaining atraction
in everyday communication over the last couple of
decades, e.g. in media were a show host addresses
a guest, in our notices a familiar address using the
Ti pronoun was never used. Some statements are
ambiguous, such as Molimo vas da se pridržavate
mera zaštite radi sprečavanja širenja zaraze koron-
avirusom (Please adhere to protection measures to
prevent the spread of coronavirus infection), which
can refer both to one person addressed by the Vi
pronoun and to a group of people. However, a state-
ment like Obavezno nosising maskusing (Be sure to
wear a mask) was not found in our selection of
notices.

3 Lexica used in notices

When preparing our tiny little corpus the notices
were typed as they were and corrected only evi-
dent typos, leaving grammatical and orthographic
errors. The corpus consists of 3,581 tokens and

3,285 words. Among words, there were 193 dif-
ferent nouns, 49 different verbs, 57 different ad-
jectives and 15 different adverbs. The five most
frequently used nouns, verbs, adjectives and nouns
are listed in Table 1.

In our sample specific groups of nouns were
identified. The first group containing 34 nouns
were used to refer to places to which notices about
protective measures apply. Here one can distin-
guish the most general concepts: objekat (facility)
(39), prostor (space, area) (13), prostorija (room)
(9), zgrada (building) (2), mesto (place) (1). These
concepts can be further qualified: prodajni pros-
tor (shopping area), poslovni prostor (business
area), javni prostor (public area), zatvoreni prostor
(enclosed area) prodajni objekat (shopping facil-
ity), maloprodajni objekat (retail shopping facil-
ity), radna prostorija (working space), javno mesto
(public place). The more specific concept was rep-
resented by three nearly synonymous words radnja
(32) prodavnica (12) (shop), maloprodaja (retail)
(1). The remaining 26 nouns were used to name
a place for a specific activity, like menjačnica (ex-
change office), pekara (bakery), fakultet (faculty).

The other group of specific nouns refers to peo-
ple to whom notices are addressed. Here also very
general concepts were used, lexicalized by osoba
(39) and lice (8) (person), gradjanin (1) (citizen),
ljudi (people) (4). Besides them, more specific con-
cepts were used for potential: kupac (shopper) (28),
potrošač (consumer) (14), mušterija (customer) (3),
while other concepts were specific to particular ac-
tivity, like gost (guest) (1) and posetilac (visitor)
(7).

It should be noted that concepts referred to by
these two specific groups of nouns are related in
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Figure 1: The basic syntactic structures of mask messages.

a specific way. Osoba and lice (person) are ap-
plicable to all types of premises, while visitors of
biblioteka (library) and sala (hall) cannot be desig-
nated as kupac, potrošač or mušterija. Moreover,
even though mušterija, kupac and potrošač can all
be translated as ‘customer’, only mušterija is appli-
cable to menjačnica (exchange office) and frizerski
salon (hairdresser), while kupac and potrošač are
not. On the other hand, the library patrons are cus-
tomarily designated as posetilac (visitor) or član
(member), while mušterija cannot be used. The
larger and more versatile corpus is needed to fully
investigate relations between designations for types
of visitors and types of venues.

Finally, even in this small corpus we have ambi-
guity: lice can mean both face and person. In the
former meaning it was used 9 times, e.g. maska za
lice (face mask), while in the later case it was used
8 times.

4 The Analysis of Mask Messages

In this section we will present basic syntactic pat-
terns of one section of selected notices, namely the
one related to wearing masks. There were 207 such
statements, with a total of 1,466 tokens, and 1,365
words. The most frequent of 72 different nouns is
maska (204), followed by nošenje (wearing) (91)
and ulazak (entering) (37). The most frequent of
22 different verbs is moliti (to request) (29), fol-
lowed by nositi (to wear) (25) and staviti (to put)
(10). The most frequent of 21 different adjectives
is obavezan (mandatory) (124), zaštitni (protective)
(83) and zatvoren (enclosed) (8). In total, 8 differ-
ent adverbs have been identified, of which only 2
occured more than once: obavezno (mandatorily)

(14) and isključivo (exclusively) (2).
The most frequent noun maska is often charac-

terized as zaštitna maska (protective mask), higi-
jenska maska (hygienic mask) and maska za lice
(face mask), and can be additionally described as
ličan (personal). In the descriptions bellow [maska]
stands for all these possibilities. Also, in this con-
text korišćenje and upotreba (usage) are treated as
synonyms for nošenje ([korišćenje]); similarly, syn-
onym of nositi (to wear) is koristiti (to use), while
staviti (to put) is also used in a similar context
([koristiti]).

As for their syntactic patterns, the majority of
mask messages has one of 9 general forms dis-
cussed below. Their basic syntactic patterns were
analyzed using the UDPipe (Straka and Straková,
2017) and they are presented in figures 1–3.3 All
these basic sentences can be modified with addi-
tional phrases: Molimo Vas... (Please...), U ovom
objektu... (On this premises), Pri ulasku u ... (On
entering in...), and Svi kupci (All customers...).
For the recognition of these basic patterns with
their various realizations we developed within Uni-
tex/Gramlab4 local grammars that are supported
by Serbian morphological dictionaries (Stanković
et al., 2021).

1. [maska] je [obavezna] – or “Mask is manda-
tory”. In this statement maska and obavezan can
be replaced with synonyms (see Section 3), and
the whole statement can be in plural: maske su
obavezne (masks are mandatory). The auxiliary is
sometimes omitted. This from was adopted by 25

3We analysed basic sentences using (Straka, 2020)
4Unitex/Gramlab – the Multilingual Corpus Processing

Suite (unitexgramlab.org)
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Figure 2: The basic syntactic structures of mask messages (continuation).

notices, two of which are: Molimo Vas - maske su
obavezne pri ulasku (Please - masks are required
upon entry) and U lokalu obavezne zaštitne maske
(In premises protective masks mandatory).

2. [nošenje] [maske] je [obavezno] – or “Wear-
ing a mask is mandatory”. Notices with this form
occurred 99 times, and two of them are: Nošenje
maske u poslastičarnici je obavezno (Wearing a
mask in the pastry shop is mandatory) and tokom
boravka na fakultetu neophodno je nošenje maske
(it is necessary to wear a mask during your stay at
the faculty premises). No message of this type was
used with a phrase Molimo Vas... (Please...).

3. [nosite] [masku] – or “Wear a mask”. In this
case verb nositi is in the imperative mood, 2nd
person plural. There were 19 notices of this form,
and two of them are: Molimo, stavite masku pre
ulaska u apoteku (Please put on the mask before
entering the pharmacy) and Pri ulasku u radnju
obavezno koristite masku (Be sure to use a mask
when entering the store).

4. [Molimo da] [nosite] [masku] – or “We en-
treat you to wear a mask”. In this case verb nositi
is in the present tense, 2nd person plural. The struc-
ture remains the same if Molimo da... (We entreat
you to...) is replaced by Hvala što... (Thank you
for...). There were 15 notices of this type: Hvala
što nosite masku (Thanks for wearing a mask) and
Molimo Vas da prilikom ulaska u prodajni prostor
nosite zaštitnu masku (Please when entering the
shopping area wear a protective mask).

5. [nositi] [masku] – or “to wear a mask”. In
this case verb nositi is in the infinitive. There were
2 notices of this type: Masku staviti pre ulaska
u agenciju (Put on the mask before entering the
agency) and Obavezno koristiti zaštitnu masku ((It
is) Obligatory to use a protective mask).

6. [kupci] su [dužni] da [nose] [masku] – or
“customers are required to wear a mask”. Here
[dužni]={dužni, obavezni}, while [kupci] stands
for all types of persons entering premises. In this
case verb nositi is in the present tense, 3rd person
plural. There were 5 notices of this type: Kupci su
obavezni da imaju zaštitnu masku (Customers are
required to have a protective mask) and Sva lica
dužna su da pri ulasku u objekat nose masku (All
persons are required to wear a mask when entering
the facility).

7. zabranjen je [ulaz] bez [maske] – or “entry
without a mask is prohibited”. Here [ulaz]={ulaz,
ulazak, dolazak}. The auxiliary can be omitted.
There were 9 notices of this type: Strogo zabranjen
ulaz bez maske (entry without a mask is strictly
prohibited) and Ulaz u maloprodaju je zabranjen
licima bez zaštitne maske! (Entry into retail store is
prohibited to persons without a protective mask). A
variant of this structure is negated: nije dozvoljen
[ulaz] bez [maske], one of 4 retrieved examples is:
U knjižaru nije dozvoljen ulaz bez maske (It is not
allowed to enter the bookstore without a mask).

8. [ulaz] je dozvoljen sa [maskom] – or “entry
allowed with a mask”. [ulaz] has the same values as
before. The auxiliary can be omitted. There were
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Figure 3: The basic syntactic structures of mask messages (continuation).

3 notices of this type: ulazak je dozvoljen samo
osobama sa zaštitnom maskom (entry is allowed
only to persons with a mask).

9. There were 7 notices that use the verb ulaz-
iti (to enter). When used without negation these
notices are similar to 4 – Molimo da ulazite sa
[maskom] (Please enter with a mask). An exam-
ple is Molimo Vas da u galeriju ulazite s maskom
(Please enter the gallery with a mask). The form
with the negation is ne ulazite bez [maske] (do not
enter without a mask) where verb is in the imper-
ative mood, 2nd person plural. An example is: u
radnju ne ulazite bez zaštitne maske (Do not enter
the shop without a protective mask). There were
also examples with the verb in the infinitive (sim-
ilar to 5) and in the 3rd person plural (similar to
6).

These 9 basic syntactic patterns describe 188 out
of 207 messages about wearing a mask. Some of
the remaining notices either do not use the word
maska but a more general term, e.g. Obavezno
koristite mere zaštite od koronavirusa (Be sure to
use coronavirus protection measures), use some
shortened expressions like nošenje maske (wear-
ing a mask), or some specific form Bez maske ne
primamo u objekat (We shell deny entry into the
facility (to those) without a mask).

5 Hidden messages and sentiment values

Although the parts of notices related to mask wear-
ing are very short, less than 7 words on average,
some of them convey additional meaning to the
main one, which is that one is requested to wear
a mask. For instance, in two cases the statement
contained obavezno nošenje maski preko nosa i

usta (mandatory to wear a mask over the nose and
mouth) meaning that it is not enough to wear a
mask, but also to wear it properly. Moreover, if
notice said ulaz u objakt s maskom (entry in the
facility (allowed only) with a mask), it would be
possible to interpret it as if one was required to
wear a mask only while entering the facility, but
not throughout the visit. Therefore, some notices
added explicit clarification: Nije dozvoljen ulazak
odnosno boravak lica bez ličnih zaštitnih maski (It
is not allowed for persons to enter or stay without
personal protective masks).

The tone of messages related to masks vary
across our corpus, and goes from very polite to
severe or even unpleasant. Notes starting with
Molimo da... or Hvala Vam što... always have
a positive tone. However, some expressions like
Zabranjeno je... (It is forbidden...) are never used
with “please”, and cases like that were not found
in our set. Also, a neutral expression like Nošenje
maske je obavezno (Wearing a mask is obligatory)
can be made more severe by adding bez izuzetka
(without exceptions) or similar. The level of sever-
ity of mask notices according to their lexica and
syntax can be ranked in the following way strating
from those most strict:

• Messages using zabranjeno je (Zabranjen
ulazak bez maske – Entry without a mask is
forbidden);

• messages using imperative mood and/or nega-
tion (Stavite masku – Put a mask, Ne ulazite
bez maske – Do not enter without mask);

• neutral messages (Maska je obavezna – Mask
is obligatory);
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• “Please” with the imperative mood and/or
negation (Molimo, stavite masku – Please put
a mask, Molimo da ne ulazite bez maske –
Please, do not enter without a mask);

• “Please” addressing persons indirectly
(Molimo kupce da nose masku – We ask
customers to wear a mask);

• “Please” addressing persons directly (Molimo
Vas da nosite masku – We ask you to wear a
mask).

There is a Serbian proverb Lepa reč gvozdena
vrata otvara (A nice word opens an iron gate). In
this case, we cannot say which announcements,
polite or strict, appealed to people more to respect
the measures.

6 Generating mask messages

We used the local grammars developed for the
recognition of 9 basic patterns with their various
realizations that were systematized on the basis of
data found in our corpus to generate possible mask
messages within Unitex. In order to avoid an exces-
sive number of possibilities, synonyms retrieved
in our set, sometimes also hiponyms and hiper-
onyms, designating concepts maska, kupac/osoba,
objekat/radnja, ulazak were not used for genera-
tion. By doing so we obtained:

Type 1 – 19,520 messages, for example: u ovoj
prostoriji maska preko nosa i usta je obavezna (in
this room a mask over a nose and a mouth is oblig-
atory);

Type 2 – 10,944 messages, for example:
upotreba maski na licu u ovom objektu je obavezna
(the use of masks over the face in this facility is
obligatory);

Type 3 – 110,784 messages, for example:
molimo, stavite masku preko nosa i usta obavezno
ako ulazite u ovu radnju (please, put a mask over
your nose and mouth obligatorily if you enter this
shop);

Type 4 – 62,160 messages, for example: molimo
da imate vašu masku na licu pri ulasku i za vreme
boravka u ovoj prostoriji (we ask you to have your
mask on (your) face when entering and during
(your) stay in this room);

Type 5 – 14,240 messages, for example: u ob-
jektu obavezno morate nositi masku (in the facility
you mast be sure to wear a mask);

Type 6 – 35,328 messages, for example: mole se
svi kupci da prilikom ulaska u ovu radnju obavezno
stave masku (all customers are asked to be sure to
put a mask when entering this shop);

Type 7 – 6,544 messages, for example: ulazak
nije dozvoljen osobama bez maske (entering is not
allowed to persons without a mask);

Type 8 – 11,520 messages, for example: dozvol-
jen je ulazak isključivo osobama sa maskom na
licu (only persons with a mask on (their) face are
allowed to enter);

Type 9 – 19,710 messages, for example mole se
kupci da ne ulaze u ovaj objekat bez maske (the cus-
tomers are asked not to enter this facility without a
mask).

In a total, we produced 290,750 ready to use, cor-
rect messages all conveying the same basic mean-
ing: “wear a mask”.

7 Conclusion

In this paper we presented the analysis of a set
of notices collected from front doors of various
premises that require compliance with protective
measures against Covid-19. We analysed lexica
and syntactic patterns of mask notices in more de-
tail which enabled us to generate notices featuring
one of their basic structures.

Our next step will be the production of para-
phrased sentences with a full morphosyntactic de-
scription. Besides that we will analyse in the simi-
lar way messages about other Covid-19 protective
measures. Moreover, we will collect other pub-
lic announcements that emerge spontaneously and
convey the similar meaning, like Zatvarajte vrata
za sobom (close the door behind you) or Ne pri-
mamo reklame (We do not accept advertisements).
The goal of out future project is to produce a big
and versatile set of paraphrases.
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održanoga od 16. do 18. svibnja 2019. u Rijeci, pages
89–102.
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Ranka Stanković, Cvetana Krstev, Rada Stijović, Mir-
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Abstract

Recent developments in computer vision ap-
plications that are based on machine learning
models allow real-time object detection, seg-
mentation and captioning in image or video
streams. The paper presents the development
of an extension of the 80 COCO categories into
a novel ontology with more than 700 classes
covering 130 thematic subdomains related to
Sport, Transport, Arts and Security. The de-
velopment of an image dataset of object seg-
mentation was accelerated by machine learning
for automatic generation of objects’ boundaries
and classes. The Multilingual image dataset
contains over 20,000 images and 200,000 anno-
tations. It was used to pre-train 130 models for
object detection and classification. We show
the established approach for the development
of the new models and their integration into an
application and evaluation framework.

Keywords: image dataset, image models, ob-
ject detection, object classification

1 Introduction

The shift of traditional data fusion methods chal-
lenged by multimodal big data motivates the cre-
ation of a new image corpus, the Multilingual Im-
age Corpus, which is characterised by carefully
selected images that illustrate thematically related
domains and precise manual annotation for the seg-
mentation and classification of objects in the im-
ages.

Recent developments in computer vision appli-
cations that are based on machine learning models
allow real-time object detection, segmentation and
captioning in image or video streams (Kasapbaşi
et al., 2022; Cameron et al., 2019). We developed
an image processing pipeline for object detection
and object segmentation using pre-trained models.
We also delivered a reliable service for automatic
annotation of objects in images using advanced

deep learning techniques (Michelucci, 2019) and
some existing tools and machine learning frame-
works.

The paper presents the development of an ex-
tension of the 80 COCO categories into a novel
ontology with more than 700 classes covering 130
thematic subdomains related to Sport, Transport,
Arts and Security (presented in Section 2). The de-
velopment of an image dataset for object segmen-
tation and classification (The Multilingual image
Corpus, MIC21) was accelerated by machine learn-
ing for automatic generation of objects’ boundaries
and classes (presented in Section 3). The MIC21
image dataset containing more than 20,000 images
and 200,000 annotations was used to pre-train 130
models for object detection and classification. We
show the accepted approach for the development
of machine learning models and their integration
into a framework for the evaluation and running of
models (in Section 4).

In other words, we will demonstrate the applica-
tion of models for the prediction of object outlines
and classes in images as part of the development of
the Multilingual Image Corpus, and then we will
show how the new dataset, in turn, can be used to
pre-train existing models so that they predict large
number of object classes.

2 Multilingual Image Corpus in brief

The Multilingual Image Corpus offers data to train
models specialized in object identification, seg-
mentation and classification by providing fully an-
notated objects within images with segmentation
masks categorised according to an Ontology of
Visual Objects. The Multilingual Image Corpus
is distinguished by the following key features: a)
large image collection containing thousands of im-
ages and annotations; b) an Ontology of visual ob-
jects specifically created for object classification;
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c) preparatory automatic object segmentation and
classification evaluated by experts; d) translation of
object classes and attaching definitions of concepts
in 25 languages.

The dataset contains images from 4 thematic do-
mains (Sport, Transport, Arts and Security), which
represent highly related objects such as Tennis
player and Soccer player, Limousine and Taxi,
Singer and Violinist, Fire engine and Police boat
grouped in 130 subsets of images. The images in
the dataset are collected from a range of repos-
itories offering API: Wikimedia, Pexels, Flickr,
Pixabay, Creative Commons Search. Each image
is equipped with a metadata description in JSON
format. The metadata include fields such as: the
name of the sub-dataset, sub-dataset id, image au-
thor, author’s web address, image original size, file
name, image license, image source, last access to
the source, source’s web address, MIC21 project
url, etc. (Koeva et al., 2022)

The selected classes for annotation are organized
into an Ontology of visual objects (Koeva, 2021).
The Ontology consist of 706 classes that describe
visual objects, 147 classes that represent their hy-
pernyms, 14 relations between concepts and ax-
ioms that make explicit claims about the relations
between concept classes. The Ontology classes
correspond (but are not limited) to WordNet con-
cepts (Fellbaum, 1999; Miller et al., 1990) which
can be represented by visual objects (almost half
of the Ontology classes are not contained in the
WordNet). Two of the relations and their properties
are also inherited from WordNet.

For example, the dominant class Accordionist is
represented in WordNet, while the dominant class
Handball player – not. For new dominant classes
the appropriate hypernym in the WordNet struc-
ture is determined, in this case – Athlete. The
attribute classes for Handball player are: Handball
referee, Handball court, Handball, Handball goal,
Handball jersey, Handball pants, Handball shorts,
Handball shoe, Handball sock, Race number, Knee
pad, from which only Handball and Knee pad are
part of the WordNet. Ontology relations between
the dominant class and its attribute classes link
depicted relations between visual objects, for ex-
ample: Handball player is next to Handball referee,
Handball player plays at Handball court, Handball
player plays with Handball and so on.

The use of the Ontology of visual objects en-
sures the selection of mutually exclusive classes,

the interconnectivity of classes by means of formal
relations and an easy extension of the Ontology
with more concepts corresponding to visual ob-
jects.

All Ontology classes have been translated into
25 languages using publicly available wordnets and
BabelNet: English, Albanian, Bulgarian, Basque,
Catalan, Croatian, Danish, Dutch, Galician, Ger-
man, Greek, Finnish, French, Icelandic, Italian,
Lithuanian, Polish, Portuguese, Romanian, Rus-
sian, Serbian, Slovak, Slovenian, Spanish, and
Swedish (Koeva et al., 2022).

An image processing pipeline for object detec-
tion and object segmentation was developed. Two
software packages – Yolact (Bolya et al., 2019) and
Detectron2 (Wu et al., 2019), and Fast R-CNN (Gir-
shick, 2015) models trained on the COCO dataset
were used for the generation of annotation propos-
als. The COCO format is a commonly used format
for the instance segmentation representation (Sun
et al., 2022; Amo-Boateng et al., 2022; Conrady
et al., 2022; Cui et al., 2022).

The task for the annotators was to correct, reject
or create new polygons for individual objects in the
image and to classify the objects against the classes
from the predefined Ontology. Table 1 displays the
Multilingual Image Corpus’s current status.

Domain Images Annotations
Sport 6,915 65,482
Transport 7,710 78,172
Arts 3,854 24,217
Security 2,837 35,916
MIC21 21,316 203,797

Table 1: The Multilingual Image Corpus in Numbers

The metadata of images, Ontology, object an-
notations and multilingual descriptions of Ontol-
ogy classes are available to be downloaded, copied,
modified, distributed, displayed and used in ac-
cordance with the Creative Commons Attribution-
ShareAlike 4.0 International License.123

The Multilingual image dataset can be imple-
mented in: automatic identification and annotation
of objects in images (a prerequisite for effective
search of images and (within) video content), auto-
matic annotation of images with short descriptions
in European languages.

1https://doi.org/10.57771/be1g-vm57
2https://doi.org/10.57771/hxe0-4826
3https://doi.org/10.57771/v36v-yb33
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We developed a framework based on FiftyOne,
Yolact and Detectron2, and implemented it over
Mask R-CNN on Python3, Keras and TensorFlow.
We pre-trained Fast R-CNN models using the De-
tectron2 framework with ground truth annotations,
which resulted in 130 models that generate bound-
ing boxes and segmentation masks for each in-
stance of a particular object within an image. The
framework maintains an API functionality for pro-
cessing new images with any of the three models:
Yolact, Detectron2 and MIC21. The MIC21 frame-
work allows for evaluation and comparison of the
grand truth and MIC21 models annotations as well
as for running the models on new image datasets.4

We will present in more detail the integration of
existing models in our Image Processing Pipeline in
order to automatically predict the objects’ bound-
aries in images and their classes, as well as the
development of 130 models based on the Multilin-
gual Image Corpus, which can be used for object
recognition and classification and for future experi-
ments.

3 Image Processing Pipeline

The Image Processing Pipeline contains a number
of modules that support the work of annotators in
several ways: by predicting object outlines and by
managing images and annotations.

The Multilingual Image Corpus is organized into
manageable in size datasets containing at least 100
images (in rare cases) and in the most common case
– about 150 images. The initial datasets roughly cor-
respond to the final thematic subdomains that will
be formed. However, in the preliminary stage of
the work, it was acceptable to have several datasets
representing a single thematic subdomain, images
classified in inappropriate datasets, etc. Therefore,
the initial organization of the images into datasets
is mostly with respect to the collection methodol-
ogy and the decision on the size of the data. After
the initial processing of the images and the manual
annotation, some images are reorganized, if neces-
sary, which reflects the final content of the thematic
subdomains.

All input images are represented in raster im-
age compression formats such as: Portable Net-
work Graphic (PNG), Joint Photographic Experts
Group (JPEG) or Tag Image File Format (TIFF).
The size of images varies considerably between
2 to 11 megapixels. The small image dimensions

4https://mic21.dcl.bas.bg

may affect the quality of the annotated regions. On
the other hand, when the image dimensions are too
large, the amount of allocated memory, as well as
the processing time, increases exponentially. An-
other requirement for the input image is its colour
space format to be in red, green and blue (RGB)
channels without additional or missing channels.

For an effective processing of images with a
convolution model they have to be in proper di-
mensions and in the RGB color space. Hence, the
first module of the pipeline examines each image
and performs the necessary transformations (re-
sizing and/or color space mapping); in case the
transformations are not possible, the image is ex-
cluded from the dataset. As a result, the images
are described by their attributes as JSON objects.
The pre-processing step is automated by a Python
script, which calls some of the OpenCV5 routines
for performing the operations over the images.

The open source Yolact (Bolya et al., 2019) pro-
vides several convolution neural network models
for object detection and segmentation within the
COCO domain (Lin et al., 2014). The model we
have employed for the automatic annotation is
Resnet50-FPN. The notation indicates that each
convolution layer from the backbone component
of the model includes a feed-through connection
from the input to the output of the layer. Such
structure is appropriate for training highly stacked
models (as those used for computer vision tasks) in
order to improve the numerical stability of the opti-
mization procedure and to prevent over-fitting. The
intuition behind this is that each convolution layer
from the stack is approximating only the residual
error between the target and the output of the pre-
vious layer. First the data is processed through a
stack of input convolutional layers with decreasing
resolution. Consequently, a stack of output convo-
lutional layers with increasing resolution is applied.
The dimension of each layer from an input stack is
matched by a layer from the output stack. In addi-
tion, 1x1 convolutional connections are established
between the corresponding layers from the input
and the output stacks.

The result from dataset processing through
Yolact software is the instance segmentation and
classification within the COCO domain. The re-
sults are stored in MS COCO JSON format. The
format provides two options for recording the
bounding contour of each detected object – run-

5https://github.com/opencv/opencv
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length encoding (RLE) and point coordinates. The
RLE is a compression format over the point coordi-
nates and allows for more compact representation;
however, not all systems are able to work with it
directly. A useful tool for converting between for-
mats is the Python library pycocotools. In some
cases, more processing is required because the raw
segmentation mask resulting from the convolution
model is a binary mask. For the conversion of a
binary mask to an object contour a useful routine
from OpenCV library, findContours, is used.

As noted, the object detection model produces
annotation data in the domain of the 80 COCO
categories. The automatically obtained annotation
data are imported in an open-source annotation soft-
ware, the COCO-annotator (Brooks, 2019). The
process is automated through a bash script, which
connects to the database docker of the annotator,
creates a new dataset, copies the images and im-
ports the annotation data. The COCO-annotator
features multi-user environment composed of a
mongoDB database, Flask backend and Vue fron-
tend employing a worker processing model. In
the COCO-annotator, software images are orga-
nized into datasets and the front-end provides a
tool for performing manual editing of annotation
contours creating/deleting annotations or chang-
ing/assigning object labels.

To further accelerate manual annotation an auto-
matic relabelling of the imported annotations in the
coco-annotator database is implemented. It takes
as an input a dictionary that states the relabelling
rules specific for a sub-dataset. For example, the
category ’Person’ in the sub-dataset ’Basketball’
is replaced with the class ’Basketball player’ and
the identifier of the new class replaces the identifier
of all annotations ’Person’ within the sub-dataset
’Basketball’.

Certain manipulations during the manual anno-
tation were performed to provide functionalities
that are not implemented in the COCO-annotator
software. We have developed a dedicated Python
script performing such operations by connecting
to the mongoDB engine of the annotation software
using PyMongo Python library:

• Import images and annotations when creating
a new dataset;

• List annotated images by class label and store
them into a file on the disk;

• List hyperlinks to images in the database ac-

cording to their thematic subdomain;

• List annotated images by thematic subdomain;

• Generate statistical reports for the annotated
images;

• Merge two thematic sub-datasets into a single
one;

• Move one or several images from one the-
matic sub-dataset to another, together with
their associated annotations;

• Remove images, annotations or categories
from a dataset based on various criteria;

• Export all dataset images and annotations into
JSON COCO format;

• Remove images from the dataset marked as
deleted in the COCO-annotator software;

• Replace labels in a thematic sub-dataset ac-
cording to specific rules;

• Scan image paths in the database for inconsis-
tency and fix them if necessary;

• Change classes of particular images or differ-
entiate labels between two distinct thematic
sub-datasets.

Python scripts6 execute each of the described oper-
ations.

After manual annotation and database post-
processing, the images from the resulting 130 the-
matic subdomains are exported together with their
ground truth annotations represented in MS COCO
format. The structure of the MIC21 dataset is as
follows:

-thematic_field_name
- data
- image_1.jpg
- image_2.png
...

thematic_field_name_gt.json

The data sub-directory for the respective thematic
subdomain contains the images in jpg, jpeg or png
format. The *gt.json field is a COCO format
JSON file describing the polygonal segmentation
of objects in images.

6https://github.com/link_will_be_
provided
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Figure 1: Structure of the model

4 MIC21 Models

We trained domain specific models, which are able
to detect and label objects in an image with classes
from the MIC21 ontology. The benefits of such
models are twofold – first, they allow further accel-
eration of the manual annotation reflecting the MIC
ontology of visual objects; second, they represent
an extension of the standard COCO classes to 130
thematic domains. For the training of the domain
specific models we use Detectron2 framework of
the Facebook research group7, which is an open-
source Python software based on PyTorch library.
The general structure of the object detection model
is presented in Figure 1.

It is composed of a convolution neural network
(CNN) backbone component, a proposal generator
and a region of interest (ROI) head (Redmon et al.,
2015). Detectron2 supports 3 backend structures
- Resnet, Regnet and FPN. The backbone is repre-
sented as stacked convolution layers with different
interconnections depending on the structure type.

In the Resnet structure, the residual building
block has an option for a direct shortcut connection
from the input of the layer to its output, i.e. pro-
jecting the input features into the output, and the
actual network is keeping the difference between
the input and the target. The output of the backend
component comprises selected feature maps from
the stack of layers depending on the network de-
sign. Usually, in addition to the output of the last
layer, 3 to 4 of the output feature maps from the

7https://github.com/facebookresearch/
detectron2

deeper layers are selected.

Region proposals in the modern object detection
networks are generated through a region proposal
convolution network (RPN), composed of a 3x3
convolution layer followed by 1x1 convolution lay-
ers for the generation of object box deltas and an
objectiveness score for a box. As a basis for region
proposals, a set of anchors is generated within the
image, for example, by dividing the image into a
grid of large boxes and putting an anchor point
at the centre of each box. Then the anchor boxes
are refined during the training of the network by
fitting them to the ground truth. The result of the
proposal generator layer is a list of box coordinates
and an objectiveness score indicating whether the
respective box contains an object or not.

The third stage in the object detection framework
is a ROI head network, which iterates over each
of the generated proposal boxes and performs per
region classification and binary mask extraction.
The prediction is based on the features from the
backbone layer constrained to the current examined
box.

Each of the trained models is characterised
by input data, output data and parameters. The
parameters represent the internal weights of the
model obtained during training, which are spe-
cific for each thematic subdomain and have to be
loaded through a DetectionCheckpointer
class. The input for the model is a Python list
structure list[dict], where each element of
the list is a dictionary field image, representing
a 3-dimensional array with colours for each pixel
from the image in RGB colour space, and also
width and height attributes for the image in pixels.
If the model weight is updated during the training,
the input dictionary for each image has to include
a field instances describing the coordinates of
the bounding boxes for the ground truth objects in
the image, as well as a class label for each object in
the range [0,num_categories] and a ground
truth binary mask for each object.

The training of the models is performed with
the Detectron2 framework by inheriting the
DefaultTrainer class. The training loop and
each of the network layers are aligned with the
PyTorch requirements for building neural network
models. Each layer has to provide a loss function,
which calculates the residual error given the train-
ing targets and network outputs, and additionally to
provide a forward function, which calculates the
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layer outputs from inputs. To compute the gradi-
ents during the backward network pass the PyTorch
features an autograd engine, which (when en-
abled) is able to track each arithmetic operation
during the forward pass and to obtain the gradient
of the residual error of the layer with respect to the
parameters.

During the training, the model is evaluated peri-
odically when a certain iteration count is passed by
tracking the intersection over union (IoU) metric
by category. The library pycocotools contains
useful routines for comparing results from com-
puter vision models either by using bounding boxes
or binary masks. The IoU metric is defined as:

SIoU (Z, T ) =
A(Z ∩ T )

A(Z ∪ T )
, (1)

where Z is the model bounding box or mask detec-
tion, T is the corresponding ground truth instance
from the same ontology class and A is the area cal-
culating operator, which usually is expressed by the
number of pixels in a region. In order to calculate
this metric for multivariate models (with several
ontology classes), first a correspondence between
model outputs and ground truth targets has to be es-
tablished by comparing the region overlap. When
a model output region is matched to a ground truth
region for a given IoU threshold, 4 metrics can be
calculated:

• TP – true positive – when Z and T are from
the same class;

• FP – false positive – when Z and T are
matched, but the model is wrong for the class
of Z;

• FN – false negative – no region Z is matched
to a ground truth T ;

• TN – true negative – an object that is not part
of the ground truth is also left undetected by
the model.

With respect to the classification outcome for a
given IoU threshold, three additional metrics for the
model are commonly examined, which are model
precision

P =
NTP

NTP +NFP
, (2)

reflecting how good the model is in producing cor-
rect labelling for the detected regions, model recall,

R =
NTP

NTP +NFN
, (3)

which is about how good the model is in detecting
the correct objects from a category and general
model detection accuracy expressed by

A =
NTP +NTN

NTP +NFP +NFN +NTN
, (4)

where N• denotes the number of detections over
the whole dataset from TP, FP, FN or TN category.
Note that each of the metrics P, R and A are func-
tions of the IoU threshold level SIoU (Z, T ) used to
perform the matching between the model detection
and ground truth regions. By selecting different
IoU thresholds we will get different model perfor-
mance, hence to obtain a more complete picture
of the model detection capabilities P and R are
evaluated for the whole range of IoU values from 0
to 1, producing the so-called precision recall curve
for a model.

5 Framework for running and evaluation
the MIC21 models

For the purposes of presentation, comparison and
evaluation the dataset is organized into a system
of components, called ’MIC21 framework’ (Fig-
ure 2). The framework is composed of a backend
(processing service) and frontend (visualization ser-
vice) component. The processing service is imple-
mented as a Flask server implemented in Python,
which is able to run the Yolact, Detectron2 and
MIC21 pre-trained domain specific models (Figure
2). The processing service offers a set of Web APIs
implemented over an HTTP, with the following
functions:

• Prediction of annotations using the Yolact soft-
ware;

• Prediction of annotations using the Detectron2
software;

• Prediction of annotations using the MIC21
trained models;

• Import of new images, their ground truth and
predictions into FiftyOne framework (into a
new or already existing dataset);

• Initial loading of datasets into FiftyOne;

• A simple interface to upload a new image to a
dataset;

• Evaluation of predictions against the ground
truth and storing the results into the FiftyOne
framework. Print the evaluation statistics.
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Figure 2: MIC21 framework components

The framework frontend service is based on the
FiftyOne software (Moore and Corso, 2020), which
is an open-source tool for building high-quality
datasets and computer vision models. In the Fifty-
One frontend service the Yolact, Detectron2 and
MIC21 pre-trained models can be compared with
the ground truth annotations for 130 subdomains
in the Sport, Transport, Arts and Security thematic
domains.

The repository for the framework is freely ac-
cessible at GitHub and includes: source code of
Mask R-CNN built on FPN and ResNet101, train-
ing code for MS COCO, pre-trained weights for
MS COCO and MIC21 classes, Jupyter notebooks
for visualization the detection pipeline and evalua-
tion routines for MS COCO metrics integrated in
the FiftyOne.

The original FiftyOne code is extended with a
function, which allows a user to upload a new im-
age into a selected MIC21 sub-dataset. When up-
loaded, the image is automatically processed by
the backend service and it is annotated indepen-
dently by 3 different models (Yolact, Detectron2
and MIC21). The results can be compared in the
FiftyOne.

6 Results and Evaluation

The MC21 object detection models produce the
output in four components:

• Bounding box, described with its coordinates
and its width and height;

• Polygon of points outlining the object con-
tours;

• Class label of the detected object;

• Confidence score between 0 and 1 – how cer-
tain the model is about the predicted class.

The FiftyOne framework integrates functionali-
ties to compare different object detection models
(in our case MIC21 model outcomes and the ground
trough annotations). As each image can represent
many objects from different classes, the compar-
ison shows the correct classification for a given
object within an image. Overall, the results can be
summaries as follows:

• If a model could find the object location, the
object is assigned a class;

• The classes that have strong correlation with
the COCO classes (i.e. baseball player vs.
human; soldier vs. human, etc.) are recog-
nized with a better precision, over 90 %, such
classes represent 27 % from the MIC21 On-
tology classes;

• Classes representing objects that are not cate-
gorised in the COCO dataset are recognized
and classified with accuracy over 50 %. Fig-
ure 3 represents details for four randomly se-
lected sub-datasets.

Category Accur. Precis. Recall Support
Sport 0.60 0.83 0.63 1663
Transport 0.59 0.84 0.63 1421
Arts 0.59 0.89 0.63 855
Security 0.20 0.39 0.24 1973
Total 0.5 0.76 0.53 1478

Table 2: Average metrics for the 130 MIC21 models

The results depend on the selected model param-
eters, number of training epochs, batch size and
also on the structure of the train and the validation
datasets. In our experiment, an initial training is
performed with a fixed number of 1500 epochs.
The resulting models can be re-trained further by
the code templates provided within the framework.
After the initial training, we have calculated aver-
age accuracy, precision and recall metrics for each
Ontology class represented in the MIC21 dataset.
The low accuracy and recall for some classes from
the domains Security and Arts is due to the small
number of the ground truth instances. Methods
for training models with small datasets have al-
ready being developed (Chen et al., 2021; Hu et al.,
2020).
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Figure 3: Precision-recall relationship for 4 randomly selected sub-datasets. From left to right: Climbing, Airplane,
Violonist and Soldier

During the training we have used a fixed number
of 1 500 epochs to generate results for the 130 mod-
els in reasonable time frame. However, training for
a fixed number of iterations leads to a different per-
formance of the model over the dataset. We sum-
marize the results from the evaluation of the trained
models over the target domains in figures 4 to 7.
For this purpose we calculate average precision and
recall metrics using the official COCO API library
(Dollar and Lin, 2014). The library provides the
class COCOEval, which takes ground truth and
model detection arrays as inputs and evaluates each
image and category in the dataset over specified
surface area ranges. The matching between ground
truth and detection masks is determined by a range
of intersection-of-unions thresholds (IoT). In our
evaluation scenario, we evaluate all area ranges,
and the IoT range from 0.5 to 0.95 for both pre-
cision and recall. The per image metrics are then
accumulated for the whole dataset.

To highlight the capabilities of the trained mod-
els, we have performed evaluation over a single
class per dataset, which was selected as a dom-
inant class for the particular subdomain. These
classes are usually with high number of instances
in the subdomain. For some of the subdomains
the selection of a dominant class can be ambigu-
ous. However, the main rule during that decision
process was that the dominant class must uniquely
identify the respective subdomain. Another rule we
have observed was to use different sets of classes
for different subdomains (to the possible extend).
The resultant sets of classes can be tracked in the
Figures 4 to 7.

In the Figure 4 we compare the subdomains from
the domain Sport. We can see that for the most of
the dominant classes we have reached average pre-
cision and recall of about 0.4. The highest average
precision is reached for the category Golf player

in the subdomain Golf, and the lowest precision
and recall are for the class Race driver in the sub-
domain Car racing (not a dominant class), which
is due to uncommon for COCO models pose of
the object Person within the images and provided
limited training epochs. Hence, if we deviate more
from what is typical of the initial training of the
model, we have to perform deeper changes in the
layers with the additional training in order to pre-
serve the level of fit to ground truth. It is noticeable
that we have big difference between average preci-
sion and recall for some classes such as Volleyball
player, Soccer player, Hockey player, Cricketer,
etc. In all cases, the recall is about 30% lower
than the precision, meaning that when the model
detects the respective instance it is correctly clas-
sified. However, not all objects from a particular
class have been detected. This can be related to
how the ground truth objects are selected, in terms
of a sufficient number of images depicting the ob-
ject in a particular situation, or can be attributed
to overlapping between two objects in some situ-
ations. Such events can lead to lower confidence
score from the model. We evaluate all MIC21 mod-
els for a confidence score of 0.9, which is quite
high, to highlight the differences between the mod-
els.

Figure 5 contains the results of evaluation over
the domain Transport. The pre-trained models have
reached a performance between 0.4 and 0.8 for av-
erage precision and recall for that domain. The
highest result on precision is for the subdomain
Tram of about 0.85 and the highest recall is for the
subdomain Convertible of about 0.84. It is inter-
esting to note that, while for the Sport subdomains
we always have higher precision than recall, for the
Transport subdomains we have many cases when
recall is higher than the precision. This indicates
that, while selected models are better at recogniz-
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ing automobiles, it is more difficult to identify them
than people. The lowest metrics for Transport are
for the subdomain Car transporter, which can
also be attributed to the untypical objects we try to
identify using a model that was first trained for the
80 COCO classes.

Results from the evaluation of the models in the
domain Arts are presented in the Figure 6. With
some models targeting higher and some models
aiming lower, the average precision and recall are
about 0.4-0.5. We cannot see a precision over re-
call dominance as in Sport because the dominant
class in those subdomains is once again Person.
With recall and precision close to 0.85 and 0.83,
the subdomain Photographer achieves the higher
metrics.

Interesting finding is that as with Cellists, Ballet
dancers, and Percussionists, lower recall levels un-
necessarily reduce precision levels. In other words,
if the model is good in detecting a particular object,
it has good chances to properly classify it. This
can be related to the fact that we modify only the
ROI head sub-component of the model, without
targeting the lower detection layers. In our dataset
we have a few classes from the domain Security
visualized in the Figure 7. Classes from the domain
Security show similar metrics with other examined
domains with both precision and recall ranging
around 0.5.

7 Conclusion and Future Work

The Multilingual Image Corpus offers data to train
models specialized in object detection, segmenta-
tion, and classification by providing fully annotated
objects within images with segmentation masks,
categorised according to an Ontology of Visual Ob-
jects. The Ontology of visual objects allows easy
integration of annotated images in different datasets
as well as learning the associations between objects
in images.

Models trained on the COCO dataset were used
for the generation of annotation proposals. We
developed a framework based on FiftyOne, Yolact
and Detectron2, and implemented it over Mask
R-CNN on Python3, Keras and TensorFlow. We
pre-trained Fast R-CNN models with the MIC 21
dataset, which resulted in 130 models that generate
bounding boxes, segmentation masks and object
classes.

The MIC 21 framework supports web-based vi-
sualization, evaluation and comparison of different

models together with the ground truth annotations.
We can provide a number of alternatives for

completing multimodal tasks using the created
datasets, including automatic image caption gen-
eration aligning sentences with images in various
multimodal documents and visual question answer-
ing. Interpreting an image and the brief text that
goes with it, such as a caption, a question or a
description of the objects in the image, can be a
supporting task.

Prospective developments also include: auto-
matic extension of the dataset using the pre-trained
models, which will considerably accelerate manual
annotation in the target thematic domains; training
models for automatic image captioning (Li et al.,
2020) or question answering (Wu et al., 2021; Liu
et al., 2021); adaptation of the pre-trained models
for video processing (Zhao et al., 2021); identifica-
tion (automatic generation) of images representing
particular objects or particular textual descriptions;
application in motion analysis systems.
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Appendix A Evaluation over the classes
in the four main domains:
Sport, Transport, Arts,
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Figure 4: Evaluation over Sport categories

Figure 5: Evaluation over Transport categories
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Figure 6: Evaluation over Arts categories

Figure 7: Evaluation over Security categories
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Abstract

We present BulFrame – a web-based system
designed for creating, editing, validating and
viewing conceptual frames. A unified theoreti-
cal model for the formal presentation of Con-
ceptual frames is offered, which predetermines
the architecture of the system with which the
data is processed. A Conceptual frame de-
fines a unique set of syntagmatic relations be-
tween verb synsets representing the frame and
noun synsets expressing the frame elements.
Thereby, the notion of Conceptual frame com-
bines semantic knowledge presented in Word-
Net and FrameNet and builds upon it. The main
difference with FrameNet semantic frames is
the definition of the sets of nouns that can be
combined with a given verb. This is achieved
by an ontological representation of noun se-
mantic classes. The framework is built and
evaluated with Conceptual frames for Bulgar-
ian verbs.

Keywords: Conceptual frames, ontology of
noun semantic classes, verb semantics

1 Introduction

There are many rich semantic resources (mainly for
English but also for other languages) that include
different types of semantic information: WordNet
(Miller et al., 1990), FrameNet (Baker et al., 1998),
VerbNet (Kipper et al., 2007), PropBank (Palmer
et al., 2005), Ontonotes (Weischedel et al., 2011),
Pattern Dictionary of English Verbs (Hanks, 2004),
Yago (Suchanek et al., 2007), BabelNet (Navigli
and Ponzetto, 2012), VerbAtlas (Di Fabio et al.,
2019), SynSemClass (Uresova et al., 2020), among
others.

BulFrame1 is a web-based system designed for
creating, editing, validating and viewing Concep-
tual frames. A unified theoretical model for the
formal presentation of conceptual frames is offered,

1https:\dcl.bas.bg/bulframe/

which predetermines the architecture of the system
with which the data is processed. In this regard,
several fundamental theoretical models focused
on verb semantics have been taken into account
– among the most famous research in this field are
Charles Fillmore’s theory of frame semantics (Fill-
more, 1982), the description of verb classes and
possible alternations by Beth Levin (Levin, 1993),
the concept of representation of verb frames in
FrameNet (Baker et al., 1998; Fillmore and Baker,
2001) and others.

Some of the main advantages of both resources
(WordNet and FrameNet) with regard to the con-
ceptual description of the predicate – argument
structure are complemented and upgraded to ex-
pand WordNet with Conceptual frames that rep-
resent verb predicate-argument syntagmatic rela-
tions. The main advantages of WordNet for se-
mantic analysis focused on introducing Conceptual
frames are: a) the large number of concepts orga-
nized in a semantic network and b) the grouping of
concepts in semantic classes according to their gen-
eral meaning. The main advantages of FrameNet
for implementing Conceptual frames are: a) the
extensive description of semantic knowledge about
an event type and its participants and b) the linking
of semantic frames with semantic relations (Koeva,
2021).

The paper is organized as follows: we begin
with a brief introduction to the notion of Concep-
tual frame in Section 2. In Section 3 we present
the design of the BulFrame system. Section 4 is
dedicated to the linguistic interpretation of Concep-
tual frames with a special focus on the ontology of
semantic classes of nouns. Finally, related work
(section 5), conclusions and future directions of our
work (section 6) are presented.

Our main contributions are: (a) identification
of verbs that evoke a particular FrameNet seman-
tic frame; (b) detailed ontological representation
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of semantic classes of noun synsets; (c) specifica-
tion of frame elements relevant to the expression
of syntagmatic relations; (d) assigning the frame
elements with noun semantic classes or a combina-
tion of classes ensuring the words’ compatibility
in Bulgarian; (e) definition of Conceptual frames
depicting semantics of Bulgarian verbs.

2 The Notion of Conceptual Frames

Conceptual frames are abstract structures that de-
fine the semantic and syntactic compatibility be-
tween verb predicates and noun arguments. A par-
ticular Conceptual frame is: associated with a se-
mantic class that expresses its general semantic
properties; represented by a set of verbs organized
in the WordNet synonym sets, and described by a
set of frame elements. The verbs in the same frame
can be one or several: linked between each other
with lexical relations (synonymy, antonymy) and/or
hierarchical relations (hypernymy, troponymy, en-
tailment). The Conceptual frame elements roughly
correspond to the FrameNet core elements; how-
ever, there is no one-to-one correspondence be-
tween FrameNet Semantic frames and Conceptual
frames (because of some differences in conceptual-
ization in different languages and because of differ-
ences between the two theoretical representations)
(Koeva, 2020, 2021).

Each Conceptual frame element is associated
with a set of nouns that are compatible with the
verb predicate. Again, the set could contain a single
noun or several nouns linked between each other
with lexical relations (synonymy, antonymy) and/or
hierarchical relations (hypernymy, hyponymy).
The association between the frame (verb synsets)
and its elements (noun synsets) can be explicitly
introduced in WordNet by means of syntagmatic
relations. If more than one noun synset can express
the frame element (which is the usual case), the
syntagmatic relation links the verb synset with the
top-most noun synset of the hierarchy grouping
nouns with the same semantic properties (semantic
class). The diversity in the compatibilities between
representatives of verb classes and noun classes
drives the necessity for a detailed Ontology of se-
mantic classes of nouns.

We can generalize that a Conceptual frame de-
fines a unique set of syntagmatic relations between:
• verb synsets representing the frame, and
• noun synsets expressing the frame elements.
Thereby, the notion of Conceptual frame com-

bines semantic knowledge presented in WordNet
and FrameNet and builds upon it.

The main difference between Conceptual frames
and the FrameNet Semantic frames (Ruppenhofer
et al., 2016) is that Conceptual frames are explicitly
linked with the noun synsets representing the words
with which the verb predicate can be combined (to
the extent this is possible due to WordNet structure
and content and metaphoric language use). For
example, a Conceptual frame that roughly corre-
sponds to the FrameNet semantic frame Experi-
encer focused emotion2 is represented by the verb
synsets: dislike ‘have or feel a dislike or distaste
for’; hate, detest ‘dislike intensely; feel antipathy
or aversion towards’; like ‘find enjoyable or agree-
able’; love ‘have a great affection or liking for’.
The Conceptual frame elements are Experiencer
and Content (if we keep the names of the FrameNet
core elements). The semantic classes of nouns that
they could be expressed with are [Human], [Ani-
mal], [Physical entity], and [Abstraction] and the
combinations are the following:
• Experiencer: person — Content: physical

entity and abstraction
• Experiencer: animal — Content: physical

entity.

3 BulFrame Design

BulFrame is a system whose functionality is de-
signed for the definition and description of Con-
ceptual frames. The functionality is divided into
three main modules: (a) definition of the abstract
structure; (b) description of particular Conceptual
frames based on the defined structure; and (c) pub-
lic access to the Conceptual frames, with a read-
only restriction.

3.1 Abstract structure
The abstract structure of the system provides a com-
plete set of components and operations for setting
up any hierarchical structure. Moreover, it can be
changed over time taking into account the risk of
information loss after certain operations.

3.1.1 Objects
The abstract structure has only one object type,
which is defined by attributes related to the object
with system internal relations. Thus, the difference
between the object and the attribute is that the ob-
ject does not have a parent, or in other words, it is

2https://framenet.icsi.berkeley.edu/
fndrupal/frameIndex
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Figure 1: Abstract Structure of the Object FRAME

always a root, while the attribute is always related
either directly to the object or to the other attribute
(the attribute can never be a root). In BulFrame im-
plementation of the abstract structure the object has
two instances: WORD and FRAME. The object
instances are linked with specially defined relations
by means of the following formal properties: equiv-
alence, reflexivity, transitivity. The relations might
be: FRAME to FRAME, WORD to WORD and
FRAME to WORD.

The abstract structure is represented as a strictly
hierarchical structure. This is illustrated at Figure
1, in which the root is the object FRAME and the
other nodes represent the frame attributes. The
hierarchical organization of the abstract structure
is achieved in two ways: by nesting of object at-
tributes and by encoding taxonomy relations be-
tween objects.

3.1.2 Attributes
The attributes have a uniform structure represented
by the pair key : value, where the key is the name
of the attribute and the value determines the way
the value is defined: directly by a value or by a
sub-attribute. Defining the attribute value as a sub-
attribute forms complex (nested) attributes.

Each attribute, as a separate element of the hi-
erarchical structure, is defined in tables from the
database as shown in Figure 2.

The value types that are supported by the frame-
work are: text, number, relation and sub-attribute
(for complex attributes). In addition to defining the
value type of the attributes, the framework also pro-
vides the opportunity to define the type of the visual
component with which the corresponding value has

to be represented. The supported components are:

• for the value text: a text box, a text box with
autocomplete function based on the existing
values for the same attribute, a drop-down
with a single select option based on a pre-
defined list of values and a drop-down with
multiple select options based on a predefined
list of values;

• for the value number: a numeric box;

• for the value relation: a combo-box based on
the predefined FRAMES and WORDS.

Table 1 contains the general information about
the attributes (the combinations of possible val-
ues and their interpretation). In addition to the
name and the value of the attributes, there are
some restrictions (minimal occurrences, maximal
occurrences) that determine whether the attribute is
mandatory and how many times it can be repeated
in the frame description.

Attribute MIN MAX
Value Meaning Meaning
Null Not allowed Unlimited
Digit X At least X Not more than X

Table 1: Definition of attributes, where MIN states for
minimum value occurrences, and MAX – for maximum.

Additional elements describing the attributes are:

• position – associates the attributes and their
parents in the user interface;

• import/export – the name of the XML /
JSON element that is responsible for the data
import/export;

• code – a system element enabling the imple-
mentation of functionality linked with a spe-
cific attribute;

• parent object type – a system element
ensuring the hierarchical structure (par-
ent obj type id).

For the value text, the component drop-down se-
lection with single/multiple select options requires
the definition of the list of possible values. For
the value relation, the specific relations have to
be defined. The reference to a relation is defined
by the relation type (relation type id), which is
constituted by several components:
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Figure 2: BulFrame database

• name – the name of the relation;

• reverse relation name – the name of the re-
verse relation (reverse rel name), if any;

• source / target object – the type of objects
that are linked by the relation: either WORD
or FRAME (source / target object type id);

• relation properties – transitive, reflexive,
symmetric.

Figure 3 in the Appendix A shows the defini-
tion of the Conceptual frame structure within the
BulFrame system.

The BulFrame allows the following actions: im-
port verbs and Conceptual frames, edit existing
entries and delete verbs with no associated Concep-
tual frames and Conceptual frames with no associ-
ated verbs.

4 Linguistic interpretation of Conceptual
frames

Conceptual frames represent the lexical meaning
and morphological features of (Bulgarian) verbs
which actually predict the syntactic realization and
semantic combinability of their arguments (core
frame elements), which are also the subject of de-
scription (Koeva, 2021). The structure of a Con-
ceptual frame consists of the following sections:
Lexical, Morphological, and Frame (Syntactic and
Semantic) section.

4.1 Lexical section

The Lexical section embraces the information
about the verb lemmas (object WORD). The unique
interpretation of a verb is ensured by its WordNet
ILI (Inter-Lingual-Index) number, WordNet sense
number and definition. The WordNet ILI has two
purposes: it links the synonyms in a synset and
shows the mapping to the respective synset (con-
cept) from the Princeton WordNet (Vossen et al.,
1998).

The Lexical section includes: verb lemma (lit-
eral), whether the verb is a multiword expression or
not, part of speech, WordNet ILI to which the verb
belongs, sense number, sense definition, synset se-
mantic class, stylistic or usage note, and relations
with literals from other synsets.

The verb multiverb expressions can be classified
mostly as non-fixed lexicalized expressions: reflex-
iva tantum se: smeya se ‘laugh’, izpravyam se
‘stand up’; reflexiva tantum si: vaobrazyabvam
si ’imagine’; reciproca tantum se: sastezavam
se ‘compete’; reciproca tantum si: govorya si
‘talk to oneself’; accusativa tantum: marzi me
‘feel lazy’; dativa tantum: hrumna mi ‘it oc-
curred to me’; reflexiva dativa tantum gadi mi
se ‘feel sick’; with obligatory preposition(al
phrase): privezhdam v sila ‘enforce’; with obliga-
tory noun (phrase): podavam zhalba ‘file a com-
plaint’, davam si smetka ‘realise’; with obligatory
adverb(ial phrase); stoya nastrana ‘stand aside’.

Perfective and imperfective verbs in Bulgar-
ian express different meanings, although the verb
aspect pairs are closely related, for example the
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verbs (rodya) ‘give birth’ and (razhdam) ‘am giving
birth’. The definition should describe the meaning
in a way that uniquely distinguishes a verb from
other senses of the same word; the definition also
reflects the morphological features of the verbs
(for example, the limited person paradigm as third-
person, impersonal and plural personal) and the
lexical-grammatical category aspect.

The verbs in the (Princeton) WordNet are orga-
nized into semantic classes (primitives): generic
concepts, perceived as unique roots (beginners) of
separate hierarchies, and the verbs belonging to
the hierarchies are subsumed under the common
semantic class: bodily care and functions, change,
cognition, communication, competition, consump-
tion, contact, creation, emotion, motion, perception,
possession, social interaction, weather verbs, state
(Fellbaum, 1990). One and the same semantic class
might be assigned to many verb roots and as close
to the root the concept is as abstract or general its
meaning is.

The note to the literal can express: the belong-
ing to non-standard lexis – a dialectal word, a
folk word, a word with an undesired use; use in
a specific functional style – a colloquial word; a
poetic word; a literary word; term; the historical
period of use – an obsolete word; a new word; the
expressive properties of the literals – a word with
pejorative meaning; the frequency of use of the
literals – a rare word; the nuances in the use of
the literals – a figuratively used word. It should
be pointed out, however, that stylistic marking usu-
ally excludes words from the core vocabulary, so
although the information is intended to be trans-
ferred from WordNet, it is not expected that there
will be many such cases, so far among the 639
verbs described with Conceptual frames (as of May
2022), only 4 have been marked as belonging to
colloquial speech.

4.1.1 Selection of Verbs
The Bulgarian verbs included in the database of
Conceptual frames are selected according to several
criteria.
• Presence in Age of Acquisition (AoA) test

– the school level at which a word (meaning of
a word) must be studied or mastered. The re-
source includes a list of 44,000 entries (31,000
words and compound words; not only verbs) com-
piled by Dale and O’Rourke’s Living Word Vocabu-
lary (Dale and O’Rourke, 1981) and supplemented
by estimates from other authors (Goodman et al.,

2008; Morrison et al., 1997). For example, the
Age of Acquisition ratings are a self-esteem given
by adults (mostly students) about the age at which
they learned a word, which is also further adjusted
by other assessments and experiments (Kuperman
et al., 2012).
• Root distance – the distance of the synset to

the root of the local tree (the hierarchical substruc-
ture in Wordnet in which the corresponding syn-
onym set is included). The distance is represented
by the number of nodes (synsets) between the node
in which the corresponding verb is located and the
respective root, a node with an abstract meaning in
WordNet.
• Presence in Base concepts – targeting max-

imum overlap and compatibility across wordnets
of different languages (Vossen et al., 1998). 1,024
Base Concepts are identified on the basis of En-
glish, Dutch, Spanish and Italian along the follow-
ing criteria: high position in the semantic hierarchy
and maximum number of relations with other con-
cepts in the WordNet. New Base Concepts have
been added of second and third batch on the basis
of data from Bulgarian, Greek, Romanian, Serbian
and Turkish (Tufiş et al., 2004) and the first batch
of Base Concepts has been expanded to 4,689. The
following additional criteria were used to identify
the main concepts of the second and third batch:
a) the most common words in large representative
corpora and b) the hyperonyms of already selected
synsets to the root of the corresponding local tree.
• Relative frequency – represents a) frequency

of verbs in the Bulgarian National Corpus3 (in the
whole corpus, in fiction texts and in news); and b)
frequency of verbs in Bulgarian textbooks from 1st
to 4th grade. The frequency is calculated at the
level of lemma; however, some noise is left due to
lack of sense disambiguation.

The presented measures were evaluated by ex-
perts in order to select a proper set of basic verb
vocabulary for Bulgarian:

– If the following criteria are fulfilled: the verb
is part of the AoA, the distance to the root is 0 or
1 and the verb is a member of the Base concepts
(batch 1 or batch 2), the verb, accompanied with its
sense number, ILI record and definition, is selected.

– If the verb is present in the AoA, but the other
two criteria are not met, the expert judges accord-
ing to the frequency of use and his/her personal
intuition.

3https://search.dcl.bas.bg
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– If the verb is not present in the AoA, the other
criteria are used in the following order: root dis-
tance, member of the Base concept lists, frequency
of use.

– The following principles have been also
adopted during the selection: if a perfect verb is se-
lected, the corresponding imperfect verb is also in-
cluded; secondary imperfect verbs are not selected
(at the moment).

4.1.2 Semantic Relations
The semantic relations are inherited from WordNet
and inserted in the database. Taxonomic relations
are: inverse and transitive (is hypernym of and
has a hypernym, has a troponym and is a tro-
ponym of); meronymic relations are also inverse
and transitive (has subevent and is subevent of).
Non-hierarchical relations are: symmetric, reflex-
ive, transitive and Euclidean (synonymy), symmet-
ric, irreflexive and non-transitive (antonymy); sym-
metric, irreflexive and Euclidean (also see, verb
group). The relations in WordNet are defined be-
tween synsets. As the basic unit in our system is
the verb (WORD) and in the Bulgarian wordnet
verbs with a different lexical aspect are grouped in
one and the same synset, the following rules are im-
plemented while inheriting the WordNet relations
(Table 2).

Verb Hypernym VerbG Antonym
1: Imperfect 1,2 All 1,2
2: ImperfT 1,2 All 1,2
3: Perfect 3,4 All 3,4
4: PerfT 3,4 All 3,4

Table 2: Verb to verb semantic relations, ImperfT stands
for Imperfectiva tantum, PerfT – for Perfectiva tantum,
VerbG – for Verb group.

4.2 Morphological section

A morphological classification of a target verb is
necessary because the grammatical and morphosyn-
tactic features determine in some cases the syntac-
tic structures associated with a given word. We
have distinguished four groups of grammatical sub-
classes of Bulgarian verbs depending on the subject:
personal, impersonal: zazoryava se ‘it dawns’,
third personal singular and plural: rekata se
vliva v moreto ‘the river flows into the sea’, and
plural personal: sabirame se okolo masata ‘we
gather around the table’.

The different meaning of verb aspect pairs is re-
flected at both the morphological and the syntactic
levels: the paradigms of the perfective and imper-
fective verbs are different – perfective verbs do not
have the so-called independent present tense, and
they do not form either present participles (agen-
tive and adverbial) or negative imperative forms;
the derivational potential of the perfective and im-
perfective verbs is different – perfective verbs do
not form some types of deverbal nouns and some
nouns denoting professions; perfectivity is directly
related to the syntactic realization of obligatory
complements – direct objects of perfective verbs
cannot remain implicit and perfective verbs cannot
be complements of phase predicates; perfectivity
is also directly related to the possibility for dif-
ferent types of verb diathesis: perfective verbs do
not form middles, optatives or impersonals (Koeva,
2010).

In the Bulgarian WordNet verb aspect pairs are
included in one and the same synsets, although the
perfective and imperfective members of a pair are
not cognitive synonymous, and as a consequence
only some of the literals are translation equiva-
lents to the respective synonyms in English. For
the differentiation of verbs of different aspect, a
literal note is attached to each verb indicating its
aspect: perfective verb: (zapeya) ‘start singing’;
imperfective verb: (zapyavam) ‘sing off’; a si-
multaneously perfective and imperfective verb:
(pensioniram) ‘retire’; an imperfective verb with
no perfective equivalent: (vali) ‘it rains’; a per-
fective verb with no imperfective equivalent:
(povyarvam) ‘get to believe’. The values of the
category verb aspect are transferred directly from
WordNet.

Verbs are also classified according to their tran-
sitivity.

4.3 Frame section

One part of the elements in the Frame section are
inherited from the Berkley FrameNet, another part
is constructed in compliance with the FrameNet
organisation and yet another one is specific for
the organisation of the Conceptual frames. The
FrameNet related parts are: frame name, frame
definition, frame-to-frame relations, and frame ele-
ments with their names, status (core, non-core and
extra-thematic) and definition.

Several types of frame-to-frame relations are de-
fined, of which for the definition of the Conceptual

Proceedings of CLIB 2022

208



frames the important ones are: Inheritance (an
is-a relation, the child frame is a subtype of the
parent frame), Using (the child frame presupposes
the parent frame as background); Inchoative of
and Causative of (Ruppenhofer et al., 2016). In-
heritance is the strongest relation between frames
corresponding to an is-a relation in many ontolo-
gies. The basic idea of the inheritance relation
is that each semantic fact about the parent must
correspond to an equally specific or more specific
fact about the child (Ruppenhofer et al., 2016).
The origin of the information is marked: inher-
ited form FrameNet; from FrameNet with modifi-
cations; completely new information.

So far, 104 different semantic frames were used
as basic structures for defining Conceptual frames.
105 unique frame elements were used, among
which the most frequently selected are: Agent –
175 instances, Experiencer – 81 instances, Cause
– 66 instances, Stimulus – 57 instances and so on.
Together with the frame elements that can be en-
countered in different semantic frames, there are 30
cases of rare use of a particular frame element – 1
or 2 times. For example, frame elements Interven-
tion, Medical condition, Medical professional
and Result are so far selected only once.

4.3.1 Frame element Syntactic Structure
The phrases that express the frame elements may
be obligatorily explicit (in rare cases in Bulgarian)
or non-explicit, which means that the potential for
a syntactic realization of the phrase exists, but its
explicitness is not mandatory because it is under-
stood from the context in a broader sense (verb
morphology, preceding text, extralinguistic infor-
mation, etc.), a special case is pronominal drop in
the subject position.

The syntactical phrases that can be candidates
for arguments in Bulgarian are: NP (noun phrase),
PP (preposition phrase), AdvP (adverb phrase), S
(sentence), SC (small clause), ACCCL (obligatory
accusative clitic), DATCL (obligatory dative clitic).
For a single verb with a unique meaning, there
might be more than one combination of obligatory
environments. Each personal verb incorporates an
argument – a noun phrase (NP) or a sentence (S)
that are realized as the subject in the sentence. The
subject may not be explicitly stated – with personal
verbs the information for person and number of the
omitted pronoun subject is expressed by the verb
inflexion.

The frame elements related to the subject of Bul-

garian verbs can be characterized as follows: (a)
with an explicitly or implicitly expressed subject
with a full paradigm of the category of person;
(b) with an explicitly or implicitly expressed third-
person subject; (c) with no subjective argument.
The frame elements related to the complements
of Bulgarian verbs can be classified as follows:
(a) with a single NP complement; (b) with an NP
complement and an S complement; (c) with an
NP complement and PP complements, regardless
of their number; (d) with an NP complement, PP
complements, regardless of their number, and an S
complement; (e) with PP complements, regardless
of their number; (f) with PP complements, regard-
less of their number, and an S complement; (g)
with an S complement; (h) with an AdvP predicate
modifier; (i) With an SC (small clause) NP argu-
ment; (j) with an SC (small clause) PP argument;
(k) with an SC (small clause) AP argument; (l) with
no complements.

The syntactic functions (names of syntactic po-
sitions taken from traditional grammar) are subject,
direct object, indirect object, adverbial, subject
clause, object clause, adverbial clause and small
clause. The syntactic structure is described by in-
formation about the phrases: explicitness (check
box), syntactic category (check box) and syntactic
function (check box).

4.3.2 Frame element Semantic Structure
FrameNet allows for the characterization of ‘role
fillers’ by semantic types of frame elements, which
ought to be broadly constant across uses (Ruppen-
hofer et al., 2016). However, not all frame elements
are supplied with a semantic type or the semantic
types are too general, and in some cases, they do
not show the actual restrictions for lexical combina-
tions. For example, the following frame elements
of the semantic frame Experiencer focused emo-
tion are equipped with semantic types:

Content with the semantic type [Content];
Event with the semantic type [State of affairs];
Experiencer with the semantic type [Sentient]; De-
gree with the semantic type [Degree]; Explanation
with the semantic type [State of affairs]; Manner
with the semantic type [Manner]; Time with the
semantic type [Time].

We call selectivity the semantic restrictions to a
given argument in a certain context selectivity. Due
to the fact that selective restrictions act between a
concrete predicate and the arguments that belong to
it, they can be different for each separate case. The
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most general semantic classification distinguishes
among abstract and concrete nouns. On their
part, concrete nouns can be animate or inanimate.
Animate nouns may be classified as persons and
non-persons, persons as agents or experiencers.
This classification tree is convenient but too shallow
to represent the selective restrictions that act with
verbs and nouns. Besides the general cases, there
may also be cases where concrete restrictions are
required, as for example liquid, food, etc. That
is why we include the link to the top most synset
(or the conjunction/disjunction of top most synsets)
taken from the Bulgarian WordNet. The top most
synset should dominate all appropriate synsets for
a given syntactic slot, i.e., liquid is a hypernym of
water, milk, liquor, etc.

The semantic classes of nouns in WordNet might
be subdivided into a set of semantic subclasses. For
example, within the semantic class [Food] we can
introduce the sub-class of [Beverage] for nouns
associated with verbs like stir, sip, drink, lap,
etc. Such representation aims to specify the or-
ganization of concepts into an ontological struc-
ture which allows inheritance between the seman-
tic classes down the hierarchy and ensures more
precise specification of verb – noun compatibility.

One potential to extend the repository of Word-
Net semantic classes is to map the WordNet synsets
to an existing hierarchy of semantic types, such
as the CPA types (Hanks, 2004). The semantic
types (e.g. [Human], [Animal], [Part], etc.) re-
fer to properties which can be expressed by words
regularly found to participate in particular verb
pattern positions (Hanks 2012: 57–59). In other
words, the semantic types state the semantic prefer-
ences of verbs that determine the sets of nouns and
noun phrases that are normally found in a particular
clause role depending on a verb predicate.

Some verb patterns may contain very general
preferences, i.e., the semantic type [Anything],
while others impose preferences for a limited set of
lexical units grouped into more particular semantic
types. For example, some verbs are associated with
nouns characterised as [Body part]. However, the
verb shampoo is associated with a more particular
semantic type [Hair]; the same is referred to the
verb nod, which is associated with the type [Head],
etc. Some verb patterns require a very small set of
lexical units for a particular slot and in this case, a
semantic type is not formulated; instead, the con-
crete lexical units are listed in the verb pattern. The

expansion of WordNet semantic classes with CPA
semantic types is performed manually by matching
the CPA semantic types with WordNet synsets and
choosing the most appropriate ones (Koeva et al.,
2018).

The 253 CPA semantic types are manually
mapped onto the respective WordNet concepts
(synsets) as follows: 199 semantic types are
mapped directly to one concept, i.e., [Permission]
is mapped to permission ‘approval to do some-
thing, semantic class noun communication’; [Dis-
pute] is mapped to disagreement ‘the speech act
of disagreeing or arguing or disputing’, semantic
class noun communication; 39 semantic types are
mapped to two WordNet concepts, i.e., [Route] is
mapped to road; route ‘an open way (generally
public) for travel or transportation, semantic class
noun artefact, and path; route ‘an established line
of travel or access’, and semantic class noun loca-
tion, and so on. Automatic mapping of hyponym
synsets to the inherited semantic types was per-
formed. In the cases where a semantic type and
its ancestor were both mapped to the same synset,
the ancestor was removed. 82,114 WordNet noun
synsets were mapped to the 253 semantic types of
the CPA ontology, resulting in 172,991 mappings.
As there are multiple hypernymy relations in Word-
Net, some of the inheritances are not correct; fur-
thermore, the inheritance by multiple hypernyms
will be manually evaluated, and if necessary, ad-
justed (Koeva et al., 2018).

Some of the initially selected classes were not
chosen as dominant classes for nouns compatible
with particular verbs, for example the class [Plant]
(eng-30-00017222-n), the class [Abstract object]
(eng-30-00019128-n), and so on. This obviously is
a consequence of the selections of the verbs. On the
other hand, 84 unique selective restrictions were
used identifiable by a representative noun and its
ILI number. Some new classes were introduced
(28 altogether, which constitutes 35,7 % of the to-
tal number of classes used so far. For example,
new classes are: [Text] (eng-30-06387980-n), [Ex-
amination] (eng-30-07197021-n), [Fire] (eng-30-
07302836-n), and so on. Still, the abstract notions
show more instances in the dataset: [Person] —
selected 850 times, [Entity — selected 249 times,
[Object] — selected 175 times, [Physical object]
— selected 170 times and so on.

The concrete prepositions for a given frame ele-
ment expressed with a prepositional phrase are to
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be selected from a list box. The same holds for
frame elements that express the obligatory noun
(phrase) or adverb (phrase). The types of subor-
dinate clauses depend on the method of linking –
interrogative pronouns or conjunctions, thus the re-
spective linking phrase or complementizers are to
be selected (more than one choice is permissible).

5 Related work

FrameNet is the most famous language resource
that contains lexical and conceptual knowledge
(Ruppenhofer et al., 2016). FrameNet can be
viewed as a semantic network (or a set of small
semantic nets), whose nodes indicate the semantic
frames and whose arcs represent semantic relations
between frames. For the purposes of the presented
research, the following information is employed:
the sets of verb lexical units related to semantic
frames, the inheritance relation between semantic
frames, and the description of core and peripheral
frame elements and their semantic types. The Fram-
Net annotation is mostly used for automatic role
labelling while we offer the definition of noun sets
compatible with verbs from a particular Conceptual
frame (and such approach offers much more train-
ing data for automatic processing). FrameNets for
languages other than English are being developed,
including for Bulgarian.

VerbAtlas is a relatively new, hand-crafted
lexical-semantic resource, whose goal is to bring
together WordNet verbal synsets into semantically-
coherent frames (Di Fabio et al., 2019). The frames
define a common, prototypical argument struc-
ture, while at the same time provide new concept-
specific information. VerbAtlas also offers an ex-
plicit, cross-frame set of semantic roles linked to
selectional preferences expressed in terms of Word-
Net synsets, and is the first resource enriched with
semantic information about implicit, shadow and
default arguments. The main difference between
the VerbAtlas and the presented framework is that
the VerbAtlas selectional preferences are too gen-
eral, similarly to the semantic types of core ele-
ments in FrameNet, in comparison to the exten-
sive semantic information provided within the Bul-
Frame to ensure accurate noun-to-verb compatibil-
ity.

Some efforts to describe Bulgarian frame lexicon
were also shown, and we believe our work draws
on the best approaches in the field.

6 Conclusion and Future work

The presentation of Conceptual frames of Bulgar-
ian verbs provides opportunities for the enrich-
ment of already existing resources (Wordnet and
Framenet) with new semantic information (in the
direction of completeness and structural expan-
sion), developing a detailed ontology of the seman-
tic classes of nouns and linking it to the hierarchi-
cal structure of WordNet and the frame elements
of FrameNet.

The main characteristic of the approach we have
taken is the manner of connecting FrameNet and
WordNet – not by assigning frames to synsets, i.e.,
not in the usual way, but by showing which Word-
Net subtrees are suitable to take one or another syn-
tactic position in which a frame element is realized.
The morpho-syntactic features that are specific for
Bulgarian are shown in detail; selective restrictions
are specified so that the resource can be used for
automatic prediction of semantic roles in any text.

As future work, we plan to take full advantage of
the semantic features available in BulFrame, such
as wide-coverage selectional preferences and verb
level grammatical information, by employing them
in semantic role labelling tasks.
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Figure 3: Conceptual frame structure
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Abstract
The paper describes the linking of three previ-
ously aligned resources (FrameNet, VerbNet
and WordNet) both by expanding their cov-
erage (by means of enhancing existing align-
ments) and by mapping elements of the seman-
tic and syntactic description of the lexical items:
FrameNet frame elements and VerbNet seman-
tic roles, FrameNet valency patterns and Verb-
Net syntactic patterns. The study focuses on
general lexis verbs as being more representa-
tive across languages. After describing the used
resources and their interaction, we go on to out-
line the mapping procedures and the elements
of the resulting resource. The discussion sums
up the main challenges encountered in carrying
out the described tasks.

Keywords: linked resources, FrameNet, Verb-
Net, WordNet, semantic description, syntactic
patterns

The paper deals with linking complementary se-
mantic and syntactic resources (FrameNet, VerbNet
and WordNet) through aligning relevant elements
of their semantic and syntactic description. We take
as a point of departure previously made alignments
between these resources where WordNet synsets
or synset members have been assigned a FrameNet
frame and/or a VerbNet class on the basis of equiva-
lent or similar meaning. Through its membership to
a class or a frame a lexical unit (in this case a verb
belonging to a verb synset in WordNet) inherits the
semantic and syntactic description associated with
them. While the syntactic and semantic knowledge
from FrameNet and VerbNet informs a rich linguis-
tic description associated with each verb, there are
a number of challenges to this approach: such a
description includes a lot of information couched
in different terms which on the one hand may be
redundant and on the other does not provide link-
ing between corresponding elements of meaning;
such elements include: the semantic roles (SR)

describing the argument structure of each verb in
VerbNet, the frame elements (FEs) in FrameNet,
part of which (roughly speaking the core FEs) rep-
resent VerbNet SR counterparts; the selectional
restrictions defined for semantic roles and the rele-
vant semantic types of FrameNet FEs; the syntactic
patterns that are associated with the contextual re-
alisations of the verbs in the two resources.

In this work we describe a linked resource in
which not only lexical units are aligned but also
the elements of the semantic and the syntactic de-
scription associated with them. We use an aligned
version of VerbNet and FrameNet and propose a
methodology for linking semantic and syntactic
knowledge in the resources so as to reduce redun-
dant information and make the best use of both of
them. We focus on general lexis verbs selected
from WordNet using various criteria.

1 Related Work

Significant efforts have been invested in aligning
and in some cases expanding the mapping between
semantic and syntactic resources in the past two
decades and this interest has been growing in re-
cent years. A number of proposals have brought
together the advantages of conceptual and lexical
information encoded in resources such as WordNet,
FrameNet, VerbNet and others. Such works include
the mapping of WordNet, FrameNet and VerbNet
by Shi and Mihalcea (2005), the elaboration of
WordFrameNet1 by Laparra and Rigau (2010) and
MapNet2 by Tonelli and Pighin (2009), the im-
plementation of other FrameNet-to-WordNet map-
pings, such as the one by Ferrández et al. (2010).
More enhanced linked resources include Semlink3

(Palmer, 2009), which unifies WordNet, FrameNet

1http://adimen.si.ehu.es/web/WordFrameNet
2https://hlt-nlp.fbk.eu/technologies/mapnet
3https://verbs.colorado.edu/semlink/
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and VerbNet with PropBank, and its follow-up
Semlink+ that brings in a mapping to Ontonotes
(Palmer et al., 2014).

More recently, the SynSemClass lexicon4 has
marked a distinguishable effort towards combining
the rich semantic description in the Vallex dictio-
nary family with conceptual and syntactic informa-
tion from external semantic resources in order to
create a multilingual contextually-based verb lexi-
con. The aim of the lexicon is to provide a resource
of classes of verbs that compares their semantic
roles as well as their syntactic properties (Urešová
et al., 2020a). In addition, each entry is linked
to FrameNet, WordNet, VerbNet, OntoNotes and
PropBank, as well as the Czech VALLEX.

VerbAtlas5, proposed by Di Fabio et al. (2019),
is a hand-crafted lexical semantic resource which
represents synsets as clusters with prototypical ar-
gument structures presented as frames, to a large
extent inspired by VerbNet roles and semantic re-
strictions.

One of the main concerns related to resource
alignment has been the limited coverage. Hence,
another line in the research on semantic resource
linking has been the expansion of inter-resource
coverage. Burchardt et al. (2005) have proposed
a method for enriching FN frame-to-WN synset
alignment based on exploring the structural fea-
tures of the two resources. In particular, they
study candidate frames evoked by literals (individ-
ual members of synsets) related to a target literal
through certain semantic relations, such as syn-
onymy, hypernymy, antonymy, and assign weights
to them according to the adopted methodology.

Di Fabio et al. (2019) adopt a strategy of cluster-
ing WordNet synsets according to semantic similar-
ity and associating them with frames that describe
the predicate-argument structure and selectional
restrictions of each cluster. While these frames
are inspired by VerbNet, the clustering algorithm
achieves much better coverage of WordNet synsets
as compared with WordNet-VerbNet mappings re-
lying on the lexical correspondence of the units in
the two resources.

Another proposal for expansion of the mapping
between FrameNet and WordNet proposed by Le-
seva et al. (2018b) and further refined in Leseva and
Stoyanova (2019) makes use of the relational struc-
ture of the two resources. The method involves the

4https://ufal.mff.cuni.cz/synsemclass
5http://verbatlas.org/

mapping of FrameNet frames to WordNet synsets
on the basis of the inheritance of conceptual fea-
tures in hypernym trees, i.e., by assigning frames
from hypernyms to hyponyms where possible and
implementing a number of validation procedures
based on the structural properties of the two re-
sources, primarily the relations encoded in them.

Another venue of research has been to map rele-
vant information representing fragments of mean-
ing associated with lexical units across resources,
especially essential components of the semantic
and the syntactic description such as semantic roles
or their counterparts in the respective resources
(e.g. frame elements, argument positions, valency
slots). Alignments at the verb arguments’ level
have been carried out as part of the Semlink project
and its more recent version Semlink 2.0. (Stowe
et al.). The alignments described there include
PropBank to VerbNet mappings (PropBank roleset
– VerbNet senses, PB arguments – VerbNet seman-
tic roles) as well as VerbNet to FrameNet mappings
(VerbNet senses – FrameNet frames, VerbNet se-
mantic roles – FrameNet frame elements). Another
similar task, which makes use of the linking of
various semantic resources (FrameNet, WordNet,
VerbNet, OntoNotes and PropBank), has been im-
plemented in the development of the SynSemClass
Lexicon (Urešová et al., 2020a,b): the more gen-
eral SynSemClass valency slots have been mapped
to relevant FrameNet frame elements.

In this paper we build upon previous efforts in
aligning and expanding the coverage of semantic
resources by mapping semantic and syntactic el-
ements of the description of their basic units, in
particular: FrameNet frame elements and VerbNet
semantic roles (along with the selectional restric-
tions defined for them in the two resources) and
the syntactic patterns associated with the verbs in
the respective FrameNet frame and VerbNet class.
Instead of using it directly, we employ the map-
ping provided in Semlink and Semlink+ (Palmer,
2009; Palmer et al., 2014) as a reference set to com-
pare to our own mapping for a couple of reasons:
some classes are only marginally corresponding to
a given frame so the alignment needs to be consid-
ered more carefully; as FrameNet’s and VerbNet’s
descriptions do not always correspond straightfor-
wardly, the semantic roles and frame elements may
have one-to-many or many-to-many mappings or
actually not be counterparts of each other despite a
seeming coincidence or similarity in the names or
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definitions. The availability of a mapping to com-
pare our independent results will make the analysis
of debatable cases more reliable.

In addition, we map the syntactic patterns cap-
turing the expression of the semantic roles for the
verb classes in VerbNet and the valency patterns for
the verbs in a given frame in FrameNet. This pro-
cedure is aimed at providing an additional syntac-
tic level of comparison between the two resources
that may inform studies and applications both for
English and for other languages. The syntactic cor-
respondences are also applicable in semantic role
– frame element mapping or mapping validation
procedures, especially in cases where the semantic
roles and the frame elements are not successfully
mapped but have equivalent syntactic expression.

We consider two main research questions:

1. How can we integrate semantic and syntactic
information to enhance the conceptual descrip-
tion of WordNet synsets and literals?

2. To what extent is syntactic information lan-
guage independent and can it be transferred
from English to less-resourced languages such
as Bulgarian?

The contributions of the paper include:

• Mapping of VerbNet classes and their roles
and FrameNet frames and frame elements – al-
though initially relying on existing alignments,
we extend them using additional mappings of
FrameNet to WordNet which allows us to ex-
pand the dataset;

• Enhancing conceptual description of WordNet
synsets and literals with syntactic patterns fa-
cilitates tasks such as syntactic and semantic
parsing and semantic role labelling;

• Mapping of general (largely language-
independent) and (language-)specific syntac-
tic patterns for Bulgarian and English allows
for cross-linguistic analyses, transferring valid
patterns and adapting them for low-resourced
language such as Bulgarian with limited re-
sources on valency and syntactic realisation
of conceptual frames.

2 Resources

Below we describe in brief the used resources and
how they are integrated with each other.

2.1 WordNet

WordNet6 (Miller, 1995; Fellbaum, 1998) is a
large lexical database that represents comprehen-
sively conceptual and lexical knowledge in the
form of a network whose nodes denote cognitive
synonyms (synsets) linked by means of a number
of conceptual-semantic and lexical relations such
as hypernymy, meronymy, antonymy, etc. Of the
three resources employed in this work, WordNet
provides the greatest lexical coverage; the verbs
represented in it are organised in 14,103 synsets.
We use both the Princeton WordNet and the Bulgar-
ian WordNet, which are aligned at the synset level
by means of unique synset identifiers.

2.2 FrameNet

FrameNet7 (Baker et al., 1998; Baker, 2008) is a
lexical semantic resource which couches lexical
and conceptual knowledge in the terms of frame se-
mantics. Frames are conceptual structures describ-
ing types of objects, situations, or events along with
their components (frame elements) (Baker et al.,
1998; Ruppenhofer et al., 2016). Depending on
their status, frame elements (FEs) may be core,
peripheral or extra-thematic (Ruppenhofer et al.,
2016). We deal primarily with core FEs, which
instantiate conceptually necessary components of
a frame, and which in their particular configura-
tion make a frame unique and different from other
frames.

2.3 VerbNet

VerbNet (Kipper-Schuler, 2005; Kipper et al.,
2008) is a hierarchical network of English verbs
which represents their syntactic and semantic pat-
terns8. It is organised into 274 classes extending
Levin’s classification (Levin, 1993) through refin-
ing and adding subclasses so as to provide better
syntactic and semantic coherence among members
of a class. VerbNet explicitly projects semantic
relations onto syntactic structures and encodes in-
formation about thematic roles, arguments’ selec-
tional restrictions and syntactic frames. While the
syntactic dimension of the resource is more specific
to English, the semantic roles and the selectional
restrictions employed provide well-motivated se-
mantic generalisations.

6https://wordnet.princeton.edu/
7https://framenet.icsi.berkeley.edu/fndrupal/
8https://verbs.colorado.edu/verbnet/
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Besides the rich lexical description (glosses, ex-
amples, semantic primitive) and the encoded rela-
tions, WordNet’s main contribution to this work
is the rich lexical coverage of verbs, including in-
formation about the membership of synsets to the
so-called base concepts – a cross-lingual selection
of synsets which we use as an approximation (to-
gether with other selection criteria) for establishing
a set of general lexis verbs. Our focus on general
lexis stems from the interest in studying the seman-
tic and syntactic (a)symmetries in the vocabulary
cross-linguistically. While we use wordnets for
English and Bulgarian, any available wordnets for
other languages (aligned at the synset level) can
be used instead as at least the semantic compo-
nents and for a number of languages – a part of the
syntactic component may be used both for mono-
lingual and comparative/contrastive research and
applications.

FrameNet and VerbNet bring in rich semantic
description in terms of aligned inventory of: (i)
frames, frame elements and semantic restrictions
associated with FN lexical units and detailed va-
lency patterns representing the syntactic realisation
of the frame elements for each verb (in the form of
annotated sentences); (ii) verb classes, predicate-
argument structures (in the form of semantic role
configurations), selectional restrictions and syntac-
tic patterns realising the arguments of the verbs
pertaining to the classes defined in the VerbNet
lexicon. In implementing the task of aligning the
lexical items in FrameNet and VerbNet we focus
particularly on mapping core frame elements as
they are most likely to represent a verb’s arguments
and hence – counterparts of the semantic roles. Dif-
ferences between frames’ core FEs sets and cor-
responding predicate argument structures reveal
valuable language- and resource-specific features
of the semantic and syntactic description.

As we use an expanded synset-to-frame mapping
between WordNet and FrameNet (Leseva et al.,
2018b; Leseva and Stoyanova, 2019), the number
of verbs associated with a FN frame and all the
information pertaining to it is larger than in the
original mappings. An interesting research ques-
tion to be tackled in the future is to what extent
the indirectly aligned WordNet verbs (especially
ones that do not correspond to a lexical unit in
FrameNet or VerbNet) may be satisfactorily de-
scribed semantically and syntactically by means
of the information already available in the mapped

resources.

3 Dataset Compilation

The three resources have been mapped automati-
cally using existing mappings or newly designed
procedures in such a way that WordNet synsets are
assigned corresponding verb classes from VerbNet
and frames from FrameNet where possible. The
previously implemented mappings have been sup-
plemented and partially validated. In particular,
the following have been employed: a mapping of
the VerbNet 3.4 verb classes to WordNet synsets,
as well as two types of mappings of the frames in
FrameNet and the synsets in WordNet: indirectly
via SemLink and directly through the system de-
scribed by Laparra and Rigau (2010). In addition,
in order to increase the inter-resource coverage be-
tween WN synsets and FN frames, we have used an
expanded synset-to-FrameNet frame mapping de-
scribed in detail in (Leseva and Stoyanova, 2020).

The focus of the study are general lexis verbs
in WordNet. We are aiming at compiling a lexical
resource of verbs of high frequency and wide usage
supplied with conceptual description and syntactic
frames. The main source of the description is the
information from the FrameNet frame and VerbNet
class aligned to the WordNet synset. The resource
will serve as a model and can be further expanded
to cover other verbs.

3.1 General Lexis Verbs and their
Representation in WordNet

First, we identify verbs in WordNet that potentially
belong to the general lexis using several criteria:

• verbs labelled as base concepts (BCS) in
WordNet;

• verbs with high frequency in the Bulgarian
National Corpus (considering the usage of all
their senses);

• verbs identified in primary school textbooks
in Bulgarian;

• verb senses included in Concepticon;

• verb senses marked with age of acquisition in
primary school age;

• verb synsets that have been assigned
FrameNet frames with high frequency (50+
verified occurrences assigned to WordNet
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synsets), which in most cases have general
meaning.

Base Concepts9 were introduced within the
WordNet research framework (Vossen et al., 1998)
as the building blocks for constructing wordnets
for different languages. Base Concepts typically
satisfy two main criteria: a high position in the
semantic hierarchy and having many relations to
other concepts. WordNet synsets lexicalising Base
Concepts are therefore among the likeliest candi-
dates for general lexis.

The Bulgarian National Corpus (Koeva et al.,
2012) consists of 5.4 billion words (1.2 billion for
Bulgarian) and represents the lexis of contemporary
Bulgarian. For our purposes, we extracted verbs
with high frequency (over 10 per million words)
that are found across different domains, text types
and genres (at least two different domains, one of
them being either fiction or news articles).

We also cross-checked the identified verbs
against a small corpus of primary school textbook
texts (for children aged 7 to 11 years old) in 5 dif-
ferent subjects. Verbs of high frequency appearing
in textbooks in at least two subjects are deemed to
belong to the general lexis. For verbs occurring in
more than one synset we have manually selected
the more general and frequent senses (based on
human expert evaluation).

Concepticon is an open-source online lexical
database of linguistic concepts which links con-
cept labels from 160 concept lists (compiled from
various sources and for various purposes) to 2495
concept sets (structured by defining different rela-
tions between the concepts) (List et al., 2016)10. In
essence, it is a concept meta-resource which is ap-
plicable across various languages and is also linked
to lexical-semantic resources such as WordNet and
BabelNet.

Kuperman et al. (2012) present a data resource
of 30,000 English words labelled with age of ac-
quisition (AoA) information. The initial list was
compiled by selecting base words (lemmas) appear-
ing with high frequency in an English corpus of
movie and TV series subtitles and the AoA data
was collected using web-based crowdsourcing. The
data includes the mean AoA ratings (in years of
age) and standard deviations (attesting to the re-
liability of judgement), as well as the number of
respondents who gave ratings to the word. Addi-

9http://globalwordnet.org/resources/gwa-base-concepts/
10https://concepticon.clld.org/

tionally, we have lemmatised the AoA word list,
extracted the verbs rated with AoA of up to primary
school age (up to the age of 11) and matched them
to WordNet synsets.

Finally, we have identified FrameNet frames and
the corresponding VerbNet classes that have a high
coverage in terms of WordNet synsets (synsets as-
signed the respective frames and/or classes) as es-
tablished in the extended inter-resource mappings
used in this study. The assumption is that the most
populated frames and classes represent the general
part of the lexicon.

Using the criteria above, we have identified a
dataset of 4,927 verb synsets of which: (a) 2,362
belong to the category of base concepts; (b) 1,800
have a high frequency in the Bulgarian National
Corpus (frequency of 200+ counted as accumula-
tive frequency of all literals in the synsets across all
of their possible senses); (c) 1,470 synsets whose
literals appear in primary school textbooks (fre-
quency of 20+ in the textbook collection count-
ing all occurrences of the synset literals across all
of their possible senses); (d) 322 are included in
Concepticon; (e) 252 have age of acquisition in pri-
mary school years; (f) 1,844 verb synsets have been
assigned a high frequency frame. 1,405 synsets
(28.5% of the dataset) are confirmed by at least
3 of the features, 212 (4.3%) are confirmed by 4
or more, which shows that the features are com-
plementary for the purpose of general vocabulary
extraction.

3.2 Conceptual Description of General Lexis
Verbs

Currently, we focus on a set of frames and their cor-
responding verb classes to build a uniform model
for conceptual description that can be expanded
both in size and in terms of description features
later on.

The efforts to align different lexical-semantic re-
sources aim at combining various information into
an extensive complex representation of the lexical
units (in our case verbs) and the description of the
main participants in the corresponding conceptual
frame.

We consider the WN synsets with their assigned
FN frame and VN class. Each synset is charac-
terised by a pair of a frame and a verb class. As
shown in Example 1 (a-c), for different synsets a
frame can be corresponding to a number of verb
classes, e.g. the frame Body movement can corre-
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spond to the verb class crane-40.3.2 (with explicit
body part participating in the movement), the verb
class curtsey-40.3.3 where the body part is incor-
porated in the verb’s meaning, or the verb class
modes of being with motion-47.3 where the move-
ment concerns the whole body. Although in general
verb classes are more concrete than frames, there
are also cases where a number of frames are linked
to a single verb class, as in Example 1 (c-d), hence
the frame-to-verb class correspondence is ’many-
to-many’.

Example 1. Alignment between FrameNet frames
and VerbNet classes.

(a) WordNet synset: eng-30-00145902-v purse
’contract one’s lips into a rounded shape’
FrameNet frame: Body movement: Agent (Sen-
tient); Body part (Body part)
VerbNet class: crane-40.3.2: Agent [+animate];
Patient [+body part]; Topic; Recipient [+animate])

(b) WordNet synset: eng-30-02040549-v curtsy;
curtsey ’bend the knees in a gesture of respectful
greeting’
FrameNet frame:Body movement: Agent (Sen-
tient); Body part (Body part)
VerbNet class: curtsey-40.3.3: Agent [+animate];
Topic; Recipient [+animate])

(c) WordNet synset: eng-30-01865383-v bob
’move up and down repeatedly’
FrameNet frame:Body movement: Agent (Sen-
tient); Body part (Body part)
VerbNet class: modes of being with motion-47.3:
Agent [+int control]; Theme [+concrete]; Location
[+location & -region]

(d) WordNet synset: eng-30-01868258-v waver,
weave ’sway to and fro’
FrameNet frame:Self motion: Self mover (Sen-
tient); Area (Location) — Source (Source); Path
(Path); Goal (Goal); Direction
VerbNet class: modes of being with motion-47.3:
Agent [+int control]; Theme [+concrete]; Location
[+location & -region]

We have identified 96 pairs of FN frame and VN
verb class assigned to 2,016 verb synsets. Out of
the pairs only 12 have identically named frame and
verb class, which suggests close correspondence
(e.g., Escaping – escape-51.1, Filling – fill-9.7,
Destroying – destroy-44, etc.). There are 20 frames
mapped to more than one verb class, out of which
11 frames are mapped to 3 or more verb classes

each.

3.3 Alignment between Semantic Roles and
Frame Elements

The challenges to the mapping of frame elements
and semantic roles stem from several sources: (i)
differences in the conceptualisation of the situa-
tions between frames and verb classes; (ii) differ-
ences in the status of the frame elements and se-
mantic roles (not all core elements necessarily have
a semantic role counterpart and vice versa); (iii)
differences in the syntactic description across the
resources, etc.
Example 2. FrameNet frame Escaping aligned to
VerbNet class escape-51.1.
WordNet synset: eng-30-02074677-v escape; get
away; break loose
FrameNet frame: Escaping
Core FN FEs: Escapee (Semantic Type: An-
imate being); Undesirable location (Semantic
Type: Source)
VerbNet class: escape-51.1
VN roles: Theme; Initial location; Destination;
Trajectory

FN element
and status

Semantic
type

VN role VN restric-
tion

Escapee Animate
being

Theme [concrete +]

Goal Goal Destination [concrete +]
Means State of af-

fairs
Manner Manner
Undesirable
location

Source Initial
Location

[concrete +]

Speed Speed
Vehicle
Time Time
Purpose State of af-

fairs
Place Locative

relation
Depictive
Path Trajectory [concrete +]
Degree Degree
Distance
Explanation

Consider Example 2, which represents the map-
ping of the FrameNet frame Escaping to the Verb-
Net class escape-51.1. Judging from their names,
one expects the alignment to be very straightfor-
ward. However, Escaping has two core frame ele-
ments – Escapee and Undesirable situation, while
escape-51.1 is associated with four semantic roles:
Theme, Destination, Initial location and Trajectory.
Table 1 shows the mapping of the frame elements
and the semantic roles: Escapee maps to Theme
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and Undesirable location maps to Initial Location.
In addition, the semantic role Destination corre-
sponds to the peripheral frame element Goal, and
Path aligns with Trajectory.

The table of Example 2 shows the alignment
between the frame elements of the frame Escaping
to the roles of the VerbNet class escape-51.1.

The judgment of which frame element corre-
sponds to which semantic role is made by employ-
ing semantic information from the two resources,
including comparison of definitions and similarity
in the naming of the elements and roles (where
possible) and inferred knowledge abstracted away
from the structure of FrameNet where the frame
elements are too specific. The latter case involves
knowledge about the relations between more gen-
eral and more concrete frame elements, which is
obtained from a shallow hierarchy of frame ele-
ments based on the Inheritance relation between
frames (Leseva et al., 2018a). For instance, the
fact that Text creation inherits its properties from
several frames (forming a chain of inheritance
from a more specific to a more general frame) –
Text creation > Intentionally create > Creating
> Transitive action – allows us to identify a cor-
responding inheritance relation between relevant
frame elements involved in these frames: Author
> Creator > Creator > Agent and Text > Cre-
ated entity > Created entity > Patient, that is the
frame elements expressed as the subject and the
direct object position in the frames under discus-
sion. Having obtained this correspondence to more
general frame elements, we try to map them to rel-
evant roles in the semantic role set of the VerbNet
verb class aligned with the respective frame. Thus,
Author will be mapped to Agent in VerbNet.

Similarly, in Example 2 above Escaping inherits
its properties from Departing, enabling us to infer
the frame element Inheritance relations Escapee >
Theme and Undesirable location > Source. The
comparison between the most abstract frame el-
ements and the semantic roles in the respective
VerbNet class, leaves us with the straightforward
alignment: Theme – Theme and the more or less
transparent one: Source – Initial location.

3.4 Alignment between Syntactic Patterns

After aligning FN frames to VN verb classes (as-
signed to synsets or groups of synsets), and FN FEs
to VN roles, we move towards mapping syntactic
patterns from the resources aiming at providing a

new, syntactic layer to the conceptual description
of general lexis verbs. The criteria for equivalence
between two syntactic patterns obtained from the
two resources include:

• correspondence in the number of elements or
roles expressed in a syntactic pattern;

• correspondence between the frame element
and the semantic role mapped to it as part of
the previous task;

• correspondence in the syntactic restrictions
(PP heads, clause types or subordinating ele-
ments) defined for the mapped frame elements
and semantic roles;

• correspondence between the syntactic expres-
sion of each mapped frame element and se-
mantic role – both in terms of the type of
syntactic phrase by means of which they are
expressed (NP, PP, etc.), and the syntactic po-
sition in which they are projected (e.g. subject,
object).

Example 3. Aligned syntactic patterns for the
FrameNet frame Escaping and the VerbNet class
escape-51.1.

VN NP(Theme) V
FN NP.Ext(Escapee) V
VN NP(Theme) V NP(Destination)
FN NONE
VN NONE
FN NP.Ext(Escapee) V DNI.(Undesirable location)
VN NP(Theme) V NP(Initial Location)
FN NP.Ext(Escapee) V NP.Obj(Undesirable location)
VN NP(Theme) V NP(Trajectory)
FN NONE
VN NP(Theme) V PP.destination(Destination)
FN NP.Ext(Escapee) V PP[into].Dep(Goal)
VN NP(Theme) V PP.initial location

(Initial Location)
FN NP.Ext(Escapee) V PP[from].Dep

(Undesirable location)
VN NP(Theme) V PP.initial location

(Initial Location)
FN NP.Ext(Escapee) V PP[from].Dep

(Undesirable location)
VN NP(Theme) V PP.initial location

(Initial Location)
PP.destination(Destination)

FN NONE
VN NP(Theme) V PP.trajectory(Trajectory)
FN NP.Ext(Escapee) V PP[from].Dep(Path)

The syntactic pattern alignment procedure is im-
plemented as a set of mapping rules. As a result of
their application we obtain a list of the equivalent
syntactic models for a given FrameNet frame and
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VerbNet class (Examples 3 and 4). Where no cor-
respondence is discovered, the table cell is marked
as NONE.

Example 3 shows the alignment of the syntactic
patterns between the frame Escaping and the class
escape-51.1 following the mapping between the
FEs and VN semantic roles (Theme – Escapee,
Initial location – Undesirable location, Destination
– Goal and Path – Trajectory). Misalignment occurs
in the cases of additional semantic roles that are
not considered core FEs (e.g., Trajectory).

Example 4. Aligned syntactic patterns for the
FrameNet frame Killing and the VerbNet class
murder-42.1 (e.g., kill, slay, annihilate, assassinate,
etc.).

VN NP(Agent) V NP(Patient)
FN NP.Ext(Killer) V NP.Obj(Victim)
VN NP(Agent) V NP(Patient) {with}

PP.instrument
(Instrument)

FN NP.Ext(Killer) V NP.Obj(Victim) PP[with].Dep
(Instrument)

VN NP.instrument
(Instrument)

V NP(Patient)

FN NP.Ext
(Instrument)

V NP.Obj(Victim)

VN NONE
FN NP.Ext(Cause) V NP.Obj(Victim)

Example 5. Aligned syntactic patterns for the
FrameNet frame Killing and the VerbNet class
suffocate-40.7 (e.g., asphyxiate, choke, suffocate,
etc.).

VN NP(Agent) V NP(Patient)
FN NP.Ext(Killer) V NP.Obj(Victim)
VN NP(Agent) V NP(Patient) {with}

PP.instrument
(Instrument)

FN NP.Ext(Killer) V NP.Obj(Victim) PP[with].Dep
(Instrument)

VN NONE
FN NP.Ext

(Instrument)
V NP.Obj(Victim)

VN NONE
FN NP.Ext(Cause) V NP.Obj(Victim)
VN NP(Agent) V NP(Patient) {to, into}

PP.result(Result)
FN NONE

Examples 4 and 5 show different degree of mis-
alignment between the syntactic patterns of the
corresponding frames and verb classes. The frame
Killing allows for the Instrument to appear as an ex-
ternal NP which matches a syntactic pattern within
the verb class murder-42.1 but not the verb class
suffocate-40.7. Further, while the verbs under the
frame Killing incorporate the result (the death of
the Patient / Victim), the verb class suffocate-40.7
also allows for a different Result as shown in the

last row of the table in Example 5 (e.g., suffocate
to/into unconsciousness).

The asymmetries in the syntactic patterns cov-
ered by matched FN frames and VN verb classes
for particular WN synsets are indicative of the need
for more detailed syntactic analysis and the study
of both the alignment between the FEs and the
semantic roles and their syntactic realisation.

4 Discussion of Results

The task of aligning FrameNet and VerbNet poses
a number of challenges.

(1) Aligning frame elements and semantic roles
at a different level of granularity.

This task is approached by employing (i) the
semantic alignment of the fine-grained FrameNet
frame elements to the more generalised VerbNet
semantic roles using straightforward correspon-
dences and the frame element hierarchy discussed
in 3.3; (ii) the syntactic mapping – correspondences
in terms of syntactic categories, prepositions, sub-
ordinating conjunctions, types of clauses, etc. –
between frame elements and VerbNet roles with
similar semantics and place in the conceptual de-
scription of particular verbs.

(2) Aligning the syntactic patterns for frames and
verb classes with a different number of components
or ones that allow alternative syntactic realisation.
For instance, the syntactic description of the frame
Statement includes the pattern:

NP.Ext(Medium) V Sfin
The sign announced that the bar was closed.
while no syntactic patterns with a finite clause

are found in the description of the corresponding
VerbNet class talk-37.5.

The semantic and syntactic information coming
from different resources can serve for the validation
of the linguistic generalisations captured in each
of them. Thus, discrepancies across resources may
be a sign of missing information in one of them
and can be used for the enhancement of the poorer
description.

Alternatively, the lack of correspondence may
also be a red flag of the lack of semantic corre-
spondence between seemingly identical or similar
senses and hence should be studied with caution.

(3) Taking care of alterations such as passives
(which are defined in FrameNet as separate syntac-
tic patterns but are not represented in VerbNet).

Our approach would be to use the more compre-
hensive and explicit description in order to validate
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the various alternations both within a language and
cross-linguistically.

(4) Adapting syntactic patterns across languages
and capturing significant parallels and differences
in the syntactic projection cross-linguistically.

Both semantic and syntactic patterns may be
adopted and possibly adapted cross-linguistically.
Using an already available predefined set of pat-
terns and refining or modifying them where needed,
allows for a uniform representation of the data
across languages and may be used to obtain a more
complete description in the cases where corpora
are not large enough to yield examples for all pos-
sible syntactic frames. Even so expert validation is
indispensable.

With respect to the two research questions we
have obtained the following results.

How can we integrate semantic and syntactic
information to enhance the conceptual descrip-
tion of WordNet synsets and literals?

Such an integration may be implemented by em-
ploying semantic correspondences and syntactic
patterns which apply to all (or most of) the syn-
onyms in a given synset. In addition, more spe-
cific syntactic frames are needed in many cases to
fine-tune these patterns and to cater for the syntac-
tic realisation of individual literals, e.g. specific
prepositions introducing prepositional phrases for
different synonyms.

For example, the Bulgarian correspondence
of the synset eng-30-00811375-v avoid includes,
among others, the verbs izbyagvam and stranya.
The former is associated with patterns correspond-
ing to the ones defined in FrameNet and VerbNet
for English:

NP.Ext(Agent) V NP.Obj(Undesirable situ-
ation)

EN: Her friends now avoided her.
BG: Priyatelite i sega ya izbyagvaha.
The latter, stranya, however, requires its Unde-

sirable situation element to be realised as a PP
headed by the preposition ot (from), which is not
the case in English:

NP.Ext(Agent) V PP[from](Undesirable situ-
ation).

EN:Her friends now avoided her.
BG: Priyatelite i sega stranyaha ot neya.
This necessitates the definition of language-

specific syntactic frames on the basis of evidence
from the language under study.

To what extent is syntactic information lan-

guage independent and can it be transferred
from English to less-resourced languages such
as Bulgarian?

Although by no means identical, semantic de-
scriptions are largely applicable across languages
as far as senses are defined in a similar manner and
should be largely uniform within a given synset.
Syntactic frames are much more divergent cross-
linguistically, yet there are major trends and simi-
larities that may be transferred with caution across
languages and resources.

With respect to general lexis verbs, our expecta-
tions are that they are realised by means of more
common and well-established syntactic patterns
with less specific features. Many of them are simi-
lar between languages.

However, an extensive analysis of syntactic struc-
tures should be carried out in order to determine
the degree to which syntactic patterns defined for
English can be adapted automatically to serve Bul-
garian. To this end there are various corpora that
can be used to extract occurrences of certain verbs,
to study their context, combinations with preposi-
tions, etc.

5 Conclusions and Future Work

The research presented in this paper aims at provid-
ing a reliable alignment between: (a) FrameNet
frame elements and VerbNet semantic roles on
the basis of mapped FN frame – VN verb class
pairs assigned to a number of WordNet synsets;
(b) FrameNet lexical units’ syntactic patterns and
VerbNet syntactic frames. These combined allows
for expanding the conceptual description of verbs
with information about their syntactic realisation.
Further, the data offer extensive opportunities to
investigate to what extent the conceptual and the
syntactic information can be transferred between
languages, especially languages from one language
family. These observations can play a crucial role
in expanding semantic and syntactic description of
Bulgarian verbs and thus, boost the development
of new NLP applications.
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natural language processing tools and for 
researching and teaching the Croatian language. 

Since many theoretical approaches deal with 
distinguishing between argument and adjunct, we 
decided to conduct a thorough analysis of 
arguments and adjuncts and the criteria for their 
delimitation from the viewpoint of traditional 
Croatian grammars and three contemporary 
linguistic theories: valency theory and 
dependency grammar, generative grammar, and 
cognitive grammar. Combining three different 
linguistic theories is methodologically justified by 
the theoretical demands this project seeks to 
answer: (1) which criteria and tests are suitable to 
define and extract arguments and adjuncts in 
Croatian; (2) is the established distinction 
between arguments and adjuncts grammatically 
tenable; (3) could the distinction between 
arguments and adjuncts be defined independently 
of theory? 

In this paper, in Section 3, we offer an answer 
to the first question by presenting diagnostic tests 
chosen to distinguish between  argument and 
adjunct. In Section 4, we present the repository 
that contains sentences with ambiguous syntactic 
parts regarding the distinction of argument and 
adjunct. Section 5 concludes the paper. 

2 Diagnostic tests 

As has already been stated, there is no 
consensus on which tests should be used to 
distinguish arguments and adjuncts. In this paper, 
we will present tests chosen as a tool for 
distinguishing arguments and adjuncts in the 
repository. Dependency grammar uses, for 
example, the omission test, the implication test, 
the do so test, the paraphrase with dependent 
clause, and the this happened test. Generative 
grammar uses structure 
preservation/changeability after operation, the do 
so test, extraction from wh-islands, iterativity, etc. 
Cognitive grammar uses the methodological 
principle of conceptual (in)dependence. In the 
repository, roughly speaking, the omission test, 
the implication test, the this happened test, and 
the substitution test are taken from dependency 
grammar; the do so test and extraction from wh-
islands are taken from generative grammar; and 
the dialogue and iterativity test come from 
functional generative description. A few other 
tests were considered, but it was decided not to 
include them because they are not applicable to 

Croatian or not relevant (the dialogue test, 
paraphrase with a dependent clause, etc.). 

2.1 Omission test 

The omission test, also called the optionality 
test (Needham and Toivonen, 2011), the 
Eliminierungs test (Helbig and Schenkel, 1978), 
Reduktionstest (Engel, 20094), etc., is a standard 
test to separate obligatory elements in a sentence 
from non-obligatory elements, i.e., optional 
arguments and adjuncts. If a syntactic phrase can 
be omitted, and the sentence remains 
grammatical, the omitted part is not an obligatory 
argument, but either an optional argument (1) or 
an adjunct (2). The problem is that some 
arguments can be omitted (e.g., with the verbs eat, 
read, sing) and some adjuncts are obligatory (e.g., 
some phrases in passive constructions). According 
to dependency grammar models, every obligatory 
phrase co-occurring with a specific verb is an 
argument. 

(1) Ivan jede pizzu. 
Ivan is-eating pizza.ACC.SG. 
‘Ivan is eating (pizza).’ 

 
(2) On ide  u  crkvu   (nedjeljom). 

he goes to church Sunday.INST.SG. 
‘He goes to church (on Sunday).’ 

2.2 Implication test 

The implication test or Folgerungs test (Engel, 
20094) is also known as the Core Participant Test 
(Needham and Toivonen, 2011). The test relies on 
the semantics of verbs. According to this test, if a 
verb presupposes the appearance of an entity, then 
we are dealing with an argument.1 The presence 
of a participant in the semantic structure of a verb 
can be signaled by a pronoun or an adverb (3) and 
the pronoun or adverb cannot be negated (4). The 
Croatian verb boraviti ‘stay’ always presupposes 
that there is a place where someone is staying. 
The verb’s meaning cannot be realized without a 
“place”.  

(3) On boravi   negdje. 
he  is-staying  somewhere 
‘He is staying somewhere.’ 

 
(4) *On boravi  negdje,       ali 

                                                           
1 One of the reviewers observed that by implication test 
adjuncts would qualify as arguments since most concrete 
acts would imply a place which is commonly assumed to be 
an adjunct. What matters here is that we are talking about 
what the verb presupposes, not the action in general. 
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he  is_staying somewhere   but 
negdje  ne postoji. 
somewhere NEG exists 

‘*He is staying somewhere, but somewhere 
does not exist.’ 

In dependency grammars, this procedure is 
called anaphorisation. The application of this test 
makes sense for the optional arguments, while it 
is not needed for the obligatory arguments since 
they are already indicated by the omission test. 

2.3 Do so test 

In order to prove that Chomsky's claim (1965: 
95–106) that place and time adverbials are sister 
constituents of VP and can occur freely with any 
VP, while direction, duration, place, frequency, 
and some manner adverbials subcategorize the 
verb, Lakoff and Ross (1976) introduced the do so 
test. According to the do so test, a non-stative 
verb and its arguments may be substituted with do 
so, while elements that occur after do so are 
outside the nuclear VP and are adjuncts.2 Thus, 
the direct object, indirect object, directional 
adverbs, and affected locations are inside the verb 
phrase, while other adverbials are outside the 
nuclear verb phrase. In example (5), a trip is an 
argument and last Tuesday is an adjunct. 

(5) John took a trip last Tuesday, and I'm going to 
do so tomorrow. 

In many studies (e.g. Przepiórkowski, 2016), it 
is shown that the test is not reliable, especially for 
instruments and some with phrases that are, 
according to this test, always adjuncts. The 
problem that we would like to point out lies in the 
translation, i.e., choosing the Croatian equivalent 
of the verb do. Do so can be translated into 
Croatian as ‘činiti isto’, ‘postupiti isto’, etc. If we 
apply this test to three-place verbs that originally 
take accusative and dative arguments, such as the 
verb pružati ‘bring, give’, and we replace it with 
the verb činiti that has the same valency pattern as 
the original verb pružati ‘bring, give’, it follows 
that the dative complement is an adjunct since it 
occurs after the pro-verb (6). But if we replace the 
verb pružati ‘give’ with the verb postupiti, which 
in this case has the prepositional phrase s ‘with’ + 
the instrumental as its argument, it follows that 
the dative is an argument (7). So, the results 
depend on the distributional properties of a pro-
verb or its subcategorization. 

(6) Djeca pružaju utjehu  

                                                           
2 Although adjuncts can be included in do so repetition. 

      children give comfort.ACC.SG 
      odraslima,   a  odrasli  
      adults.DAT.PL and adults.NOM.SG 
      to čine  djeci. 
      it do children.DAT.SG 
‘Children give comfort to adults, and adults do so to 

children.’ 
 
(7) Djeca pružaju utjehu  
      children give comfort.ACC.SG 
      odraslima,   a  odrasli  
      adults.DAT.PL and adults.NOM.SG 
     *tako  postupaju  djeci. 
      so  do  children.DAT.SG 
 ‘Children give comfort to adults, and adults do so 

to children.’ 
 

2.4 This happened test 

According to the this happened test (Brown 
and Miller, 1991: 90), if a sentence can be 
paraphrased by two sentences, one contains a 
nuclear predication and the other an adverbial. 
Example (8) can be paraphrased by two 
sentences; therefore, in the kitchen is an adjunct, 
while on the table in (9) is an argument. 

 
(8) Ivan se popeo na stol. To se dogodilo u kuhinji. 
‘John stood on the table. This happened in the 

kitchen.’ 
(9) *Ivan se popeo. To se dogodilo na stol. 
‘*John stood. This happened on the table.’ 

2.5 Replacement test 

The replacement test, as we call it in our 
repository, or Ersatzprobe (Ágel, 2000: 180), 
targets the syntactic level and should differentiate 
arguments from adjuncts. It is connected with the 
assumption that the morphological form of an 
argument is dictated by a verb (10), while the 
morphological form of an adjunct is not (11). 

(10) On piše    zadaću  /   *zadaći  
        he is-writing homework.ACC homework.Dat 
/      *na zadaći. 
        on homework.LOC  
‘He is writing homework / *to homework / *on 

homework.’ 
(11) On  piše         zadaću       na stolu  

he is_writing  homework.ACC on table.LOC 
/ u kuhinji      / jučer. 
in kitchen.LOC yesterday 

‘He is writing homework on the table / in the 
kitchen / yesterday.’  
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after two years of the four-year project is 
presented.  

During the planning of the development of the 
relational database structure for the SARGADA 
repository, we consulted online resources in 
which conceptual solutions for the repository 
could be found. Linguistic information resources, 
in which the syntactic and semantic level of 
sentence parts are processed, can be roughly 
divided into several categories based on selected 
linguistic methodologies and schools: 

a) Syntactically parsed and morphosyntactically 
marked parts of general or specialized 
corpora of texts; e.g. numerous corpora via 
the Sketch engine platform (Kilgarriff et al., 
2014). 

b) Dependency treebanks, as exclusively 
syntactic resources in the narrowest sense; 
e.g. The Hamburg Dependency Treebank 
(Foth et al., 2014), Dependency Treebank for 
Czech (Hajič et al., 2018). 

c) Valency lexicons, i.e. syntactic resources in a 
broader sense, created as the result of general 
linguistic or national projects; e.g. ValPal – 
Leipzig Valency Classes Project (Hartmann, 
Haspelmath, and Taylor, 2013), T-PAS – 
Typed Predicate Argument Structure for 
Italian (Jezek et al., 2014). 

d) Lexical databases with elaborated systems for 
marking semantic frames; e.g. Framenet 
(Fillmore and Baker, 2010), Verbnet (Kipper 
Schuler, 2005). 

The SARGADA repository with its conceptual 
basis and as a digital resource of a specific part 
that directly arises as a by-product of syntactic 
research of ambiguous syntactic parts does not 
belong to those categories and therefore does not 
have a specific model. Another important 
distinguishing feature of the SARGADA 
repository concerning the studied resources is that 
the goal of its development is not to include 
already prepared linguistic data according to an 
unambiguous theoretical idea, but quite the 
reverse. This repository should examine new 
linguistic data about less researched syntactic 
categories of arguments and adjuncts for the 
Croatian language. 

When compiling the model, we mostly followed 
dependency grammar due to the notion of the 
non-binary determination of the distinction 
between arguments and adjuncts. Notions about 
arguments and adjuncts from generative grammar 

will serve as an additional control during the 
process of examining individual examples. In 
parallel with the study of these linguistic theories, 
the traditional grammar of Croatian, Serbian and 
Bosnian was consulted, as well as the works of 
prominent South Slavic syntacticians who, 
directly or indirectly, touch on the topic of 
arguments and adjuncts. 

3.1 Workflow 

Following the previously mentioned theories 
and analyzed data in the literature, in the first 
phase of preparation for the repository, a list of 
verbs was compiled. The list includes 111 
Croatian verbs which are accompanied by 
ambiguous sentence parts that can be either 
arguments or adjuncts. After deeper analysis, we 
found that some of these verbs have different 
meanings that involve various valency patterns, 
so we are actually operating with 111 lemmas. 
Therefore, we decided to classify the lemmas 
into separate groups according to the ambiguous 
sentence part that appears in their valency 
patterns. For the purpose of creating the 
repository, these groups of syntactically 
ambiguous parts that occur with certain verbs 
have defined so-called “macrogroups” (groups 
of verbs that co-occur with the same ambiguous 
part). The verbs in the repository are classified 
according to these macrogroups, and we have 
singled out 12 groups.3 

 
Figure 1. Schematic representation of the 

database organization. 

                                                           
3 1. verbs with place adverbials (e.g. živjeti ‘live’); 2. verbs 
with goal adverbials (e.g. baciti ‘throw’); 3. verbs with 
source adverbials (e.g. dolaziti ‘come from’); 4. verbs with 
time adverbials (e.g. trajati ‘last’); 5. verbs with quantity 
adverbials (verbs of exchange of goods and money, e.g. 
stajati ‘cost’); 6. verbs with manner adverbials (e.g. 
ponašati se ‘behave’); 7. verbs with cause adverbials (e.g. 
proizlaziti ‘result’); 8. verbs with purpose adverbials (e.g. 
koristiti se ‘use’); 9. verbs with instrumental case (e.g. 
mirisati ‘smell’); 10. verbs with benefactive dative case 
(e.g. ispeći ‘bake’), 11. verbs with inner objects (e.g. sanjati 
‘dream’); 12. sport verbs (e.g. trčati ‘run’). 
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Figure 2. The current version of the 

SARGADA repository user interface. 
 
The development of a central data management 

system (CMS) for users (project members) 
continues, so they will soon enter, edit and control 
linguistic data through this user interface. 
Currently, the PHP code is being developed and, 
through it, this input system will communicate 
with the configured database and save the 
structured data according to linguistic settings. 
When this code is completed, a stable (full-length 
version) will be prepared for entering data. 
Simultaneously, the database, back-end system 
and central management system will be tested 
based on these user actions. After all the data has 
been entered and harmonized, a graphic template 
will be designed for interaction with external 
users. This will allow for the creation of a visible 
system (front end) for online publishing and 
searching on the Internet, which would fulfil the 
work plan on the applied part of the SARGADA 
project.8 

4 Conclusion 

The paper presents the theoretical and applied 
part of the SARGADA project. The approach to 
distinguishing between argument and adjunct is 
presented in the first part of the paper. Arguments 

                                                           
8 Online publishing on the Internet would be the minimum 
goal of creating a repository, and the added value would be, 
for example, the development of an application 
programming interface (API) of the SARGADA repository 
with other linguistic resources of the Institute of Croatian 
Language and Linguistics (or other research groups). 

are separated from adjuncts based on eight tests 
mostly taken over from dependency grammar and 
to a lesser degree from generative grammar. The 
tests are applied to sentence examples in the 
repository. The sentence examples are sorted 
according to their characteristic ambiguous part 
into 12 macrogroups. Since the ambiguous 
sentence parts examined in our project are “in-
between arguments and adjuncts”, we decided to 
employ a gradual approach to distinguishing 
between argument and adjunct and to present 
scalar data.9 The current state of the infrastructure 
of the digital repository SARGADA, which 
emerges as a product of work on the distinctions 
between arguments and adjuncts in these 
sentences, is also presented. The biggest gain of 
the parallel working process is that the need to 
create an applied digital resource prompted the 
creation of a methodology by which the tested 
results of theoretical research should be expressed 
at a scalar rather than a binary level. However, 
even greater added value is the fact that the 
process of transposing the linguistic model into 
the structure of the database and user interface 
spurred additional project tasks and produced 
results that were not even conceived at the initial 
stage of the project. 

This project is important for a better 
understanding of the argument/adjunct distinction 
both cross-linguistically and with regard to 
Croatian and cognate languages. In addition, our 
research is also important for Croatian studies 
since the examined syntactic phrases had not 
previously been exhaustively described and their 
status was not unambiguously solved within 
Croatian linguistic literature. The repository of 
sentences that is freely available online will be of 
use in several segments of society (a tool for 
teaching and studying Croatian, or for improving 
natural language processing tools). 
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Abstract

Hydra is a Wordnet management system where
the Synsets from different languages live in
a common relational structure (Kripke frame)
with a user-frendly GUI for searching, editing
and alignment of the objects from the different
languages. The data is retrieved by means of a
modal logic query language. Despite its many
merits the system stores only the current state
of the wordnet data. Wordnet editing and de-
velopment opens questions for wordnet data,
structure and its consistency over time. The
new Time Flow Hydra uses a Dynamic word-
net model with a discrete time embeded where
all the states of all the objects are stored and ac-
cessed simultaneously. This provides the abil-
ity to track the changes, to detect the desired
and undesired results of the data evolution. For
example, we can ask which objects 10 days ago
had 2 hyponyms, and 5 days later have 3.

Keywords: wordnet, modal logic language,
Kripke frame, Hydra

1 Introduction

The wordnets in the world are evolving and grow-
ing in number. A lot of applications for devel-
opment and visualization of such databases were
developed in the last decades and one of them was
the system Hydra whose main advantage was the
modal logic query language for wordnet. Several
years ago we introduced a new web version of
the system with a simple, fast and comfortable in-
terface. It allows the visualization and editing of
wordnets for several languages simultaneously and
concurrently by many users by means of a mobile
first web interface. The system also has the ability
to clone / replicate data from other languages in
the database, which facilitates and accelerates the
development of new synonymous sets. This can
also be used for linguistic comparisons of language
features. One of the challenges in the wordnet

world was the alignment of the databases devel-
oped for different languages. The concurrent work
of different teams in different languages in a single
environment could greatly facilitate this task and
the overall the wordnet development. In this paper
we are presenting a new dynamic model for word-
net, which guarantees the integrity of the data and
all intermediate stages of its development. It also
implies timely detection of data and structure incon-
sistency and this saves the very expensive human
resources. The user has access to the data states in
all the moments of its evolution at the same time.
The user is also provided with a powerful modal
query language with a new temporal modalities.
Hydra prevents the loss of data even in the case of
malicious user behaviour. The system has much
better database model and the queries are processed
much faster than in the previous versions, some of
them are in orders of magnitudes faster.

2 Wordnet

Wordnet is a relational model (Koeva et al., 2004)
of the language where the language concepts are
represented as synonymous sets related to each
other with over 20 semantic and lexical binary rela-
tions like hyperonymy, meronymy, antonymy and
others. The main one is the super-subordinate re-
lation hyperonymy (AKA is-a). It links the more
general concepts like animal with its more specific
ones like horse and bear. This creates a hierarchi-
cal structures of concepts (noun and verb) in the
language.

3 Wordnet for many languages

Wordnet development started for English in Prince-
ton (Miller et al., 1990) and then this idea was taken
up for more than 40 languages. Most of these are
developed or are still in development using the so
called synchronous model where the hyperonymy
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structure follows this of the Princeton WordNet.
Using comon identifier or alignment mappings the
synsets encoding similar concepts in the different
languages are linked to each other. Such relation or
identifier is called ILI - Inter lingual index. These
large wordnet databases with this relational model
proved to be very useful for many linguistic tasks
but experience several important problems. Being
developed by different teams using different soft-
ware platforms, file formats, databases, etc. the
Wordnet databases are stored and maintened sepa-
rately. The alignment (ILI manintanace) is made
periodically usually for particular language pairs
and particular version of these wordnet databases.
Collaborative Interlingual index was developed to
help reduce the sparse ILI mapping problem, but it
did not succeed much. Some of the main problems
in the past are the language database separation
and the inconsistent synset identifiers in the central
Princeton WordNet database.

4 Static model for wordnet

In a fixed moment of time we have a family of
synonymous sets (synsets) - the concepts in the
language - interconnected by semantic relations
like hyperonymy and meronymy. Diving in them
we find some associated data like part of speech
and the words that they are comprised of. We call
a word in a particular synset literal. Keep in mind
that a single word can be found in several synsets
while the literals are unique (can be thought as
⟨synset, word/compound⟩ pairs). These literals
are connected by lexical relations. In a wordnet
database we also have some text data like sample
usage, notes about some particular synset or literal
features, etc. We call this data notes. The notes
can be thought as ⟨synset/literal, text⟩ pairs.

5 Wordnet as a Kripke frame

Let’s consider 3 types of objects - Synset, Literal,
Note for the objects in wordnet databases. We
define special binary relations to encode the rela-
tionships between them. In this way Literal relation
connects a particular literal to its parent synset. Us-
age relation connects a note object with the synset
that it is usage example of. We also have the usual
relations such as hyperony, meronymy, antonymy,
etc. We obtain a Kripke frame ⟨W,R⟩, where W
is a three-sort universe and R is a set of binary
relations between the objects in it. Such a frame
naturally introduces a modal logic language, which

we’ll present in the next sections. Each object in
wordnet can be considered as a feature structure
with a fixed set ot features depending on its type.
Thus the synsets are provided with these features:
pos (part of speech), lang (language code), ili (com-
mon identifier for the same concept in the different
languages). Literals have word and lemma features,
while Notes have note (the text they represent). All
of the 3 types have some common features like id
(unique identifier for the static model), userId - the
identifier of the user that made this object, etc.

6 Hydra

The wordnet database management system Hydra
(Rizov, 2008) was created in 2006 in order to ad-
dress the problems found in the development of
BulNet - Bulgarian Wordnet. A new model for
wordnet as a Kripke frame was introduced where
all the linguistic data for the various languages
(most importantly Princeton WN and BulNet) live
in a single relational structure. Several years later,
the system was developed as a modern SPA web
application (Rizov and Dimitrova, 2016). The sys-
tem is in production http://dcl.bas.bg/bulnet

with wordnets for 22 languages. The data searching
is made by means of a modal logic query language.

7 Dynamic model for wordnet

An ordinary static wordnet database is an incom-
plete instantaneous description of the language.
There are synonymous sets in the languages that
are not defined, some of the relations are not fully
instantiated and the wordnet databases for the dif-
ferent languagages are in different stages of their
development. There are also some specific con-
cepts for particular languages. Over time, both
the language and its wordnet representation change
and evolve. During this evolution, we have a differ-
ent state of wordnet at any given time. This raises
questions about the consistency of the data and its
structure defined by means of the binary relations
in this time flow.

If we take the snapshots of wordnet in the static
model, we get a set of Kripke frames. Let’s supply
each object in each frame with the timestamp of its
frame. Now let’s take the union of the resulting set
of disjoint frames. We get a single Kripke frame
with all the manifestations of all of the objects in
the wordnet. Formally it is the set:

{⟨Wt, Rt⟩}t∈T

Proceedings of CLIB 2022

235



where T is the time model. We implement a dis-
crete time model with the assumption that at most
one object or relational pair can be changed in a
single moment of time. We guarantee this in our
implementation and we are making the assumption
even stronger. Every change in the data causes
the creation of a new moment in this discrete time
model. In this way the points of the time are those
moments in which a single object or relational in-
stance is changed, created or deleted. Regarding
the physical time, the state of the object in a mo-
ment in it is the state of this object in the nearest
moment in model time preceding the physical mo-
ment. In a fixed moment of the model time we can
collect all the objects from this and the previous
moments taking only the nearest (last version) state
of each object. In this way we obtain the static
Kripke frame for this particular moment. The col-
lection of all the versions of all the objects we call
Dynamic wordnet model.

8 Query language

The construction of wordnet and its editing opens
questions about the change of data and their struc-
ture (evolution) over time. One may be interested
in the availability of certain properties of the data
and the relations. He would like to easily detect
problems when they occur, to easily correct them
without returning to a state with many changes
made by many users, as is the case with the use of
a backup. For example, object 1 has changed in the
past. Meanwhile 2 and 3 have been changed (cor-
rected), 4 has been created. We detect a problem
with object 1 and its relations - there is some incon-
sistency in the structure. With the dynamic model,
you can trace the whole process and find out ex-
actly when and why the problem occurred. We do
it by means of a modal logic language for wordnet
which was created for the early implementations
of Hydra and further developed with addition of
temporal modalities. The system works with so
called model checking - for a given modal formula,
the set of the objects in which the formula is true is
returned.

8.1 Dynamic wordnet language

We define the modal formulae syntax and the cor-
responding semantics inductively.

8.1.1 Syntax
In our language we have:

• N - a set of individual constants (nominals)
- in the system we use decimal numbers for
them.

• O - a set of constants for the features in the
objects and their values. They use the schema
type(′value′). For instance pos(’n’) is such
constant.

• R - a set of relation symbols

• TM - a set of time modifiers

We have 4 types of temporal modifiers - for
a fixed timestamp (real time moment), fixed
operation moment (model time moment), rel-
ative future and relative past like this:

– t159737980000;
– o1235;
– f5;
– p3;

Atomic Formulae: AtomicFor

• ⊥

• ⊤

• N ⊆ AtomicFor

• O ⊆ AtomicFor

Formulae: For
• AtomicFor ⊆ For.

Let q and r be fomulae (queries), R ∈ R, t ∈ TM,
then the following are formulae:

• !q

• q & r

• q | r

• q => r

• q <=> r

• <R>q

• [R]q

• ≪ t≫q

We also use some relation modifiers, namely:

• ˜R - the reverse relation of R

• R+ - the transitive closure of R

• R* - the reflexive and transitive closure of R
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8.2 Semantics
• A Time structure is ⟨T, tc, <⟩, where T ̸= ϕ

is a finite set, < is a linear ordering, tc is
max<T (the current moment)

• A Model of time is ⟨⟨T, tc, <⟩,m⟩, where m :
TM× T → T

• A static model (Kripke frame for a given mo-
ment t) is Mt = ⟨Wt,Rt, V ⟩, where Wt ̸= ϕ,
Rt : R → P(Wt ×Wt), V : N ∪ O →
P(W) and for c ∈ N V (c) has at most 1 ele-
ment.

• A dynamic model is D = ⟨{Mt}t∈T , T ⟩,
where T = ⟨⟨T, tc, <⟩,m⟩ is a model of time.

We define the truth of a formula in a object x in
the Dynamic model D by induction on the formula
construction:

• D, t, x ⊮ ⊥

• D, t, x ⊩ ⊤

• D, t, x ⊩ c for c ∈ N ∪O iff x ∈ Vt(c)

Each object in the database has an identifier
and it is a nominal (constant) in our language.
A synset identifier is encoded so as to be
portable and it depends only on ili (identi-
fier comming from PWN), pos (part of speech
code) and the language (code) of the synset.
In the implemented system this semantic more
concretely is:

– D, t, x ⊩ $s iff x is a Synset
– D, t, x ⊩ $l iff x is a Literal
– D, t, x ⊩ $n iff x is a Note
– D, t, x ⊩ type(’value’) iff x.type = value

(for instance x.pos=n, so x is a noun
synset)

• D, t, x ⊩ !q iff D, t, x ⊮ q

• D, t, x ⊩ q & r iff D, t, x ⊩ q and D, t, x ⊩ r

• D, t, x ⊩ <R>q iff

∃y(xRt(R)y&D, t, y ⊩ q)

• D, t, x ⊩≪ t≫ q iff D,m(t, t), x ⊩ q

• We say that a formula is true in dynamic
model at point x, denoted D, x |= q iff
D, tc, x ⊩ q

For the sake of an example we’ll use concrete
natural numbers in the following:

• D, t, x ⊩≪o1235≫q iff D, t0, x ⊩ q where
m(o1235, t) = t0.

As mentioned before, every data modification
creates a model time moment which is refered
as an operation id and t0.id=1235.

• D, t, x ⊩≪t159737980000≫q iff D, t0, x ⊩
where t0 is the nearest previous model mo-
ment to this timestamp

• D, t, x ⊩≪p3≫q iff D, t0, x ⊩ where t0 is
the nearest previous model moment to the mo-
ment t− 3 days

• D, t, x ⊩ ≪f5≫q iff D, t0, x ⊩ where t0 is
the nearest previous model moment to the mo-
ment t+ 5 days

8.3 Query answering
A formula in the defined modal language is a query
in Hydra. The result of such query q at a given
time moment t is the set of the unique objects with
respect to their ids such that their time is the most
recent one which is prior to the time t. By default
the time t is the current moment tc when the query
is executed. This moment t can be fixed to be some
arbitrary moment by means of the GUI, we call this
feature Time Machine.

9 Example queries

Let’s see some useful queries.

• Find the noun synsets that are on top of hyper-
onymy hierarchy in English:

pos(’n’) & [hypernym]⊥ & lang(’en’)

• Find the synsets that are exactly two levels
below the top in the hyperonymy hierarchy:

[hypernym][hypernym][hypernym] ⊥ &

<hypernym><hypernym>⊤

• Find inconsistency between Bulgarian and En-
glish:
<ili>(lang(’en’) & pos(’n’)
& [hypernym][hypernym]⊥ &
<hypernym>⊤)

& lang(’bg’) & [hypernym]⊥

• Find the literals that before 3 days were pre-
senting the word ’test’ and 2 days later are
not:

<p3>(word(’test’) &

!<f2>word(’test’))
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Figure 1: Hydra

10 Graphical user interface and
implementation

Hydra is implemented in Javascript. It consists of a
modern SPA (single page application) web app and
a REST API service. The Wordnet data is stored
in a Postgres database and the queries are trans-
lated to SQL queries. There is a preprocessing step
where for each subformula its model time is deter-
mined. While most of the relations are stored in
the database, some are implemented directly in the
translations of the formula - such are the universal
relation U and the transitive closures and reflexive
and transitive closures of the other relations. Impor-
tant feature is that no data can be lost during word-
net development even if there is some hostile user.
Every change in the data creates a new copy of the
object or relational instance touched with the same
id but having the new data. For instance, when
an object is deleted, a new record for it is created
(operation record) where it is marked as ’deleted’.
At any point the user can see the data as it used
to be in the past with the so-called Time Machine
- the user opens a dialog and selects a moment in
the past and the data is as it used to be at this given
time. The GUI is very simple and powerful. It
has a Search Panel that has 3 modes for searching -
using word, regular expression and a formula. The
first 2 options find the synsets that have literals that
match the provided word/regular expression. The
latter is using the defined modal query language
and it’s much more powerful. There are 2 modes
to visualize the data found. The first one (called
’Single’) is visualizing the object selected from the
list of the found items. The second one is aligning
a pair of language wordnets that are present in the
system. When the user selects a particular item
from the list of the found items, the corresponding
copies in the aligned languages are visualized. In
this way the user can search some spanish word
and see the aligned corresponding entries in french
and English for example.

The visualization of an object consists of its

static data (like pos and language for the synsets)
and the relations - all the connected objects by all
the relations. The view is recursive and the data for
the related objects is visualized on demand. Hy-
dra is also a fully-fledged editor for this wordnet
data. A user with sufficient rights can put an object
into edit mode, the representational controls are
replaced with edit controls and he/she can edit and
save the data. Relational pairs are added by means
of a wizard. These changes are sent to all the other
users by means of notifications.

11 Conclusion and future work

The main achievement of our work is the expan-
tion of Hydra’s capabilities with time operators and
the most valuable among them is the feature that
when something is wrong and damaged in word-
net, we can repair it easily, as well as to under-
stand the cause and user responsible for this error.
One weakness is that the use of the system in this
form requires competence in logical languages. To
overcome this we are developing an GUI assistant
to help the linguists with predefined queries and
schema queries. For more complex queries some
skills would remain required of course.
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