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Abstract

The focus of the paper is the Ontology of Vi-
sual Objects based on WordNet noun hierar-
chies. In particular, we present a methodology
for bidirectional ontology engineering, which
integrates the pre-existing knowledge resources
and the selection of visual objects within the im-
ages representing particular thematic domains.
The Ontology of Visual Objects organizes con-
cepts labeled by corresponding classes (domi-
nant classes, classes that are attributes to dom-
inant classes, and classes that serve only as
parents to dominant classes), relations between
concepts and axioms defining the properties
of the relations. The Ontology contains 851
classes (706 dominant and attribute classes), 15
relations and a number of axioms built upon
them. The definition of relations between dom-
inant and attribute classes and formulations of
axioms based on the properties of the relations
offers a reliable means for automatic object or
image classification and description.

1 Introduction

The recent trends in Computer vision are directed
towards the robust combination of deep learning
techniques and image processing methods to solve
problems, such as image and video understanding,
robot vision and processing of multimodal and mul-
tilingual content. Despite this, much effort is still
directed to specific domain knowledge or even to
specific object instance recognition, and the signifi-
cant progress in the field as a whole does not mean
that particular tasks have been solved satisfactorily.

The concept of Cognitive vision (Vernon, 2021)
was introduced quite a long time ago (Auer et al.,
2005): “A cognitive vision system can achieve the
four levels of generic computer vision functionality
of detection, localization, recognition, and under-
standing. It can engage in purposive goal-directed
behaviour, adapting to unforeseen changes of the

visual environment, and it can anticipate the occur-
rence of objects or events” (Vernon, 2006).

Such understanding of Cognitive vision sys-
tems involves the application of ontology-based
representations in modern Computer vision sys-
tems in order to add real world relations between
static objects and video feed (Xie et al., 2020;
Chaisiriprasert et al., 2021). Ontology-based appli-
cations might be powerful tools for diverse Com-
puter vision tasks: application of semantics ac-
cording to the function of an object (Agostini
et al., 2015), ontology-based object recognition
in robotics (Riazuelo et al., 2015), and so on.

The focus of the paper is the Ontology of Visual
Objects.1 In particular, we present a methodology
for bidirectional ontology engineering, which inte-
grates the pre-existing knowledge resource (Word-
Net) and the selection of visual objects within the
images representing particular thematic domains.

We show how the presented Ontology bene-
fits from WordNet (Miller et al., 1990; Fellbaum,
1999): providing ontological representation of vi-
sual objects based on WordNet noun hierarchies,
and building interconnectivity of classes by means
of the WordNet. On the other hand, we present
how the Ontology of Visual Objects builds on the
WordNet by adding new concepts corresponding
to concrete objects, and formulating new relations
that express the objects’ function, purpose, loca-
tion, etc.

We begin with a brief overview of the current
state in the art in Section 2. In Section 3 we present
the principles of Ontology-based image annotation.
Section 4 is dedicated to the main components of
an ontology and the description of the Ontology of
Visual Objects. Finally, evaluation (section 5), con-
clusions and future directions of our work (section
6) are presented.

1https://doi.org/10.57771/a0w5-8480
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2 Related Work

In this section, we briefly present some of the most
prominent knowledge representation resources, the
image datasets, which involve (in different ways)
ontologies in the process of their building, and
the few existing examples of ontologies specially
dedicated to image descriptions.

2.1 Ontology-based Semantic Resources
The taxonomic organization of nouns in WordNet
allows for using more abstract and fine-grained
categories when describing objects. WordNet2 is
a semantic network, whose nodes host synonyms
denoting different concepts, and whose arcs, con-
necting the nodes, encode different types of rela-
tions (semantic: genus-kind, part-whole, etc.; ex-
tralinguistic: membership in a thematic domain;
interlanguage: translation equivalents).

The idea for organizing the lexicon of a given
language into a (lexico-)semantic network was first
executed in the Princeton WordNet (Miller et al.,
1990). Some of the fundamental ideas on which
the WordNet is based encompass: a) the use of
a semantic network which embraces taxonomies,
meronomies and non-hierarchical relations with
clearly defined properties, which allow for quick
and easy automatic processing; b) a different or-
ganization of the lexicon in comparison with the
traditional dictionaries where words are ordered
alphabetically and the links among semantically
related words (such as between sister hyponyms,
between a whole and its parts, etc.) are not explic-
itly presented (Miller, 1986).

WordNet is connected to a generic ontology
based on DOLCE.3 A set of heuristics for map-
ping all WordNet nouns, verbs and adjectives to
the ontology were developed, which also allows to
represent predicates in a uniform and interoperable
way, regardless of the way they are expressed in the
text and in which language (Laparra et al., 2012).
Together with the ontology, the WordNet mappings
provide powerful basis for semantic processing of
text in different domains.

Some ontologies have been developed on top of
the existing resources. The YAGO ontology4 is
a large knowledge base with general knowledge
about people, cities, countries, movies, and orga-
nizations (Suchanek et al., 2007). YAGO contains

2http://wordnet.princeton.edu/
3http://www.loa.istc.cnr.it/dolce/

overview.html
4https://yago-knowledge.org/

both entities (such as movies, people, cities, coun-
tries, etc.) and relations between these entities
(who played in which movie, which city is located
in which country, etc.). The entities are arranged
in classes: Elvis Presley belongs to the class of
people, Paris belongs to the class of cities, and so
on, which in their turn are arranged in a taxonomy:
the class of cities is a subclass of the class of popu-
lated places, etc. YAGO combines Wikidata – the
largest general-purpose knowledge base on the Se-
mantic Web and schema.org (plus BioSchemas) –
a standard ontology of classes and relations.

BabelNet5 (as WordNet) combines features of
multilingual encyclopaedic dictionary (with its
wide lexicographic and encyclopaedic coverage of
terms), and of semantic network or ontology, which
links concepts and named entities in a very large
network of semantic relations (about 20 million
entries as of 2021) (Navigli et al., 2021). BabelNet
brings together heterogeneous resources, such as
WordNet, Wikipedia, OmegaWiki, Wikidata, Wik-
tionary, GeoNames, Open Multilingual WordNet
and many others, and aims at providing as com-
plete picture as possible of lexical and semantic
knowledge available in many languages. BabelNet
represents each meaning based on the WordNet
notion of a synset. Analogously to WordNet, Ba-
belNet can be viewed as a graph where synsets are
nodes and edges are semantic relations between
them.

2.2 Ontology-supported Image Datasets

There are several datasets that have been widely
used as a benchmark for object detection, semantic
segmentation and classification tasks. Only a few
of them use ontologies or ontology-like resources
for object classification.

Thousands of images, hundreds of thousands
of polygon annotations and sequence frames with
at least one tagged object are all included in the
LabelMe dataset6 (Russell et al., 2008). This col-
lection is being created by users who can upload
images, add categories and annotate images with
these categories. However, depending on how each
annotator chooses to use the annotation protocol,
this choice can lead to some degree of inconsis-
tency. By using the WordNet noun synsets, cate-
gories are expanded, inconsistent editing is avoided
and user-provided descriptions are unified.

5https://babelnet.org/
6http://labelme.csail.mit.edu
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One of the collections that sets standards in the
increase of datasets sizes is ImageNet.7 A dataset
with roughly 50 million full-resolution images that
have been accurately labelled has been set as a
target (Deng et al., 2009). The WordNet noun hier-
archies are used for image collection and labelling.
ImageNet comprises 14,197,122 annotated images
that are arranged according to the semantic hierar-
chy of WordNet and employs 21,841 synsets for
focused image search (as of August 2014) (Rus-
sakovsky et al., 2015).

More than 328,000 images with carefully anno-
tated object instances (2.5 million) can be found
in the COCO (Microsoft Common Objects in
Context) dataset8 (Lin et al., 2014). Since 2014,
the dataset has undergone a number of updates and
covers object detection, segmentation, keypoint
detection and captioning. The different parts of
the dataset are annotated with bounding boxes (for
object detection) and per instance segmentation
masks with 80 object categories; natural language
descriptions of the images; keypoints (17 possible
key points, such as left eye, nose); per pixel segmen-
tation masks with 91 stuff categories, such as grass,
wall; full scene segmentation, with 80 thing cate-
gories (such as person, bicycle, elephant); dense
pose – each labelled person is annotated with a
mapping between image pixels and a template 3D
model.

WordNet is typically utilized in current practice
to generate text queries for building search-based
image collections. Some of the datasets were devel-
oped using shallow ontologies (Griffin et al., 2007),
and overall, the potential power of the ontological
structure is not completely exploited.

2.3 Existing Ontologies of Visual Objects

The LSCOM ontology consists of 1,000 concepts
and approximately 450 of them were used for
the manual annotation of 80 hours of news video
(Naphade et al., 2006). The taxonomy design or-
ganized concepts into six categories on a top level:
objects, activities/events, scenes/locations, people,
graphics, and program categories. These categories
were further refined, such as by subdividing objects
into buildings, ground vehicles, flying objects, etc.

Photo Tagging Ontology covering 100 concepts
was issued with the ImageCLEF annotation task
(Xioufis et al., 2011). The ontology restricts si-

7https://www.image-net.org
8https://cocodataset.org

multaneous assignment of some concepts (disjoint
classes) and defines that one concept postulates the
presence of other concepts. The purpose of the
ontology is to allow integration of semantic knowl-
edge in the algorithms for image annotations.

A Visual Concept Ontology organizes visual
concepts (objects or abstract notions that are typ-
ically depicted in photos) (Botorek et al., 2014).
For the construction of Visual Concept Ontology
over 400 “significant” noun synsets (that have at
least 300 hyponyms) were extracted from WordNet;
then synsets with a very “general” meaning, such
as entity or thing, were removed. This results in 14
top-level ontology classes, which are divided fur-
ther into 90 more specific classes. On top of these, a
final high-level generalization was performed, pro-
ducing 4 super-classes: nature, person, object and
abstract concepts. Semantically similar synsets
are merged into a common class and additional
links are established between semantically related
synsets, such as roof and house. In other words, the
ontology simplifies and flattens the WordNet hier-
archy, removing concepts not relevant to the visual
domain and adding semantic connections between
interrelated WordNet subtrees. Relations are of two
basic types – class-to-class and class-to-individual.

It has been demonstrated that combining on-
tology knowledge with image recognition tech-
nologies can increase recognition precision, en-
hance high-level semantic recognition capability,
decrease the need for a large number of training
samples and improve the scalability of the image
recognition systems (Ding et al., 2019).

In conclusion, it can be stated that the ontolog-
ical representation of knowledge is not fully ex-
ploited in Computer vision: neither in the process
of creating annotated datasets, nor in the implemen-
tation of algorithms and models for the recognition
and classification of objects and images.

3 Ontology-based Image Annotation

The Ontology of Visual Objects was developed
to serve for the annotation of the image objects in
the Multilingual Image Corpus,9 which provides
pixel-level annotations, thus offering data to train
models specialised in object detection, segmenta-
tion and classification in these domains (Koeva,
2021; Koeva et al., 2022).

Different ways of incorporating semantics to de-
scribe an image are discussed (Tousch et al., 2012).

9doi.org/10.57771/p2n7-f015

Proceedings of CLIB 2022

122



One possible level incorporates the relations be-
tween concrete and abstract objects, for example, a
crying person vs. the notion of pain, which might
be a subjective conclusion based on the knowledge
of the semantic context. The other level describes
generic vs. specific objects (individual instances),
i.e., a bridge vs. Golden gate bridge. In our ap-
proach, we concentrate on visual (concrete) ob-
jects; however, specific instances of an object can
be further related with it, and further inferences to
abstract notions might be drawn as well.

We defined the following criteria for the devel-
opment of the Ontology of Visual Objects:
• The specificity or generality of the concept (we

include only specific concepts at a certain level of
granularity: more concrete comparing to classes
that are usually used in image datasets, for exam-
ple taxi and sedan instead of a car, but not too
concrete, in order for the annotators to be able
to choose among the classes without employing
specific knowledge for different thematic domains,
(for example sedan, but not Bentley or Dacia).
• High frequency of occurrence of words denot-

ing visual objects in everyday life and of respective
objects depicted in images. The everyday use is
based on the inclusion of the words in the so-called
common vocabulary, which is evidenced by the
Age of acquisition list of words (Brysbaert and
Biemiller, 2017). The assumption is that words
that are mastered at an early age belong to the basic
vocabulary. The frequency of encounters of objects
in the images is observed empirically, based on
the collected over 750,000 images, of which about
21,000 were selected for annotation in the Multi-
lingual Image Corpus. For example, although the
object baby rattle is expected to meet frequently
along with dominant objects, such as a baby and
a stroller, empirical observations in images have
shown a low frequency of encounters, and this vi-
sual object is not included in the Ontology.
• Coverage in ontologies (concepts already en-

coded within the WordNet and through WordNet
in other ontologies).
• Covering gaps in existing ontologies, for ex-

ample, some objects we observed in the collected
images (such as handball player, pole vaulter, etc.
have not been included in the Princeton WordNet
so far).

The proposed Ontology of Visual Objects in-
cludes concepts that are characteristic for the the-
matic domains of Sport, Transport, Arts, and

Security. The Multilingual Image Corpus contains
130 smaller datasets pertaining to different subdo-
mains, each of which can be classified to one of
the four main ones, for example, Chess and Pole
vaulting are subdomains of Sport, while Sedan
and Double-decker – to Transport, and so on.
The choice of thematic domains and subdomains is
motivated by two main factors:

(1) The images should contain objects that could
be automatically recognized and labelled with
upper-level classes (for example, man and car),
which then could be sub-classified as chess player,
pole vaulter, sedan and taxi;

(2) There should be a sufficient number of ap-
propriate images available to illustrate objects from
the selected thematic subdomains.

Ontologies are classified into three basic types:
top ontologies, which contain a restricted set of
general classes and are not related to a particular
thematic domain; top-domain ontologies, which
include essential classes that represent a particular
thematic domain; and domain ontologies, which
contain classes that comprehensively describe a par-
ticular thematic domain (Tan and Lambrix, 2009).
From the point of view of this classification, the
proposed ontology can be classified as a set of sev-
eral domain ontologies.

The Ontology of Visual Objects provides op-
tions for extracting relationships between annotated
objects, between diverse datasets with different
levels of granularity of object classes, or between
appropriate sets of images illustrating different the-
matic domains. Last but not least, the use of the
Ontology of Visual Objects allows the expansion
of the dataset depending on the specific needs of
scientific or commercial projects.

The annotators’ tasks were to create new poly-
gons or approve or modify the automatic segmen-
tation for objects in the images, and then classify
the objects according to the specified Ontology’s
classes. The annotation adheres to the following
conventions:

• An object displayed within an image is anno-
tated if it represents an instance of a concept
included in the Ontology.

• All objects from the selected dominant class
and attribute classes related with it are anno-
tated (for example, the tennis player and the
related objects racket and tennis ball; chess
player and the related objects chessman, chess
board and clock).

Proceedings of CLIB 2022

123



The following are some advantages of utilizing
an ontology for object classification:

• Selection of mutually exclusive classes.

• Build-in interconnectivity of classes by means
of formal relations.

• Easy extension of the proposed ontology with
more concepts corresponding to visual ob-
jects.

4 Ontology of Visual Objects

It was pointed out that different knowledge repre-
sentations share the following minimal set of com-
ponents (Corcho et al., 2006): concepts, which
represent sets or classes of entities in a thematic
domain; relations between concepts; instances,
which represent the actual entities (individuals);
and axioms, which represent facts that are always
true in the topic area of the ontology. We accepted
the following definition (Bozsak et al., 2002): An
ontology is a structure

O := (C,≤C , R,≤R)

consisting of (i) two disjoint sets C and R called
concept identifiers and relation identifiers respec-
tively, (ii) a partial order ≤C on C called concept
hierarchy or taxonomy, (iii) a function σ : R →
C × C called signature and (iv) a partial order ≤R

on R called relation hierarchy.
The Ontology of Visual Objects organizes con-

cepts (represented by dominant classes, classes that
are attributes to dominant classes and classes that
serve only as parents to dominant classes), relations
between concepts and axioms.

4.1 Classes
Classes correspond to (WordNet) concepts that
can be represented by visual objects. Among the
classes, we made a differentiation between domi-
nant classes and attribute (contextual) classes.

Each thematic domain is represented by several
dominant classes, which show the main “players”
within this domain differentiated by their type or
their function. For example, the dominant classes
for the domain Security are: policeman, soldier,
fireman, etc., altogether 15 dominant classes. For
the definition of the dominant classes, we use the
WordNet sister hyponyms at a certain level (the
lowest level allowing classification without specific
knowledge for the domain). So far, the selected

dominant classes for all thematic domains in focus
are 137.

For each dominant class a parent class is selected
from the WordNet noun hierarchies and this proce-
dure is repeated consecutively up to the final class
that represents a visual object. For example, classes
like basketball player, acrobat, football player, etc.
are hyponyms of athlete ‘a person trained to com-
pete in sports’. Athlete in its turn is a hyponym
of contestant ‘a person who participates in compe-
titions’ which is a hyponym of person. However,
the hypernym of person is organism, an abstract
notion, which is not included in the ontology. As
a result of this approach, thousands of annotations
will be assigned to objects representing a small
number of classes, while the annotations with more
general classes will be inherited automatically. The
WordNet hierarchical trees are very detailed, that
is way only hypernyms, which are visual objects
are selected with only one abstract notion on the
top. For example, jersey is a shirt, which, in turn,
is a clothing. From the hierarchy the node garment
(an article of clothing) between shirt and clothing
is excluded.

The Ontology design organized the 851 concepts
into 11 categories on the top level, such as person,
animal, furniture, equipment and so on (approxi-
mately half of the Ontology classes are contained
in WordNet, 485 out of 851 classes)).

Following the strategy for category selection of
the ImageNet, we applied the rule for no overlap-
ping between the dominant classes and their at-
tributes: “for any synsets i and j, i is not an ancestor
of j” (Deng et al., 2009). Mutually exclusive classes
are also defined for other well-known datasets, for
example for the COCO thing and stuff classes (Cae-
sar et al., 2018). As pointed out, the mutual inclu-
sion might lead to some inconsistencies. An exam-
ple was given with the PASCAL Context (Mottaghi
et al., 2014) classes bridge and footbridge, which
are in a parent-child relation (Caesar et al., 2018).
The parent term can replace the child term in some
context, but not vice versa; thus: if two images are
annotated as bridge and footbridge respectively, it
will not be known whether the parent concept can
refer also to the child concept or not.

Attributes in the ontology are classes related
with the dominant ones. The type of the dominant
class and the type of attribute class determine the
type of the relation between them, which expresses
the specificity of property attribution: wears, uses,
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Figure 1: Attribute classes in the Ontology

has part, etc. For example, the attribute classes for
cricketer are cricket bat, cricket ball, cricket helmet,
wicket and referee, while for climber – climbing
helmet, chalk bag, claiming backpack; the attribute
classes for chess player are chessman and chess-
board, and for the figure skater – skate and leotard
(Figure 1), and so on.

For the definition of attribute classes, we use
some WordNet relations, such as meronymy. In
most of the cases, such relations are not overtly
established in WordNet and they are additionally
defined in the Ontology.

4.2 Relations

The Ontology not only specifies the visual concepts,
but also defines the relationship between concepts.
Thus the relations used in the Ontology are rela-
tions between classes. The is-a relation is inher-
ited from WordNet, where nouns build hierarchical
structures based on the relations of hypernymy
and hyponymy, assuming that WordNet contains
representation for both members of the relation.
When it comes to new concepts (not presented in
WordNet), they are connected to the proper parent
concept in WordNet.

Depending on their properties, the relations do
or do not project hierarchical structures. Hierar-
chical relations (relations of inclusion) are of three
basic types – taxonomic (classificatory, which asso-
ciate an entity of a particular type with an entity of
a more generic type), meronomic (expressing the
relation of the whole to its parts) and proportional
series (expressing proportions between values in
a given series) (D. A. Cruse, 1996). Taxonomic
relations are inverse and transitive (is-a) and mero-
nomic relations are also inverse and could be tran-
sitive (has part). Non-hierarchical relations are
inverse and non-transitive (most of the relations be-
tween dominant classes and their attribute classes),

Relation Reverse R Number
has hyponym is hyponym of 827
wears is worn by 241
has part is part of 210
uses is used by 119
is next to 34
plays with is a devise for 23
is on is a surface for 22
drives is driven by 18
plays is played by 17
is in is around 15
operates is operated by 14
propel is propelled by 12
plays at is where to play 10
creates is created by 9
rides is ridden by 9

Table 1: Types of relations and number of their occur-
rences

and symmetric, irreflexive and non-transitive (is
next to).

Relations between dominant and attribute classes
are not hierarchical. For the linking of attribute
classes, we use one WordNet relation – has part
and 13 relations that are not overtly established in
WordNet and are additionally created for the On-
tology, for example, (wears, is next to and plays
with). Altogether, 15 relations are used in the On-
tology, with 827 instances of the is a relation; 241
instances of the wears relation, 210 instances of the
has part relation, and so on. Table 1 shows the re-
lations included in the Ontology of Visual Objects,
their properties and number of occurrences.

4.3 Axioms

Axioms serve to model sentences that are always
true (Gruber, 1995) and they can be used to infer
new knowledge.
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An axiom system for an ontology is a pair
(AI, α) where (i) AI is a set whose elements are
called axiom identifiers and (ii) α is a mapping.
The elements of A := α(AI) are called axioms
(Cimiano and Handschuh, 2003).

Axioms are assertions that are driven by the prop-
erties of the relations. In the Ontology of Visual
Objects the axioms are:

If X is a hypernym of Y, then Y is a hyponym of
X.

If X is a hypernym of Y, and Y is a hypernym of
Z, then X is also a hypernym of Z.

If X is a holonym of Y, then Y is a meronym of
X.

If X is a holonym of Y, and Y is a holonym of Z,
then X is also a holonym of Z.

If X plays Y, then Y is played by X.
If X wears Y, then Y is worn by X.
If X uses Y, then Y is used by X.
If X plays at Y, then Y is a place where X plays.
If X plays with Y, then Y is a device with which

X plays.
If X is on Y, then Y is a surface on which X is.
If X rides Y, then Y is ridden by X.
If X propel Y, then Y is propelled by X.
If X drives Y, then Y is driven by X.
If X creates Y, then Y is created by X.
If X is in Y, then Y is around X.
If X is next to Y, then Y is next to X
The set of non-hierarchical relations, which hold

among target concepts, also holds among higher
concepts, for example if a soccer player is next to
a referee, then a person is next to a person.

4.4 Ontology format

The concepts are represented by the respective
WordNet ILI (Inter-Lingual-Index) number or an
Ontology index (if the concepts are not represented
in WordNet) and a unique label: either the most
representative literal (synonym) from the WordNet
synsets or a term picked as a more adequate to
refer to the concept. The differentiation between
dominant, attribute and only hypernym classes is
explicitly stated. The relations between classes are
also explicitly stated. In case of reverse relations,
only the direct relation is encoded, and in case of
symmetric relations only one record of the relation
is encoded. The Ontology is defined in a JSON
format. For example:
{
”HYPONYM ID”: ”eng-30-09761310-n”,

”HYPONYM LEMMA”: ”accordionist”,
”RELATION”: ”IS A”,
”HYPERNYM ID”: ”eng-30-10340312-n”,
”HYPERNYM LEMMA”: ”musician”
},
The Ontology is intended to be language-

independent but the concepts are attached man-
ually with labels in English and Bulgarian. All
Ontology classes (used as annotation labels) have
been presented in 25 languages: English (Princeton
WordNet), Bulgarian, Albanian, Basque, Catalan,
Croatian, Danish, Dutch, German, Greek, Finnish,
French, Galician, Icelandic, Italian, Lithuanian,
Polish, Portuguese, Romanian, Russian, Serbian,
Slovak, Slovene, Spanish, Swedish. In providing
translation equivalents to Ontology classes, priority
is given to WordNet, employing openly available
wordnets from the Extended Open Multilingual
Wordnet project or official distribution webpages
of particular wordnets. The synonyms of Ontology
classes, the definitions of the concepts and some
usage examples (if available) were extracted from
the synsets in different languages. Where Word-
Net translations are not available, some additional
sources of translations are employed: BabelNet
and Machine translation (Koeva, 2021; Koeva et al.,
2022).

5 Evaluation

A number of studies aimed at ontologies’ eval-
uation are known (Hlomani and Stacey, 2014;
Vrandečić, 2009; Raad and Cruz, 2015; Wal-
isadeera et al., 2016; Khalilian, 2019; Wilson et al.,
2021). On their basis several criteria for the evalu-
ation of ontologies can be defined directed to con-
firm the ontology quality and correctness:

• Accuracy states if the definitions of classes
are correct.

• Completeness measures if the domain of in-
terest is appropriately covered.

• Conciseness states that the ontology does not
include any unnecessary or useless definitions
or explicit redundancies between definitions
of terms do not exist.

• Adaptability measures if the ontology offers
the conceptual foundation for a range of antic-
ipated tasks.
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• Clarity measures how effectively the ontology
communicates the intended meaning of the
defined concepts.

• Computational efficiency measures the ability
of the used tools to work with the ontology.

• Consistency describes that the ontology does
not include or allow for any contradictions.

We can define our approach for the evaluation
as a corpus-based approach (Raad and Cruz, 2015).
Instead of comparing an ontology with the content
of a text corpus that covers significantly a given
domain, we use the image annotation process to
evaluate the Ontology of Visual Objects. At the be-
ginning, we have identified 1,037 classes grouped
in ten thematic domains: Sport, Medicine, Arts,
Education, Food, Transport, Clothing, Security, In-
doors, and Nature. For four of them (Sport, Trans-
port, Arts and Security) an evaluation of the On-
tology classes is performed during the annotation:
whether a class is a visual object or not; whether
all depicted objects in selected images can be de-
scribed with the Ontology classes; and whether
new classes can be added if necessary.

For the definition of classes we rely on the defini-
tion of concepts in WordNet; the definition of new
classes is provided by means of finding their cor-
rect place within the WordNet taxonomy by linking
them with already defined concepts. Finally, we
made some evaluation tests for all selected classes
with other sources providing lists with concrete ob-
jects, such as concreteness ratings (Brysbaert and
Biemiller, 2017), word acquisition ratings (in our
case of nouns) (Kuperman et al., 2012) and picture
dictionaries (Parnwell, 2008).

6 Conclusion and Future Work

To improve object annotation and classification,
several approaches based on ontologies have been
proposed. However, image classification and an-
notation remain a challenging problem and one
of the reasons is possible overlapping of selected
classes. The use of a specially designed ontology
improves the speed of object annotation as well as
the accuracy of object classification.

Our contributions consist of the following:
(1) Definition of an Ontology of Visual Objects,

whose classes are sufficient to annotate objects in
130 thematic subdomains related in four general
domains;

(2) Introduction of attribute classes, which, in
general, are related to the location, function and
context of objects in focus (the dominant classes);

(3) Definition of relations between dominant and
attribute classes and formulations of axioms based
on the properties of the relations. This offers a
reliable means for automatic object or image de-
scription, automatic assignment of image captions
or classification of images and objects.

Using the Ontology of Visual Objects ensures
the selection of mutually exclusive classes, built-
in interconnectivity of classes via formal relations,
and the ability to easily extend the proposed ontol-
ogy with more concepts corresponding to visual
objects.

Applying semantics can improve not only the
performance of object recognition but also the per-
formance and quality of individual tasks required
for object recognition, such as image segmentation.
Furthermore, the Ontology can be used to reduce
the gap between human image comprehension and
machine image interpretation, allowing for better
automation in training neural networks (Bhandari
and Kulikajevas, 2018).

A possible application of the Ontology of Vi-
sual Objects includes further use of the relations
to compile bigger training datasets (for example,
utilizing higher level concepts) or to construct con-
texts in which a particular object may or may not
appear. The Ontology of Visual Objects provides
options for extracting: relationships between anno-
tated objects, diverse datasets with different levels
of granularity of object classes and appropriate sets
of images illustrating different thematic domains.

The ontological organization of object classes
provides data for learning associations between ob-
jects in images, for identifying relations between
objects and for aligning objects and relations with
text fragments. Last but not least, using the On-
tology of Visual Objects enables the dataset to be
expanded based on the particular needs.
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