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Abstract

Event and argument role detection are fre-
quently conceived as separate tasks. In this
work we conceive both processes as one task
in a hybrid event detection approach. Its main
component is based on automatic keyword ex-
traction (AKE) using the self-attention mech-
anism of a BERT transformer model. As a
bottleneck for AKE is defining the threshold
of the attention values, we propose a novel
method for automatic self-attention threshold
selection. It is fueled by core event informa-
tion, or simply the verb and its arguments as the
backbone of an event. These are outputted by a
knowledge-based syntactic parser. In a second
step the event core is enriched with other se-
mantically salient words provided by the trans-
former model. Furthermore, we propose an au-
tomatic self-attention layer and head selection
mechanism, by analyzing which self-attention
cells in the BERT transformer contribute most
to the hybrid event detection and which linguis-
tic tasks they represent. This approach was in-
tegrated in a pipeline event extraction approach
and outperforms three state of the art multi-task
event extraction methods.

1 Introduction

Event extraction, argument and semantic role de-
tection are frequently conceived as separate tasks
(Ji and Grishman, 2008; Gupta and Ji, 2009; Hong
et al., 2011; Chen et al., 2015; Nguyen and Grish-
man, 2015; Liu et al., 2016a,b) where a multi-word
event is first split into a verb as single-word event
to process, after which its argument roles (subject,
direct and indirect object(s)) and semantic roles
(such as time and location) are extracted. These are
typically trained in a multi-task setup for event ex-
traction, which combines event span detection and
classification. In this work, we tackle multi-word
event extraction and conceive event span detection
and argument extraction as one task in a hybrid
knowledge and transformer-based event detection

method. The verb, subject and object(s) (SVO)
are first outputted by a knowledge-based syntactic
parser and combined with automatic keyword ex-
traction (AKE). In this latter step, the most relevant
keywords in a sentence or most salient semantic
information is selected, exploiting the attention
mechanism of a transformer, i.e., BERT (Bidirec-
tional Encoder Representations from Transform-
ers) (Devlin et al., 2018). A bottleneck for AKE
is defining the threshold of the attention values to
take into account (Tang et al., 2019). Hence, we
propose and outline a method for automatic atten-
tion threshold selection by exploiting the interac-
tion between self-attention based AKE and rule-
based event detection. As the main function of the
rule-based component is to provide the necessary
information for the automatic attention threshold
mechanism, it targets only minimal event informa-
tion, i.e., the core or backbone of the event or the
verb and its SVO arguments. This allows the trans-
former’s main component to complement it with
other semantic roles and semantically salient infor-
mation. However, the latter type of information
is often essential to constitute the core meaning
of the event. For example, omitting the adverb

“conditionally" in the event “He was conditionally
released from detention." changes its semantics
and causes a misunderstanding of it. This kind of
semantically salient information can only be pro-
vided by the transformer model, and not by the
knowledge-based component in our hybrid model.

Our hybrid event detection mechanism is em-
bedded in a pipeline event extraction approach that
goes beyond short event spans: in a first step, event
classification is applied to raw input sentences,
whereas in a second step, the event span is detected.
For a fair evaluation, we compare this approach
with three event detection approaches as part of
a multi-task event extraction method that jointly
predicts event spans and classes. The main contri-
butions of this paper are the following:
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• To the best of our knowledge, this is the first
work on hybrid event detection that conceives
event span detection and argument extraction
as one task. On top of that, AKE is integrated
and combined with a novel automatic atten-
tion threshold selection mechanism.

• We also propose an automatic self-attention
layer and head selection mechanism by in-
vestigating which layers and heads of the
BERT transformer model contribute most to
event detection, and which linguistic tasks
they perform. Identifying such tasks in the
transformer model can contribute to the cre-
ation of more domain-specific and tailor-made
BERT models. Our methodology is language-
independent. All experiments have been con-
ducted on a Dutch corpus only, mainly be-
cause we did not find data in other languages
with similar event prominence annotations
(Section 3.1).

Our approach is positioned with respect to the
state of the art in Section 2 and is presented in
Sections 3 and 4. An overview of the data is
given in Section 5. Section 6 presents the results of
experiments, followed by a thorough analysis and
discussion. The paper is concluded in Section 8.

2 Related Work

Knowledge-based event detection methods were
initially based on ontologies (Frasincar et al., 2009;
Schouten et al., 2010; Arendarenko and Kakko-
nen, 2012) or rule-sets (Valenzuela-Escárcega et al.,
2015) which represent expert knowledge. These
also include extracting candidate event words with
part-of-speech tags (Mihalcea and Tarau, 2004),
which can also satisfy predefined syntactic patterns
(Nguyen and Phan, 2009). Statistical methods spot
event spans using n-grams (Witten et al., 2005;
Grineva et al., 2009), term frequency inverse doc-
ument frequency (TF-IDF), word frequency and
word co-occurrence (Kaur and Gupta, 2010).

Early supervised machine learning approaches
recast event detection as a binary classification
problem (Hasan and Ng, 2014) to decide whether
an input word is part of an event or not. To that
end, maximum entropy (Yih et al., 2006), sup-
port vector machines (SVM) (Lopez and Romary,
2010) and conditional random fields (CRF) (Zhang,
2008) were applied. As the event detection field ini-
tially concentrated on fixed event types using single-

word or event spans with a short length (Mitamura
et al., 2015), these supervised machine learning ap-
proaches have successfully used the ACE 2005 cor-
pus (Walker et al., 2006) comprising single-word
event span length annotations. With feature engi-
neering approaches emerging, the scope became
larger than a one-word event span (Patwardhan and
Riloff, 2009). In Lefever and Hoste (2016) multi-
word events in Dutch news text are detected using
an SVM binary classifier combining lexical, syn-
tactic and semantic features. These feature-based
machine learning techniques, however, have been
superseded by deep learning techniques which are
able to learn hidden feature representations auto-
matically from data. In Wang et al. (2017), a multi-
word event detection approach using convolutional
neural networks (CNN) outperforms an SVM ap-
proach. Spearheaded by their success in dealing
with long-term dependencies in longer sequences,
the LSTM (long short-term memory) and attention
mechanism allow the decoder to learn which parts
of the sequence should be attended to in an encoder-
decoder architecture (Bahdanau et al., 2014; Luong
et al., 2015), hence taking more context informa-
tion into account. Zhao et al. (2018) presents a
supervised attention-based RNN event detection
approach that outperforms an RNN and CNN, both
without attention mechanism.

Deep learning approaches that were in recent
years combined with Word2Vec (Mikolov et al.,
2013), GLoVe (Pennington et al., 2014) and fast-
Text (Bojanowski et al., 2017) word embeddings
have led to the rise of the transformer architec-
ture (Vaswani et al., 2017). Its contextual language
models have been successfully integrated in a range
of NLP tasks using pre-trained contextual BERT
(Bidirectional Encoder Representations from Trans-
formers) word embeddings (Devlin et al., 2018).
On top of that, the BERT model fully exploits the at-
tention mechanism for multi-word event detection,
which is illustrated in Mehta et al. (2020), where a
multi-attention event detection tool, using BERT,
fine-tuned on the Civil Unrest Gold Standard Re-
port data (Ramakrishnan et al., 2014), outperforms
a CNN. The hybrid target event detection method
that is proposed here also fully benefits from the
BERT multi-head self-attention, but is combined
with subject, verb and object (SVO) information, as
outputted by a knowledge-based syntactic parser.

22



Figure 1: Example of EventDNA corpus event spans and Main, Background, None event prominence labels

3 Pipeline Event Extraction Approach

An event can be defined as the smallest extent of
text that expresses its occurrence (Song et al., 2015)
and is identified by a word or phrase called event
trigger, nugget, event span or mention. Event men-
tions can be single-word event triggers that are usu-
ally (main) verbs, nouns, adjectives and adverbs.
Multi-word event triggers can be consecutive to-
kens, complete sentences, or discontinuous when
on top of the verb, its participants, or argument
roles are also involved (Doddington et al., 2004).
Our hybrid event detection approach targets multi-
word continuous event spans. It goes beyond the
scope of approaches tackling single-word events
that are frequently using the ACE 2005 corpus
(Section 2). Hence our models are trained on the
(Dutch) EventDNA corpus, annotated with multi-
word event spans and class labels (Section 5).

3.1 Event Prominence Classification
Our hybrid model is part of a pipeline event extrac-
tion model which comprises an event classifier and
detection module. Event prominence classification
was chosen, other than the typically used event type
classification (Desot et al., 2021) that frequently
fails to handle the variety of events expressed in
real-world situations. To overcome this, we classify
new information into prominence classes. Hence,
the input sentence can be classified as Main event
when it exhibits new information and, for exam-
ple in a news context actually caused the reporter
to write the article; or as Background event
when it gives context or background to the Main
event. Raw sentences without events are classi-
fied as None events. Figure 1 presents an example
of an event span labeled as Background event,
preceded by a Main and None event.

For event classification a transformer-based
BERT model for the Dutch language, BERTje
(de Vries et al., 2019) has been pre-trained on
a dataset of 2.4 billion tokens from Wikipedia,
Twente News Corpus (Ordelman et al., 2007) and
SoNaR-500 (Oostdijk et al., 2013) with masked
language modeling and next sentence prediction.
BERTje has an architecture of 12 transformer

blocks (bidirectional layers) and 12 self-attention
heads and a hidden size of 768. This Dutch lan-
guage model has been fine-tuned for sequence
(event) classification on the raw sentences of the
EventDNA data set (Section 5). Only output sen-
tences with predicted Main prominence class or
Background class are accepted as input for hy-
brid knowledge- and transformer-based event detec-
tion, whereas sentences predicted as None events
are not further processed.

3.2 Knowledge and Transformer-Based Event
Detection with Automatic Attention
Threshold Selection

The main function of the rule-based part of our
hybrid event detection approach is to provide the
necessary information to the automatic attention
threshold selection mechanism. Hence, the back-
bone of the event, i.e., the subject (SUBJ), (head)
verb (VERB) and object (OBJ) information is out-
putted by a knowledge-based syntactic parser for
the Dutch language, namely Alpino. This parser
combines a rule-based head-driven phrase structure
grammar (HPSG) with a lexicon of 100,000 entries
and a part-of-speech (POS) tagger. On top of that,
dependency parse trees are generated, which are
disambiguated with a maximum entropy compo-
nent (Van der Beek et al., 2002; Van Noord et al.,
2006; Smessaert and Augustinus, 2010). For this
parser, an F1 score of 91.14% has been reported
on 1,400 manually annotated sentences from the
Twente News corpus (Ordelman et al., 2007). Start-
ing from these predicted tags a set of rules is then
used to align them with the corresponding words.

In a next step, the syntactic output is the cor-
nerstone of our automatic attention threshold se-
lection mechanism. To this purpose, automatic
keyword extraction (AKE) exploiting the attention
mechanism of BERTje (Section 3.1) is used. Key-
words are defined as the most relevant words in
an event span (Sarracén and Rosso, 2021), and are
extracted through attention weights obtained over
the 12 x 12 transformer self-attention layers and
heads from the BERTje model. In the study of
Tang et al. (2019) only 10% of the words with the
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highest attention weights were kept as keywords.
Initially, and in a similar vein, given a sequence
of attention weights in Att = (Att1, ..., Attn), in
ascending weight value order, we identified the
words above a certain threshold. We iteratively
explored a range of threshold values between 0.1
and 0.9 per step of 0.1 to find an optimal thresh-
old (0.25). This was only a preparatory step in
order to estimate the feasibility of our approach, as
such a fixed threshold percentage is arbitrary and
not optimal over sentences with different lengths
and data sets. Hence, we defined an automatic
and variable threshold (Attthresh) as the minimum
value for the attention values to be selected. To this
purpose the percentage (p) of subject, verb, object
words (#SV O_words), as output from the previ-
ous step, in relation to the total number of words
per sentence (#Sentence_words) was calculated
as p = #SV O_words∗100

#Sentence_words . The threshold is the low-
est attention weight in the range of the p percent of
the top-ranked attention values per sentence, which
we calculate using the percentile, Attthresh =
percentile(Att, (100 − p)). Finally, the result-
ing top-ranked attention values Att exceeding the
threshold Attthresh are selected (Attsel), where
Attsel = (Attthresh, ..., Attn). The subtokens of
the words corresponding to these values are kept as
keywords, discarding the special separator [SEP]
and classification tokens [CLS]. The subtokens
are then again concatenated into words. With the
BERTje model, not all subtokens of a word have
equal attention weights. In that case, we extracted
the whole word as keyword if one of its subtokens
passes the threshold. The resulting attention-based
keywords are merged with the (SVO) combinations
of the event detection module. Finally, the origi-
nal word order is restored by aligning the merged
words with the original input sentence. Figure 2
depicts the complete event detection process for
the Dutch input sentence “(The company) XYZ
moet extra personeelsleden vinden wegens uitval
van werknemers."1

We want to emphasize that other argument roles,
such as time and place on top of the SVO words,
were not considered and are not outputted by the
knowledge-based parser. In our initial experiments,
these resulted in a too high percentage of selected
words and too low threshold values, which led to an
overgeneration of predicted event words. However,

1English translation:“(The company) XYZ has to find extra
staff due to employee absence."

part of these semantic roles do occur in the seman-
tically salient words predicted by the transformer
model (Section 7).

3.3 Automatic Self-Attention Layer and Head
Selection

Certain self-attention layers and heads of the trans-
former model exhibit linguistic notions, such as
syntax and coreference (Vig, 2019; Vig and Be-
linkov, 2019; Clark et al., 2019). According to sev-
eral studies (Goldberg, 2019; Hewitt and Manning,
2019; Jawahar et al., 2019; Vig and Belinkov, 2019)
on the BERT transformer, attention follows syntac-
tic dependency and subject-verb-object agreement
most strongly in the middle layers of the BERT
model. In order to automatically select the self-
attention layer and head that contribute most to
event detection performances, we exploit the in-
teraction between the transformer and knowledge-
based syntactic parser again and verify the number
of SVO words predicted by the transformer model.
We first apply our automatic threshold selection
technique per self-attention transformer cell by cal-
culating the attention values per isolated head per
layer (Vig and Belinkov, 2019), for each of the 12
x 12 transformer cells (144 times) on the test data
(Section 5). In a next step, per transformer matrix
cell we calculate the percentage of overlap between
selected event tokens with an attention value above
the automatically selected threshold and between
the knowledge-based predicted SVO words. We
finally consider the self-attention layer and cell that
output most SVO words, as exhibiting the linguis-
tic notion of syntactic dependency. We verify if it
improves event detection performance and analyse
the behaviour of this layer in Section 7.

4 Baseline Multi-Task Event Extraction
Approaches

We compare the target pipeline event extraction
model (Section 3) with three baseline multi-task
event extraction models. To the best of our knowl-
edge, we are not aware of other baseline approaches
applied to languages with a similar event promi-
nence annotation scheme (Section 3.1). In the
multi-task approach, event detection and classifi-
cation tasks are performed simultaneously to ben-
efit from their interplay (Li et al., 2013; Liu et al.,
2017). The first model is an attention-based RNN
model with LSTM from Liu and Lane (2016),
with an encoder-decoder architecture. Its atten-
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Figure 2: Overview of pipeline event extraction

Event span IOB labels: Event class:
B-EV I-EV I-EV I-EV I-EV O O O O Main

Raw input sentence
XYZ moet extra personeelsleden vinden wegens uitval van werknemers.

Table 1: Input raw sentence with event detection IOB labels and class

tion context vector provides information from parts
of the input sequence that the classifier pays at-
tention to. The second model is fine-tuned for
combined event detection and classification on the
same pre-trained BERTje model as our target ap-
proach (Section 3.1). For combining both tasks,
given the input token sequence x = (x1, ..., xT ),
the output hidden states of the BERTje model are
H = (h1, ..., hT ). For event detection the final
hidden states of (h2, ..., hT ) are fed into a softmax
layer to classify over the detected event subtokens s.
Based on the hidden state of the (first) special clas-
sification [CLS] token, denoted as h1, the event
y with weighted representations of query, key and
value vectors W is predicted as,

ysn = softmax(W shn + bs), n ∈ 1 . . . N (1)

and the detected event sequence as ys =
(ys1, ..., y

s
T ) which are then jointly modeled as,

p(yi, ys|x)) = p(yi|x)
N∏

n=1

p(ysn|x) (2)

which maximizes the probability p(yi, ys|x)).
We finally added a CRF on top of the multi-task

BERTje-based approach, resulting in our third base-
line model where the joint BERT+CRF replaces
the softmax classifier with CRF (Chen et al., 2019).
The target event sequence is labeled in IOB format.
Tokens at the begin of an event mention are labelled
as B-EV, tokens inside the mention as I-EV, and
tokens outside the mention as O. Table 1 includes
the same example sentence as in Figure 2.

5 Data

Both event extraction approaches (Sections 3 and
4) were trained and tested using the event span and

Events # Item #
Main 4175 Vocab. 13050
Backgr. 3100 Tokens 88530
None 1792 Sentences 6813
Total 9069 Documents 1740

Table 2: Overview of EventDNA corpus statistics

label annotations in the titles and lead paragraphs
of the EventDNA corpus. This corpus comprises
news articles and follows the ERE (Entities, Re-
lations, Events) annotation standards (Song et al.,
2015; Aguilar et al., 2014). For more detailed in-
formation about the corpus we refer the reader to
Desot et al. (2021) which outlines event classifi-
cation experiments, for validating the quality of
the corpus and to Colruyt et al. (2019, accepted
for publication) for the corpus design and anno-
tations. A high number (32%) of event types in
the EventDNA corpus do not correspond to the
event types specified in the ERE-based EventDNA
annotation protocol. Hence, event prominence clas-
sification was chosen, other than the typically used
event type classification (Desot et al., 2021), as
explained in Section 3.1 and Figure 1.

The EventDNA data set comprises raw sentences
with more than one event span. As a first step, only
unique sentences with one event span were kept
for our experiments. Table 2 exhibits information
about the data set used for our experiments (Section
6), with an overview of the event prominence class
distributions (first column). In order to train our
models, the (6813) sentences of the data set were
split into 80% train, 10% development (Dev.) and
10% held-out test partitions.
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6 Experiments and Results

6.1 Baseline Multi-Task Event Extraction
The raw sentences in the training data set were used
to train the baseline multi-task models and was au-
tomatically converted into IOB format (Section 4).
The attention-based RNN model was trained for
10 epochs with a batch size of 10, using Adam op-
timizer, and with the number of LSTM cell units
set as 128. Word embeddings of size 128 were ran-
domly initialized. For fine-tuning the BERT-based
models, optimal performances were obtained us-
ing the AdamW optimizer (Loshchilov and Hutter,
2017) with a learning rate of 1e-5 and a batch size
of 10 instances during 10 epochs. The maximum
sequence length is set to 82 tokens, which is the
maximum sequence token length of the training
data sentences. The special [CLS] (classification)
token and [SEP] (separator) tokens were inserted.

Table 3 shows that the attention-based RNN
model (Att-RNN.) is outperformed by the BERT-
based models. The combined BERTje and CRF
multi-task model (BERTje+CRF) outperforms the
BERTje model without CRF (BERTje) for both
event detection and classification. We compared
event detection with (Table 3, +class.) and without
(-class.) interaction with classification. Multi-task
event detection benefits from the interaction be-
tween event classification and detection and outper-
forms event detection without the impact of event
classification.

6.2 Target Pipeline Event Extraction
The target pipeline event extraction approach is
composed of a BERTje-based classifier and a hy-
brid knowledge- and transformer attention-based
event detection approach. Raw sentences that are
classified as Main and Background events are
fed to the hybrid event detection tool in order to
identify the event span in the raw sentence. Similar
parameters as used for the BERTje-based multi-
task baseline models (Section 6.1) have been ap-
plied, except for a lower number (3) of epochs in
order to obtain optimal performances. Event promi-
nence classification performance on the test set is
exhibited in Table 4, Event class, which outper-
forms classification of the baseline multi-task mod-
els (Table 3). As a next step, the sentences classi-
fied as Main or Background event, are fed to the
hybrid event detection module that combines rule-
based extraction of SVO words with self-attention
based extraction of keywords. Performances in

Table 4 are compared for:

• a fixed self-attention threshold (Section 3.2),
Fix. thresh. of 0.25

• automatic self-attention threshold selection
(Section 3.2), Aut. thresh.

• combined self-attention threshold, layer and
head selection (Section 3.3), Aut. thresh. +
layer.

These performances were calculated for raw sen-
tence words, predicted as inside, outside, or in ini-
tial position of the gold standard annotated event
spans of our data set. The model with a fixed thresh-
old (Fix. thresh.) outperforms the second atten-
tion model with an automatically selected thresh-
old (Aut. thresh.), although performances for the
latter model are methodologically more fair. Per-
formances on the gold standard event classes (Fix.
thresh. Gold.) are slightly better compared to de-
tection of events for the predicted event classes
(Fix. thresh. Pred.). Best results however are
shown for automatic threshold combined with self-
attention layer and head selection (Aut. thresh. +
layer) (layer 7, head 1). Event detection was also
performed using attention-based keywords without
knowledge-based predicted words (Att.) and vice
versa (SVO). These results demonstrate that event
detection performance increases, if knowledge- and
attention-based event detection are combined.

7 Results Analysis and Discussion

In spite of the interaction between event classi-
fication and event detection, the multi-task base-
line models could not outperform the classifier of
the target pipeline model. On top of that, the pre-
trained BERTje models of the BERT-based multi-
task baseline models outperform the attention-
based RNN multi-task model without BERT. This
shows that a pre-trained BERT transformer model
improves performances, when fine-tuning on a
small data set. For event detection with auto-
matic self-attention threshold selection, the target
pipeline event extraction model did not outperform
the BERT-based baseline models. However, com-
bined with automatic self-attention layer and head
selection, layer 7 and head 1 show the best event
detection performances.

Hence, we analysed the latter result by correlat-
ing the order of transformer block layers and heads
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Event extraction Event classification Event detection Class
Prec. Rec. F1 Prec. Rec. F1 +/-

Baseline multi-task models:
Att.-RNN 0.52 0.54 0.52 0.60 0.61 0.60 +class

- - - 0.58 0.59 0.58 -class
BERTje 0.60 0.61 0.60 0.66 0.65 0.65 +class

- - - 0.65 0.64 0.64 -class
BERTje+CRF 0.61 0.62 0.61 0.66 0.67 0.66 +clas s

- - - 0.65 0.65 0.65 -class

Table 3: Overview of baseline multi-task event extraction performances

Event extraction Prec. Rec. F1
Event class. 0.69 0.68 0.68
Event det.

Fix. thresh. Gold. 0.83 0.57 0.65
Pred. 0.79 0.58 0.64

Aut. thresh. 0.75 0.57 0.63
SVO 0.70 0.51 0.57
Att. 0.71 0.54 0.60

Aut. thresh. + layer 0.88 0.62 0.71

Table 4: Pipeline model event extraction performances

Correlation Pearson Spearman
Layer order -0.30∗ -0.36∗

Head order -0.13∗∗ -0.12∗∗
∗p < 0.05 ; ∗∗p > 0.05

Table 5: Layer/head order - event detection correlation

with event detection F1 scores. In a next step, at-
tention attributions of the transformer model are
visualised. Finally we check the impact on atten-
tion attribution stability by changing the word order
of the input sentences.

7.1 Correlation between Transformer Layers,
Heads and Event Detection Performances

Pearson’s correlation coefficient was calculated,
measuring the association strength between two
variables and Spearman’s rank correlation that
measures correlations between two ranked vari-
ables. We use the p-value to determine if the
resulting correlation coefficient is significant and
whether or not to reject a null hypothesis. We reject
the null hypothesis if the p-value is less than 0.05
(p < 0.05). Table 5 demonstrates weak, but signifi-
cant (p < 0.05) negative Pearson and Spearman’s
rank correlations, -0.3 and -0.36 respectively, be-
tween event detection F1 scores and layer depth,
unlike correlations between F1 scores and atten-

Figure 3: Transformer self-attention layer depth and
hybrid target model event detection F1 scores

Figure 4: Hybrid event detection F1 score - overlap
self-attention and knowledge-based model output SVO
tokens per self-attention layer

tion heads, which are not significant (p > 0.05).
Figure 3 presents F1 scores (F1) averaged over the
(12) heads per layer and shows a downward trend
for F1 scores: maximum F1 score is obtained for
middle layer 7 (0.71), whereas the minimum F1
scores are shown for the deepest layers 10 and 11.
A similar trend is shown in Figure 4. It presents
the percentages in overlap between the knowledge-
based predicted SVO words and event tokens with
an attention value above the automatically selected
threshold (averaged over the 12 attention heads
per layer), which we calculated for automatic self-
attention layer and head selection (Section 3.3).
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Figure 5: Self-attention values for SVO dependencies, layer 7 and head 1, without and with changed word order

The highest overlap is shown for layer 7, resulting
in the best event detection F1 scores (normalized to
percentage). This indicates that layer 7 can be iden-
tified most with the notion of SVO dependencies.
Furthermore, correlations in Table 5 show that lay-
ers are associated more with linguistic reasoning
tasks than heads. This supports the hypothesis in
the study of Hoover et al. (2019) that dependencies
are probably encoded by a combination of heads
rather than by a single head.

7.2 Attention Attribution and Stability

As attention follows SVO agreement most strongly
in layer 7, head 1 of the BERTje model we visu-
alise these attentions for the test set. For 100 ran-
domly selected test sentences, with SVO attention
values above the automatically selected threshold,
we changed the word order (without changing the
meaning). For the resulting sentences we found
that for 61%, the same dependencies and words
with most attention are preserved. This indicates
a consistent behaviour of the BERTje model w.r.t.
attention attributions. For the Dutch sentence “And
so she won the elections for the first time."2, the
circles in the left attention heatmap matrix (Figure
5) mark intersections in cells with a high attention
value that show a dependency between the verb
(“won") and object (“de verkiezingen"), and be-
tween the subject (“ze") and the verb (“won")
with their corresponding words on the X and Y
axis. Among the keywords with a weight > the
threshold, the keyword with most attention (0.91)

2Original Dutch sentence:“Daarmee won ze voor het eerst
de verkiezingen."

is “eerst"3 in the collocation “voor het eerst" 4,
a semantically very salient word in this context.

“voor het eerst", was moved to the end of the event
(Figure 5, right heatmap), and has still the highest
attention value (0.89), with the same SVO depen-
dencies.

8 Conclusion and Future Work

This study outlines a pipeline hybrid knowledge-
and transformer self-attention based event detec-
tion approach. It outperforms three state of the art
multi-task baseline event extraction models. For
keyword-based event detection, we solved the bot-
tleneck of defining the threshold of the attention val-
ues to take into account. Automatic self-attention
threshold, layer and head selection was applied, ex-
ploiting the interaction between a rule-based SVO
(subject-verb-object) extraction and self-attention
based automatic keyword extraction (AKE). Anal-
ysis of the BERTje transformer model shows that
syntactic dependencies are most active in the mid-
dle layers and contribute most to event detection.
We also found evidence for consistency of attention
attributions of the transformer model. As a next
step, the behaviour and stability of the surround-
ing layers, should be further investigated. Other
data sets in Dutch or other languages can be used,
comprising more than one event span per sentence.
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