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Abstract
Event detection, specifically in the socio-
political domain, has posed a long-standing
challenge to researchers in the NLP domain.
Therefore, the creation of automated techniques
that perform classification of the large amounts
of accessible data on the Internet becomes im-
perative. This paper is a summary of the efforts
we made in participating in Task 1 of CASE
2022. We use state-of-art multilingual BERT
(mBERT) with further fine-tuning to perform
document classification in English, Portuguese,
Spanish, Urdu, Hindi, Turkish and Mandarin.
In the document classification subtask, we were
able to achieve F1 scores of 0.8062, 0.6445,
0.7302, 0.5671, 0.6555, 0.7545 and 0.6702
in English, Spanish, Portuguese, Hindi, Urdu,
Mandarin and Turkish respectively achieving
a rank of 5 in English and 7 on the remaining
language tasks.

1 Introduction

Protests exist as a natural way for citizens of a na-
tion to show their dissatisfaction with decisions
taken by the respective governments or authori-
ties (Neogi et al., 2021). The sentiment prevalent
in such events and the reaction by various parties
to these events provide the basis for carrying out
many studies in the sociopolitical field, such as the
public opinion about the event that was the cause
for the protest, how much freedom the protesters
were afforded as a measure of the democracy in
the nation, and so on. With the advancement of
technology, there has also been an exponential rise
in the use of social networks as a medium for ex-
changing information across the globe, with global
events and their inner nuances being available to
the public at large. However, extracting valuable
insights from such events on a national or global
scale is a daunting task if done manually (Carothers
and Youngs, 2015). Even if we leverage automated
techniques for the process, there are numerous chal-
lenges faced while working on multilingual data

(Hershcovich et al., 2022). Hence, there exists an
incentive to automate the task of processing protest
news from multiple locations and in multiple lan-
guages and to create an NLP system that could be
generalized for the task of detecting protest news.
Task 1 of CASE 2022 (Hürriyetoğlu et al., 2022a)
aims at working on multilingual protest news cor-
pora, with Subtask 1 working towards the binary
classification of news reports, where if a document
reports on an event that has happened or is ongoing,
it is marked as relevant, otherwise it is considered
irrelevant.

Our approach revolves around the use of state-
of-art Pre-Trained Language Models (PLMs) and
finetuning them to perform the task we require. We
leverage the bert-base-multilingual-cased
(Devlin et al., 2018) that was trained in over 104
languages to tackle the multilingual task. We fine-
tune it for protest news detection. Since most of
the training datasets had a bias toward the nega-
tive class, we augmented the datasets by translating
positive samples from other language datasets and
hence improving the balance between the positive
and negative class to prevent our model from being
biased towards the negative class. Furthermore, the
lack of samples in Portuguese and Spanish presents
us with a few-shot learning scenario, which we
tackle by augmenting these datasets with samples
from the English dataset translated into the respec-
tive languages. For languages with no training
datasets (Urdu, Turkish, Mandarin and Hindi), we
created training datasets by translating the English
corpus.

The rest of the paper is organised as follows: We
begin by laying out the past literature and work
done in the field of protest event detection in Sec-
tion 2 followed by the description of the task at
hand and the data given to us in Section 3. In Sec-
tion 4, we describe the techniques we employed,
namely data augmentation and the model we used,
multilingual BERT (mBERT). The experimental
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setup for our system is described in Section 5 and
the results on the test set are mentioned and anal-
ysed in Section 6. Finally, in Section 7, we draw
a conclusion to our work and go over prospective
directions for additional research.

2 Related Work

Protest detection and allied fields have drawn a
lot of attention from researchers in the NLP do-
main. MAVEN (Wang et al., 2020) and CySecED
(Trong et al., 2020) are annotated datasets in the
English language created for the purposes of event
detection. ACE 2005 (Walker, Christopher et al.,
2006) and TempEval-2 (Verhagen et al., 2010) are
multilingual datasets where ACE 2005 covers En-
glish, Arabic, and Chinese and TempEval-2 cov-
ers Chinese, English, French, Italian, Korean and
Spanish. MINION (Veyseh et al., 2022) is an-
other multilingual ED dataset covering 8 differ-
ent languages (English, Spanish, Portuguese, Pol-
ish, Turkish, Hindi, Japanese and Korean). MM-
CHIVED (Steinert-Threlkeld and Joo, 2022) is an-
other dataset containing multimodal data like text
and images compiled from social media regard-
ing Chile and Venezuela protests. There have also
been region-specific case studies, such as detec-
tion of protest events in Turkey 2013 (Elsafoury,
2020) and protest analysis in Greece over the last
twenty years through the scope of Computational
Social Science (Papanikolaou and Papageorgiou,
2020). Previously event detection has also been
researched upon by researchers participating in the
Task 1 of CASE 2021 (Hürriyetoğlu et al., 2021).
Teams which participated in the task earlier have
used multilingual pre-trained language models (Re
et al., 2021; Awasthy et al., 2021a; Gürel and Emin,
2021) which is similar to the approach used by our
system.

3 Background

3.1 Task
Event Detection aims at extracting event triggers
(in the forms of singular nouns or verbs or even
full sentences sometimes) and classifying the trig-
gers into the type of event they belong to (Awasthy
et al., 2021b). The main challenge of this task
comes from the fact there exists a many-to-many
relationship between the trigger and event type,
i.e. the same event can be represented by various
event triggers and the same expression can repre-
sent different events in different contexts (Feng

et al., 2016). The CASE 2022 workshop (Hür-
riyetoğlu et al., 2022a) focuses on protest news
event detection. In this paper, we aim to tackle
Shared Task 1: Multilingual Protest News Detec-
tion, specifically Subtask 1.

Subtask 1 - Document Classification is a binary
classification task on the document-level (news ar-
ticle) where we classify an event as positive if the
event actually occurred or is ongoing. Scheduled
events, rumors, and speculations are considered as
irrelevant and hence marked as negative.

The task we deal with is a binary classification
task where we classify documents that pertain to
ongoing or already occurred events as positive sam-
ples. Events that are merely rumors, scheduled to
take place in future or speculations are marked as
negative samples.

The task is multilingual, as we have training
data consisting of English, Portuguese, and Span-
ish Languages for both training and evaluation of
the model. The Portuguese and Spanish datasets
present us with a few-shot scenario to the dearth of
data compared to the English data set. At the same
time, Hindi, Mandarin, Turkish and Urdu evalua-
tion sets present a zero-shot setting to evaluate our
model.

The metric used for the evaluation of the results
produced by the model is the Macro-F1 score. It
provides a balance between Precision and Recall
of the model, by taking a harmonic mean of both
metrics.

F1 =
2× Precision×Recall

Precision+Recall

3.2 Data

Language Split Subtask 1

English Train 9,324
Test 3,871

Spanish Train 1,000
Test 671

Portuguese Train 1,487
Test 671

Hindi Test only 268
Urdu Test only 299

Turkish Test only 300
Mandarin Test only 300

Table 1: Distribution of samples in respective datasets
for the given languages
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English Spanish Portuguese
Characters 1067.37 932.87 635.25
Tokens 199.74 177.35 116.03

Table 2: Analysis of the average number of characters
and tokens in the respective training sets for English,
Spanish, and Portuguese.

The data for this task has been created and anno-
tated using the methods described in Hürriyetoğlu
et al. (2022b). While the task is multilingual, there
isn’t an even distribution of data for all languages,
with the English corpus having more data than both
Portuguese and Spanish. Also, some languages
to be evaluated do not have any training data (a
zero-shot learning problem), namely Hindi, Turk-
ish, Urdu and Mandarin. The distribution of data is
given in Table 1 as shown.

The distribution of labels for training data for
subtask 1 is as follows: The positive sample ratio
for Subtask-1 is 0.205 for English dataset, 0.131
for Spanish dataset and 0.132 for Portuguese.

This highlights that the data is skewed towards
the negative class for all languages. It is natural
to tackle this bias problem so that our model does
not align itself too much with one class, which
would lead to its performance suffering in a more
balanced scenario.

The number of characters in each training dataset
is shown in Table 2. One would believe that a
longer sentence gives the model more context to
work with and therefore produces better results;
however, a longer text also runs the risk of confus-
ing the model with interference from mixed signals
(Çelik et al., 2021). The number of tokens in each
language dataset is also shown.

Another thing to note is the low amount of train-
ing data in the case of Portuguese and Spanish, and
the complete lack of it in the case of Hindi, Urdu,
Mandarin and Turkish. We attempt to alleviate this
problem by translating the English corpus exam-
ples into the respective language and training on
this augmented dataset.

4 System Overview

4.1 Data Augmentation
Data augmentation refers to the set of techniques to
increase the quantity and diversity of data points in
a data-set without collecting new data. The purpose
of data augmentation in our system was as follows:

• Class Imbalance: In the English, Spanish

and Portuguese datasets provided by the orga-
nizers, the ratio of the positive samples was
0.205, 0.131 and 0.132 for Subtask 1. There-
fore to provide enough diversity of samples
of the positive class, data augmentation was
required

• Lack of Training Data: Spanish and Por-
tuguese had limited training data compared to
English. For Hindi, Urdu, Mandarin and Turk-
ish, no training data was available. Therefore
to create an appropriately large dataset, data
augmentation is used.

The technique used for data augmentation in our
system leverages the availability of three linguisti-
cally different datasets. We translated various com-
binations of positive and negative samples from
the three available datasets of English, Spanish and
Portuguese

Our augmentation strategy can be understood by
Fig 1. The process is described below:

1. English The final training set consisted of the
original English dataset along with positive
samples of Spanish and Portuguese datasets
translated into English.

2. Spanish The final training set consisted of
the original Spanish dataset along with the
English dataset (both positive and negative
samples), Portuguese dataset translated into
Spanish.

3. Portuguese The final training set consisted
of the original Portuguese dataset along with
the English dataset (both positive and nega-
tive samples), Spanish dataset translated into
Spanish

4. Hindi, Urdu, Mandarin and Turkish The
training datasets for Hindi, Urdu, Mandarin
and Turkish were created by translating the
final English dataset into the respective lan-
guages.

Table 3 displays the size and final data distri-
bution of the respective train datasets after data
augmentation.

4.2 Finetuning Pretrained MultiModal BERT
Pre-training in NLP refers to moulding a large
collection of unannotated text input into general-
purpose language representations. It is useful as it
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Figure 1: Data augmentation using translation. In the given diagram, each directed edge represents translation from
a source language to a target language. The graph represents the combination of datasets used during translation to
achieve the final augmented training sets.

Language(s) Label 0 Label 1 Total
English, Hindi, Urdu,
Mandarin and Turkish 2240 7412 9652

Spanish 2240 8281 10521
Portuguese 2240 8702 10942

Table 3: Distribution of labels in the respective training set after data augmentation.

prevents having to start from scratch when train-
ing a new model for downstream tasks. Because it
offers a stronger model initialization, pre-training
improves generalization performance and aids in
convergence on downstream tasks. Pretraining can
be considered a form of regularization that avoids
overfitting on smaller datasets with relatively few
human-annotated examples. On many NLP tasks,
pre-training models followed by fine-tuning them
for downstream tasks, have demonstrated good per-
formance (Erhan et al., 2010).

The model used in our system is based on the
BERT architecture. Bidirectional Encoder Rep-
resentations from Transformers (BERT) (Devlin
et al., 2019) is a transformer-based (Vaswani et al.,
2017) pre-trained language model that was cre-
ated with the objective of fine-tuning a pre-trained
model yields better performance. The pretraining
phase of BERT includes two tasks. Firstly, Masked
Language Modeling (MLM) is where certain words
are randomly masked in a sequence. About 15%

of the words in a sequence are masked. The model
then attempts to predict the masked words. Sec-
ondly, Next Sentence Prediction (NSP), where the
model has an additional loss function, NSP loss,
indicates if the second sequence follows the first
one. Around 50% of the inputs are a pair, and they
randomly chose the other 50.

Our system uses a multimodal BERT (mBERT)
specifically, bert-base-multilingual-cased
which has been trained on 104 languages with
the largest Wikipedia content. Since the size of
Wikipedias for different languages varies, exponen-
tially smoothed weighting of the data is performed
to under-sample resource-rich languages and
over-sample low-resource languages. The model
has 12 layers of transformer blocks with 768
hidden dimensions conditioned on 12 self-attention
heads. In total, the model has 110M trained
parameters.

Preprocessing involves splitting the input docu-
ment into tokens and generating a compatible in-
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Figure 2: Diagrammatic representation of the model used for the system.

put sequence. Considering that different languages
have different vocabularies, the model uses a shared
110k WordPiece vocabulary. For Mandarin texts,
a whitespace is inserted around every character
before applying the WordPiece tokenizer, making
the Mandarin input character tokenized. For other
languages, lower casing and accent removal is the
first step. This is followed by punctuation split-
ting and finally whitespace tokenization. Special
tokens, [CLS] used to indicate the beginning of the
input, [SEP] used to indicate the end of a sequence
and [PAD] used for padding sequences to max-
length are inserted into the tokenized sequence.
Fine-tuning of the model involved stacking a dense
layer on top of the BERT output. The dense layer
is stacked with a dropout layer. The final layer of
the model consists of two neurons with sigmoid
activation to predict the binary labels.The features
of the [CLS] token are used for classification. A
benchmark of 0.62 was used to classify a sample as
positive. Fig 2 summarises the model architecture
used by our system.

5 Experimental Set-up

The models were developed on Keras1 (Chol-
let et al., 2015), and implemented using
the transformers library by HuggingFace2

(Wolf et al., 2019). The model used is
1https://keras.io/
2https://huggingface.co/docs/transformers/

index

bert-base-multilingual-cased 3. We
use the AutoTokenizer 4 offered by HuggingFace’s
transformers library to tokenize our inputs. We
experimented with learning rates of 1e-5, 3e-5
and 5e-5 for all models, finding the best results
at 3e-5. For all the models, we fixed the max
length parameter at 512 tokens and the batch size
parameter to 6. The finetuning for the models was
performed on Google Colab GPU. We trained each
model for 3-4 epochs and found the best results
at 4 epochs. The dropout rate during fine-tuning
is 0.2. We used the Adam (Kingma and Ba,
2014) optimizer from Keras. The loss function
used is binary cross-entropy. The translation was
performed using the Google Translation library in
Python googletrans(v3.1.0a0) 5.

6 Results and Discussion

Table 4 demonstrates the results of our system on
the test set for the respective languages. One com-
mon pitfall of the system across languages is that
it performs better on the majority class and fails
to identify the minority class correctly. Our hy-
pothesis is that this happens because despite data
augmentation increasing the count of samples, the
dataset is still imbalanced. The quality of aug-

3https://huggingface.co/
bert-base-multilingual-cased

4https://huggingface.co/transformers/v3.0.2/
model_doc/auto.html#autotokenizer

5https://pypi.org/project/googletrans/
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mented samples depends on the performance of the
translation engine which is a decisive factor in our
system. Furthermore, we believe that a task like
protest event detection involves nuanced references
and linguistic nuances may get lost during trans-
lation, even more so when the datasets for Hindi,
Urdu, Mandarin and Turkish are generated through
two cycles of translation.

Our model seems to have performed better on
the English dataset indicating that the multilin-
gual BERT has a better contextualizing ability for
the Lingua Franca, English. The preprocessing
process involves removal of accents which might
be detrimental to performance of many languages
which heavily rely on accents such as Hindi, Urdu,
Turkish and Spanish. For example, in Turkish ı and
i (non -dotted and dotted) are very different vowels
with the phonetic sounds ( as in cycle - sı̄kl ) and ē
(as in easy - ēzē).

Language Macro F1 Score
English 0.8062
Spanish 0.6445
Portuguese 0.7302
Hindi 0.5671
Urdu 0.6555
Mandarin 0.7545
Turkish 0.6702

Table 4: The results on the given test set for each of the
respective languages given by our system. The metric
for evaluation is the Macro F1 score.

7 Conclusion and Future Work

The amounts of publicly available data on the Inter-
net, especially social networks, desire for skillful
analysis for the purposes of protest detection. This
becomes especially imperative because of the sig-
nificance of protests in the social, political and eco-
nomic domains. Our submission in Task 1 of CASE
2022 demonstrated the effective use of Pretrained
Language Models (PLMs), specifically multilin-
gual BERT (mBERT) in the binary classification
of documents into events or not events. We were
also successful in tackling the dearth in training
data and class imbalance using data augmentation.
We have been able to achieve F1 scores of 0.8062,
0.6445, 0.7302, 0.5671, 0.6555, 0.7545 and 0.6702
in English, Spanish, Portuguese, Hindi, Urdu, Man-
darin, and Turkish respectively. In the future, we
can deal with class imbalance using class weighing

(Suri, 2022). We would also like to experiment with
cross-lingual finetuning on a multilingual model by
training in one language and testing in another lan-
guage. We would like to extend this work by using
language specific PLMs rather than a multilingual
model.
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