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Abstract
Crosslingual terminology alignment task has many practical applications. In this work, we propose an aligning method for
the shared task of the 15th Workshop on Building and Using Comparable Corpora. Our method combines several different
approaches into one cohesive machine learning model, based on SVM. From shared-task specific and external sources, we
crafted four types of features: cognate-based, dictionary-based, embedding-based, and combined features, which combine
aspects of the other three types. We added a post-processing re-scoring method, which reduces the effect of hubness,
where some terms are nearest neighbours of many other terms. We achieved the average precision score of 0.833 on the
English-French training set of the shared task.
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1. Introduction
Having the ability to align concepts between languages
can provide significant benefits in many practical appli-
cations, such as aligning terms between languages in
bilingual terminology, aligning keywords in news in-
dustry or using aligned concepts as seed data for other
NLP tasks like multilingual vector space alignment.
In this paper, we present the experiments and their re-
sults on the data provided in the bilingual term align-
ment in comparable specialized corpora shared task or-
ganized as part of the 15th Workshop on Building and
Using Comparable Corpora (the BUCC workshop).
Given a pair of comparable corpora in two languages
and a pair of term lists where terms originate in the two
corpora, participants were required to produce lists of
term pair candidates ranked by their alignment proba-
bility (i.e. terms closer to the top are more likely to be
true alignments).
Our method involves a machine learning approach
based on our work in (Repar et al., 2019) and (Repar
et al., 2021) with additional improvements. Our sys-
tem uses several external resources detailed in Section
3, all of which are publicly available online.
This paper is organized as follows: Section 1 intro-
duces the topic, Section 2 provides the related work,
Section 3 describes the methodology, Section 4 con-
tains the results and Section 5 the conclusion.

2. Related work
Initial attempts at bilingual terminology extraction in-
volved parallel input data (Kupiec, 1993; Daille et al.,
1994; Gaussier, 1998), and the interest of the com-
munity continued until today. However, most paral-

lel corpora are owned by private companies1, such as
language service providers, who consider them to be
their intellectual property and are reluctant to share
them publicly. For this reason (and in particular for
language pairs not involving English) considerable ef-
forts have also been invested into researching bilin-
gual terminology extraction from comparable corpora
(Fung and Yee, 1998; Rapp, 1999; Chiao and Zweigen-
baum, 2002; Cao and Li, 2002; Daille and Morin,
2005; Morin et al., 2008; Vintar, 2010; Bouamor et
al., 2013a; Bouamor et al., 2013b; Hazem and Morin,
2016; Hazem and Morin, 2017).
The approach designed by Aker et al. (2013) and repli-
cated and adapted in Repar et al. (2019) served as
the basis of our work. It was developed to align ter-
minology between languages with the help of parallel
corpora using machine-learning techniques. They use
terms from the Eurovoc (Steinberger et al., 2002) the-
saurus and train an SVM binary classifier (Joachims,
2002) (with a linear kernel and the trade-off between
training error and margin parameter c = 10). The task
of bilingual alignment is treated as a binary classifica-
tion - each term from the source language S is paired
with each term from the target language T and the clas-
sifier then decides whether the aligned pair is correct or
incorrect. Aker et al. (2013) run their experiments on
the 21 official EU languages covered by Eurovoc with
English always being the source language (20 language
pairs altogether). They evaluate the performance on a
held-out term pair list from Eurovoc using recall, pre-
cision and F-measure for all 21 languages. Next, they

1However, some publicly available parallel corpora do ex-
ist. A good overview can be found at the OPUS web portal
(Tiedemann, 2012).
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propose an experimental setting for a simulation of a
real-world scenario where they collect English-German
comparable corpora of two domains (IT, automotive)
from Wikipedia, perform monolingual term extraction
using the system by Pinnis et al. (2012) followed by
the bilingual alignment procedure described above and
manually evaluate the results (using two evaluators).
They report excellent performance on the held-out term
list with many language pairs reaching 100% precision
and the lowest recall being 65%. For Slovenian, which
is of our main interest, the reported results were excel-
lent with perfect or nearly perfect precision and good
recall. The reported results of the manual evaluation
phase were also good, with two evaluators agreeing that
at least 81% of the extracted term pairs in the IT domain
and at least 60% of the extracted term pairs in the au-
tomotive domain can be considered exact translations.
Repar et al. (2019) tried to reproduce their approach
and after initially having little success they were at the
end able to achieve comparable results with precision
exceeding 90% and recall over 50%.
Despite the problem of bilingual term alignment lend-
ing itself well to the binary classification task, there
have been relatively few approaches utilizing machine
learning. Similar to Aker et al. (2013), Baldwin and
Tanaka (2004) generate corpus-based, dictionary-based
and translation-based features and train an SVM clas-
sifier to rank the translation candidates. Note that they
only focus on multi-word noun phrases (noun + noun).
A similar approach, again focusing on noun phrases,
is also described by Cao and Li (2002). Finally, Nas-
sirudin and Purwarianti (2015) also reimplement Aker
et al. (2013) for the Indonesian-Japanese language pair
and further expand it with additional statistical features.

3. Methodology
Initial experiments were performed with cross-lingual
embeddings (see Section 3.1) and sentence transform-
ers (see Section 3.2). However, the results were lower
than expected, which is why we adapted an approach
described in Repar et al. (2021) by adding additional
features based on the cross-lingual embedding and sen-
tence transformer experiments.

3.1. Cross-lingual aligned embeddings
We used fastText Bojanowski et al. (2017) word em-
beddings for both involved languages. We constructed
a bilingual English-French dictionary from Wiktionary
entries, using the wikt2dict tool Acs (2014). The ex-
tracted dictionary has 204 341 entries. For the purpose
of embedding alignment, we filtered it to keep only
single-word entries, i.e. those that have a single word
in both languages. After the filtering, we had 129 912
entries, of which 24 923 have an identical word in both
languages (e.g. place names or chemicals) There’s an
average of 1.55 English translations for each French
word, and 1.56 French translations for each English
word. 23.4% of English words have multiple French

translations, while 24.3% of French words have multi-
ple English translations.
We then aligned the French and English word embed-
dings into a common vector space in a supervised man-
ner, utilizing the bilingual dictionary. We used Vecmap
Artetxe et al. (2018) tool, which aligns the vectors
using the Moore-Penrose pseudo-inverse, which min-
imizes the sum of squared Euclidean distances. We ex-
tracted one vector for each term in each language. For
multi-word terms we averaged the word vectors of all
the words the term is composed of. Finally we use the
cosine similarity score to find the most similar terms in
language 1 for each term in language 2, and vice-versa.
Using this approach, we achieve an average precision
of 0.496 (for details, see Table 2).

3.2. Sentence-transformers features
We used the Sentence-Transformers Reimers and
Gurevych (2019) model to embed the terms of the
both languages. We utilized the implementations of
c19 python library (Koloski et al., 2021) to obtain the
embeddings 2. The sentence-transformer architecture
is designed to solve the task of sentence similarity,
it leverages BERT tokens and via pooling it creates
sentence-embeddings. The BERT Devlin et al. (2018)
model uses tokens as input to it’s transformer architec-
ture, the BERT-tokenizer tokenizes the words in sub-
words. We consider using the sentence-transformers
because of the sub-word information that is taken into
account while learning the model. We feed the model
with single or multi-word terms as ”sentences” and ob-
tain the sentence-embedding.

3.2.1. Terms as sentences evaluation methodology
For each term in each language respectively we obtain
the sentence-embeddings. Next, for each term in En-
glish we rank all of the French terms with regards of
cosine-similarity.
We consider using five different Language Models:

• XLM (Lample and Conneau, 2019)

• DistilBERT (Sanh et al., 2019)

• All-MPNet (Song et al., 2020)

• MiniLM (Wang et al., 2020)

• Roberta-Large (Liu et al., 2019)

The highest average precision of 0.680 among the five
models was achieved with the distilbert-base model
(for details, see Table 2).

3.3. Supervised machine learning approach
Since the results of the individual approaches described
in the previous two sections were lower than expected,
we further experimented with combining the individual
models into a machine learning model. We reused and

2https://github.com/bkolosk1/c19_rep

https://github.com/bkolosk1/c19_rep
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adapted an approach described in Repar et al. (2021) by
incorporating the cosine similarity values of the cross-
lingual and sentence transformer models into features
of the machine learning model.
This approach uses Eurovoc (Steinberger et al., 2002)
terms, Giza++ dictionaries (generated from the DGT
translation memory (Steinberger et al., 2013)) and
word similarity information to generate features for
an SVM binary classifier (Joachims, 2002) (with the
trade-off between training error and margin parame-
ter c = 10). The model is trained on a list of 7181
Eurovoc English-French term pairs as well as an ad-
ditional 1.4 million incorrect term pairs generated by
randomly pairing English and French Eurovoc terms to
simulate real-world conditions. In addition to the bi-
nary classification, the model also provides confidence
scores which are later used to rank aligned candidate
pairs.
For each potential candidate pair, we calculate features
of the following types:

• Cognate-based features

• Dictionary-based features

• Embedding-based features

• Combined features

As described in Repar et al. (2019) and Repar et al.
(2021), cognate-based features take advantage of word
similarity between languages (e.g. democracy in En-
glish and démocratie in French) and dictionary-based
features are calculated using results of the Giza++ word
alignment algorithm. Embedding-based features are
calculated using cosine similarity scores described in
Sections 3.1 and 3.2. For each model, we produce a
list of word pairs with their cosine similarity scores.
These scores are then used to generate embedding fea-
tures by creating 3-tuples3 of most similar - based on
cosine similarity - source-to-target and target-to-source
words, such as:

• xénophobie [’xenophobia’, ’0.744’], [’racism’,
’0.6797’], [’anti-semitism’, ’0.654’]

• femme [’woman’, ’0.7896’], [’women’, ’0.73’],
[’female’, ’0.722’]

where the tuple contains the source language word
along with their three most likely corresponding words
in the target language and their cosine similarities. The
3-tuples of most similar words were used to construct
additional features for the machine learning algorithm
as indicated in 1. Finally, combined features combine
some aspects of the first three feature types.

3This number was determined experimentally.

3.4. Post-process re-ordering
In post-processing we altered the confidence scores of
some of the term-pairings. For some term x1 from lan-
guage 1, we wanted to ensure that the best perform-
ing aligned pair is as close to the top of the list as
possible. For x1, a large number of candidate terms
from language 2 can have a high confidence score for
a matching term and this might negatively affect the
final average precision scores as defined in the shared
task, since most terms would not have more than 2-3
correct alignments. Another term x2 from language 1
might have a lower confidence score with every can-
didate term from language 2 than all the candidates
for x1. That is, there are such x1, x2 ∈ L1, that
S(x1, y) > maxy′(S(x2, y

′)),∀y ∈ L2, where S
is confidence/similarity score and L1 and L2 are lan-
guages 1 and 2, respectively. We therefore boosted
the confidence scores of the top n candidates for each
term by a constant c. Based on the performance on the
training dataset, we chose the parameters n = 1 and
c = 1.0.

4. Experimental setup
In step one, we trained the model on publicly available
data (Eurovoc thesaurus, Giza++ word alignment lists
trained on the DGT corpus and embedding and trans-
former models trained on the data provided within the
BUCC shared task). In step two, we evaluated its per-
formance on the term lists provided as part of the train-
ing package in the shared task. To do so, we gener-
ated all possible term pairs between the English and
French term lists, calculated the features described in
Table 1, produced predictions using the model trained
in step one and evaluated them against the English-
French term list provided as part of the shared task
training data.

5. Results
We report results in Table 2. Using just individual lan-
guage models described in Section 3.2, the best average
precision (0.680) is achieved with the distilbert-base
model. When we used the SVM approach described
in Repar et al. (2021) (i.e. the SVM old, we reach
an average precision of 0.712 and when we add addi-
tional features based on sentence transformer models
we achieve an average precision of 0.833 (i.e. SVM
new. The post-process re-ordering parameters n and c
were as indicated in Section 3.4.

6. Conclusion
In this paper, we presented the results of our exper-
iments for the shared task of the 15th Workshop on
Building and Using Comparable Corpora. We first at-
tempted to align terms using cross-lingual embedding
and sentence transformer models, but the results were
less than satisfactory. Next, we reused an existing ma-
chine learning approach and added additional features
based on the cross-lingual embedding and sentence
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Feature Cat Description
isFirstWordTranslated Dict Checks whether the first word of the source term is a translation of the first word in the target term (based on the Giza++ dictionary)
isLastWordTranslated Dict Checks whether the last word of the source term is a translation of the last word in the target term
percentageOfTranslatedWords Dict Ratio of source words that have a translation in the target term
percentageOfNotTranslatedWords Dict Ratio of source words that do not have a translation in the target term
longestTranslatedUnitInPercentage Dict Ratio of the longest contiguous sequence of source words which has a translation in the target term (compared to the source term length)
longestNotTranslatedUnitInPercentage Dict Ratio of the longest contiguous sequence of source words which do not have a translation in the target term (compared to the source term

length)
Longest Common Subsequence Ratio Cogn Measures the longest common non-consecutive sequence of characters between two strings
Longest Common Substring Ratio Cogn Measures the longest common consecutive string (LCST) of characters that two strings have in common
Dice similarity Cogn 2*LCST / (len(source) + len(target))
Needlemann-Wunsch distance Cogn LCST / min(len(source), len(target))
isFirstWordCognate Cogn A binary feature which returns True if the longest common consecutive string (LCST) of the first words in the source and target terms

divided by the length of the longest of the two words is greater than or equal to a threshold value of 0.7 and both words are longer than 3
characters

isLastWordCognate Cogn A binary feature which returns True if the longest common consecutive string (LCST) of the last words in the source and target terms
divided by the length of longest of the two words is greater than or equal to a threshold value of 0.7 and both words are longer than 3
characters

Normalized Levensthein distance (LD) Cogn 1 - LD / max(len(source), len(target))
isFirstWordCovered Comb A binary feature indicating whether the first word in the source term has a translation or transliteration in the target term
isLastWordCovered Comb A binary feature indicating whether the last word in the source term has a translation or transliteration in the target term
percentageOfCoverage Comb Returns the percentage of source term words which have a translation or transliteration in the target term
percentageOfNonCoverage Comb Returns the percentage of source term words which have neither a translation nor transliteration in the target term
difBetweenCoverageAndNonCoverage Comb Returns the difference between the last two features
isFirstWordMatch Emd Checks whether the first word of the source term is the most likely translation of the first word in the target term (based on the aligned

embeddings)
isLastWordMatch Emd Checks whether the last word of the source term is the most likely translation of the last word in the target term (based on the aligned

embeddings)
percentageOfFirstMatchWords Emb Ratio of source words that have a first match (i.e. first position in the 3-tuple) in the target term
percentageOfNotFirstMatchWords Emb Ratio of source words that do not have a first match (i.e. first position in the 3-tuple) in the target term
longestFirstMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which has a first match (first position in the 3-tuple) in the target term (compared

to the source term length)
longestNotFirstMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which do not have a first match (first position in the 3-tuple) in the target term

(compared to the source term length)
isFirstWordTopnMatch Emd Checks whether the first word of the source term is in the 3-tuple of most likely translations of the first word in the target term (based on

the aligned embeddings)
isLastWordTopnMatch Emd Checks whether the first word of the source term is not in the 3-tuple of most likely translations of the first word in the target term (based

on the aligned embeddings)
percentageOfTopnMatchWords Emb Ratio of source words that have a match (i.e. any position in the 3-tuple) in the target term
percentageOfNotTopnMatchWords Emb Ratio of source words that do not have a match (i.e. any position in the 3-tuple) in the target term
longestTopnMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which has a match (any position in the 3-tuple) in the target term (compared to

the source term length)
longestNotTopnMatchUnitInPercentage Emb Ratio of the longest contiguous sequence of source words which do not have a match (any position in the 3-tuple) in the target term

(compared to the source term length)
isFirstWordCoveredEmbeddings Comb A binary feature indicating whether the first word in the source term has a match (any position in the 3-tuple) or transliteration in the

target term
isLastWordCoveredEmbeddings Comb A binary feature indicating whether the last word in the source term has a match (any position in the 3-tuple) or transliteration in the

target term
percentageOfCoverageEmbeddings Comb Returns the percentage of source term words which have a match (any position in the 3-tuple) or transliteration in the target term
percentageOfNonCoverageEmbeddings Comb Returns the percentage of source term words which do not have a match (any position in the 3-tuple) or transliteration in the target term
diffBetweenCoverageAnd-
NonCoverageEmbeddings

Comb Returns the difference between the last two features

Table 1: Features used in the experiments. Note that some features are used more than once because they are
direction-dependent or used multiple times with different embedding or transformer models.

Model Average precision
aligned fastText 0.496
distilbert-base 0.680
xlm-r 0.650
all-mpnet 0.616
all-MiniLM 0.621
roberta-large 0.523
SVM old 0.712
SVM new 0.833

Table 2: Results

transformer models. Using this model, we achieved
the average precision of 0.833. Our experiments show
that careful feature engineering could still produce bet-
ter results than more novel deep learning approaches.

In terms of future work, there is still room for improve-
ment which could be achieved by generating additional
features using other transformer or embedding models.
The system is also quite resource intensive — model
training and prediction on the BUCC dataset took more
than 24 hours. Finally, there is also room for a more
systematic approach to the postprocess re-ranking step.
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