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Abstract

Recognizing biomedical entities in the text has
significance in biomedical and health science
research, as it benefits myriad downstream
tasks, including entity linking, relation extrac-
tion, or entity resolution. While English and
a few other widely used languages enjoy am-
ple resources for automatic biomedical entity
recognition, it is not the case for Bangla, a
low-resource language. On that account, in
this paper, we introduce BanglaBioMed, a
Bangla biomedical named entity (NE) anno-
tated dataset in standard IOB format, the first
of its kind, consisting of over 12000 tokens an-
notated with the biomedical entities. The cor-
pus is created by collecting Bangla text from a
list of health articles and then annotated with
four distinct types of entities: Anatomy (AN),
Chemical and Drugs (CD), Disease and Symp-
tom (DS), and Medical Procedure (MP). We
provide the details of the entire data collection
and annotation procedure and illustrate vari-
ous statistics of the created corpus. Our de-
veloped corpus is a much-needed addition to
the Bangla NLP resource that will facilitate
biomedical NLP research in Bangla.

1 Introduction

The named-entity recognition (NER) frameworks
aim to identify named entities (NE) mentioned in
unstructured text documents and then categorize
them into predefined domain-specific classes such
as person or organization names, medical codes,
chemical compounds, and food ingredients. Di-
verse sets of named entity (NE) annotated datasets
have been created by researchers in varied do-
mains such as clinical domain (Doğan et al., 2014),
food domain (Stojanov et al., 2021), astronomy
(Murphy et al., 2006), biological domain (Hast-
ings et al., 2016). Due to the essence of NE for un-
derstanding biomedical concepts such as diseases,
chemicals, and proteins, a number of studies fo-
cused on building NER corpora for the biomedical

domain as it can aid researchers in finding relevant
concepts and speed up the process of biomedical
scientific discovery.

In English and a few other major languages,
various NE corpora representing biomedical en-
tities are publicly available (Kim et al., 2003;
Kolárik et al., 2008). However, in Bangla, such
a biomedical NE annotated dataset does not exist
as NLP research in Bangla is still in infancy ex-
cept in a few areas such as sentiment analysis (Bo-
dini, 2022; Sazzed and Jayarathna, 2019; Faruque
et al., 2021; Sazzed, 2020a; Bhowmick and Jana;
Sazzed, 2020b), hate and abusive language detec-
tion (Karim et al., 2021; Sazzed, 2021a; Ishmam
and Sharmin, 2019; Sazzed, 2021b). With the
growing popularity of telemedicine and the avail-
ability of health and medical-related data written
in Bangla, developing a Biomedical Named Entity
Recognition (NER) system in Bangla is a pressing
necessity.

For developing a sophisticated NER system, it
is essential to have at least a moderate amount
of annotated data. In particular, the generalizabil-
ity and performances of the machine learning ap-
proaches (especially the deep learning-based mod-
els) heavily rely on the quantity of available anno-
tated data. Hence, in this study, we introduce a
biomedical NE dataset, the first of its kind, for the
low-resource Bangla. The dataset is created by re-
trieving biomedical and health-related textual con-
tent from a number of health articles. The text data
are then tokenized and annotated with four types
of entities: Anatomy (AN), Chemical and Drugs
(CD), Disease and Symptoms (DS), and Medical
Procedure (MP). The final corpus contains around
2000 tokens representing one of the four types
of biomedical NE mentioned above and around
10000 non-entity tokens.

1.1 Contributions

The main contributions of this study are:
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• To address the lack of annotated data in the
Bangla biomedical and health domain, we
collect a biomedical corpus, BanglaBio, con-
sisting of around 12000 tokens (i.e., primarily
words).

• We manually annotate the corpus in token-
level (mainly words) in four different classes
of entities, Anatomy (AN), Diseases and
Symptoms (DS), Chemical and Drug (CD),
and Medical Procedure (MP).

• We provide the statistics of the frequency and
structures of various types of entities present
in the corpus and make the corpus publicly
available for researchers 1.

2 Related Work

Although English and some other languages
standardized entity annotated (i.e., IOB format)
Biomedical corpora are available for the NER task,
to the best of our knowledge, such resources do not
exist in Bangla.

2.1 English Biomedical corpus

In English, a number of biomedical corpora ex-
ists with various types of entity annotations such
as GENIA corpus (Kim et al., 2003), GENETAG
corpus (Tanabe et al., 2005), SCAI IUPAC corpus
(Kolárik et al., 2008), CellFinder corpus (Neves
et al., 2012).

Pyysalo et al. (2007) presented BioInfer (Bio
Information Extraction Resource), an annotated
corpus of biomedical text consisting of 1100 sen-
tences collected from abstracts of biomedical re-
search articles. Kim et al. (2008) introduced
single-facet annotation and semantic typing to the
existing annotations in the GENIA corpus. The
new annotation was performed on half of the GE-
NIA corpus, consisting of 1,000 Medline abstracts.
Giorgi and Bader (2020) introduced biomedical
named entity recognition (BioNER) system for
biomedical information extraction. To improve the
generalizing ability of BioNER, the authors pro-
posed an improved regularization technique using
variational dropout, transfer learning, and multi-
task learning.

Karimi et al. (2015) created CSIRO Adverse
Drug Event Corpus (CADEC) consisting of

1https://github.com/sazzadcsedu/
BanglaBioMed.git

patient-reported Adverse Drug Events (ADEs) col-
lected from various medical forum posts. The au-
thors performed multi-stage annotations for enti-
ties such as drugs, adverse effects, symptoms, and
diseases. Scepanovic et al. (2020) proposed sev-
eral approaches to accurately extract a wide vari-
ety of medical entities such as symptoms, diseases,
and drug names collected from varied social me-
dia sources, and validated this approach on a large-
scale Reddit dataset.

2.2 Non-English Biomedical corpus

For the French language, the Unified Medical
Lexicon for French (UMLF) has been created by
Zweigenbaum et al. (2005). For Swedish, an an-
notated gold standard corpus of medical records
was developed by Velupillai (2012). Mowery et al.
(2012) proposed a clinical uncertainty and nega-
tion taxonomy and mapped an English annotation
schema to a Swedish schema.

Mitrofan and Tufiş (2018) presented a biomedi-
cal corpus in the Romanian language, which was
collected in the contexts of the CoRoLa project,
the reference corpus for the contemporary Roma-
nian language. The authors described various
statistics about the corpus and data-composition
and annotation procedures. Carrino et al. (2021)
introduced CoWeSe (the Corpus Web Salud Es-
pañol), the largest Spanish biomedical corpus to
date, consisting of around 750M tokens of clean
plain text. The CoWeSe was created by crawling
over 3000 Spanish documents.

Sun and Yang (2019) employed two language
models, Multilingual BERT and BioBERT, to
identify chemical and protein entities from the
Spanish biomedical NER corpus PharmaCoNER
(Gonzalez-Agirre et al., 2019). The author showed
that transferring knowledge learned from large-
scale source datasets to the target domain offers
an effective solution for the PharmaCoNER task.

3 Creation of BanglaBioMed

3.1 Data Collection and Pre-processing

Unlike English, where a large number of scientific
publications are available for extracting biomedi-
cal named entities, in Bangla, such resources do
not exist, as researchers hardly publish scientific
articles in Bangla. Hence, we use alternative
sources for extracting biomedical text data. We
leverage a set of health articles authored by med-
ical physicians and published in the most popular

https://github.com/sazzadcsedu/BanglaBioMed.git
https://github.com/sazzadcsedu/BanglaBioMed.git
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Figure 1: Examples of entities representing varied structures

Bangladeshi daily newspaper, Prothom Alo 2. The
health-related articles are chosen from the newspa-
per’s official website. All the text data of the arti-
cles are manually excerpted for annotation. The
excerpted texts are then segmented into sentences
based on the ’|’ delimiter, which is equivalent to
the English ’full stop(.)’ delimiter. Afterward,
each sentence is tokenized into words and punc-
tuations.

3.2 Entity Types
Similar to Mitrofan (2017), the following four
types of entities are considered in the annotation
process.

• Anatomy (AN): This entity label portrays the
structure of the human body, especially as
revealed by dissection and the separation of
parts. This type of entity is common in health
and medical text. Some examples include-

মাথা (Head), হাত (Hand), পা (Leg), েকামর
(Waist)

• Chemicals and Drugs (CD): This en-
tity label indicates the presence of chem-
ical and drug-related terms in the tokens.
Some examples are- ইনসুিলন (insulin), ফিলক
অয্ািসড (Folic Acid), িভটািমন িস (Vitamin C),
হাইেñাকুইেনান (Hydroquinone)

• Disease and Symptom (DS): This entity cat-
egory includes names and descriptions of var-
ious diseases and symptoms (i.e., features ap-
pearing to the patients as conditions of the
diseases). The following entities are some of
the examples of this category- কয্ানসার (Can-
cer), হাঁপািন, েùশার, (Pressure ) ļাসকţ, (Short-
ness of breath) ũূলতা , (Obesity)

2https://www.prothomalo.com/life/
health

• Medical Procedures (MP): The entity of this
group indicates laboratory procedures, the
therapeutic or preventive procedures used for
medical treatment. The followings are some
examples- অিũমĞা ùিতũাপন, (Bone marrow
transplantation) কেলানেŧািপ (Colonoscopy),
Šাড ïাňিফউশন (Blood transfusion).

3.3 Entity Annotation Guidelines

We perform the entity annotation at the sentence
level. Duplicate entities within a sentence or the
corpus are annotated independently (all the occur-
rences of the same entity are labeled). We ob-
serve that most entities constitute single or multi-
ple words without intervening with other entities
(i.e., simple entities). Nevertheless, there exist
entities that partially overlap with another; these
types of entities can be referred to as complex en-
tities (Examples shown in Figure 1).

Besides, we find that some entities are entirely
embedded (nested) within another entity. Espe-
cially, the entities from the Anatomy (AN) class
often are embedded into the Disease and Symptom
(DS) category. To give an example, the DS entity
back pain contains back entity from AN class. For
this type of overlapping scenario, the longer en-
tity is considered as the "top-level" entity, while
its sub-part(s) is deemed as the "nested" entity.
Most of the well-known NE annotated corpora em-
ployed the non-nested approach, where the words
are annotated based on the top-level entity (Sang
and De Meulder, 2003).

We do not consider co-referential or anaphoric
references to the entity during annotation. The in-
tensifier (e.g., slightly/severe) or possessive adjec-
tives are not included in the entity to keep the an-
notation consistent across the corpus. The annota-
tion is performed by an annotator who possesses a
university-level education. The annotated label is

https://www.prothomalo.com/life/health
https://www.prothomalo.com/life/health
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Figure 2: Examples of entity annotation within the sentences

further verified by a medical professional.

3.4 Entity Tagging

To make the annotated corpus suitable for the au-
tomatic NER task, we follow the standard IOB2
format (Tjong Kim Sang and Veenstra, 1999). The
IOB2 format is described below,

B: The term ’B’ indicates the beginning of a par-
ticular type of entity (i.e., the first token of an en-
tity)

I: ’I’ represents a token is a part of an already
initiated entity,

O: ’O’ indicates a token is not part of any entity
of interest. All tokens outside the entity of interest
are labeled as O.

3.5 Corpus Statistics

Table 1: The length distributions of unique entities of
various types (in words)

Entity Type Entity Length Total
(# words)

1 / 2 / 3 / >= 4
AN 105 /16 /0 /0 121
DS 190 /167 /64 /52 473
CD 79 /28 /1 /0 108
MP 41 /29 /3 /0 73

Table 1 shows the word length distributions of
various types of entities. We find most of the enti-
ties contain a single word, while some comprising
of two words. For example, the AN group con-
tains close to 90% entities having a single word.
The lengthy entities of over two words primarily
belong to the DS category.

As shown in Table 2, the corpus has an un-
balanced distribution regarding various types of
entities. The most dominant entity type is DS,

Table 2: Statistics of various metrics in the annotated
corpus

Metric Count
#Tokens 11196

#Sentences 818
#Words with entity tag 1968

#Non-entity Words 9228
Average sentence length 13.68

Average number of entity per sentence 1.62
Entity Tag Count

AN-B 259
AN-I 16
DS-B 699
DS-I 510
CD-B 102
CD-I 45
MP-B 269
MP-I 68
Total 1968

which is expected since these source articles con-
tain more information related to various diseases
and related symptoms. Among the 2000 biomed-
ical entity annotated tokens present in the corpus,
around 60% represent the DS category. The low-
est presence is observed for the entities belonging
to the CD category.

4 Summary and conclusion

In this study, we introduce a Bangla biomedi-
cal named entity annotated corpus created from
a number of Bangla health articles. To the best
of our knowledge, this is the first biomedical NE
annotated corpus in Bangla (Bengali) in standard
IOB format created for biomedical text mining.
We report detailed annotation guidelines and pro-
cedures of the annotation. Moreover, we pro-
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vide the various statistics of four different types
of biomedical entities: AN, DS, CD, and MP, in
the annotated corpus. We have made the corpus
publicly available for the researchers. The future
work will focus on enhancing the size of the anno-
tated corpus and creating strong baselines for au-
tomatic NER tasks by incorporating transformer-
based language models. Besides, we will investi-
gate how to leverage cross-lingual resources from
other languages, such as English, to improve the
performance of the NER task.
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