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Abstract

Identifying claims in text is a crucial first step in
argument mining. In this paper, we investigate
factors for the composition of training corpora
to improve cross-domain claim detection. To
this end, we use four recent argumentation cor-
pora annotated with claims and submit them
to several experimental scenarios. Our results
indicate that the "ideal" composition of train-
ing corpora is characterized by a large corpus
size, homogeneous claim proportions, and less
formal text domains.

1 Introduction

In the last decade, argument mining (AM) has
grown into a fruitful area of research (Stede
and Schneider, 2018; Lawrence and Reed, 2020).
While early studies tended to focus on the anno-
tation and detection of argument components in
edited text domains (Levy et al., 2014), more re-
cently the field progressed in different new direc-
tions. This includes intensified work on social me-
dia texts such as Twitter, e.g. by Schaefer and Stede
(2022), argument quality assessment (Wachsmuth
et al., 2017) and the identification of argumentation
strategies (Al-Khatib et al., 2017).

Arguments consist of several components, and
their identification is traditionally split into several
subtasks, such as detecting argumentative text seg-
ments, specifying their function, and finding the
relations among them. Given that a claim is the
central component of an argument, claim detection
often constitutes a crucial part of an AM pipeline.

In this paper, we combine work in claim detec-
tion with recent advances in learning contextual-
ized word representations in order to study cross-
domain claim detection on the following set of
recent English argumentation corpora: Change My
View (CMV) posts (Hidey et al., 2017), persua-
sive essays (Stab and Gurevych, 2017), micro texts
(Peldszus and Stede, 2015) and political US de-
bates (Haddadan et al., 2019). We selected them

for achieving variation in genre or register, formal-
ity level, and topic. In principle, these dimensions
should be distinguished, but for present purposes
we do not study them separately, and thus we fol-
low the common practice to use "domain" as an
unspecific cover term. Ultimately, we are inter-
ested in investigating the "ideal" composition of a
training corpus for detecing claims in new domains
or corpora.

The paper is structured as follows. In Section 2,
we present relevant related work. In Section 3,
we describe the used corpora, and we outline our
methods in Section 4. We present our results in
Section 5 and provide a discussion in Section 6.

2 Related Work

Early work on claim detection was presented by
Levy et al. (2014), who introduced the concept of
context-dependent claims for finding claims that
are relevant for a particular predetermined topic
and context. Based on this idea, Lippi and Torroni
(2015) proposed an approach to more general topic-
independent claim detection, where the context of
the argumentation was not given to the detection
model as input.

Haddadan et al. (2019) focus on political debates
and approach argument detection with the two sub-
tasks of identifying argumentative sentences and
subsequent classification of claims and premises.
They report 0.84 F1 and 0.67 F1 scores for both
tasks, respectively. Our work differs from their
study by only focusing on claims and classifying
them directly, i.e., against "all other" material.

Stab and Gurevych (2017) propose models for ar-
gument role classification with mostly handcrafted
features. Later, in their work on a large heteroge-
neous corpus of argumentive sentences, Stab et al.
(2018) develop an LSTM cell that incorporates
topic information in the process of sentence-level
claim detection. They demonstrate the beneficial
effect of this additional information of about 0.05
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Corpus Domain Type #Docs #Sentences #Claims
CMV web monologue 107 3966 1356 (34%)
Essay student essays monologue 402 6743 2108 (31%)
Micro various monologue 112 451 112 (25%)

USDEB politics dialogue (spoken) 42 38309 14418 (38%)

Table 1: Overview of studied corpora.

F1 score compared to LSTM cells without topic
information. Reimers et al. (2019) build on top
of previously proposed recurrent architectures and
successfully examine the positive influence of dif-
ferent contextualized word embeddings on the task
of classifying argument components.

Daxenberger et al. (2017) investigate cross-
domain claim identification in order to shed light
on differences and similarities in claim conceptu-
alizations across domains. They utilize linguis-
tic feature-based and neural approaches (with and
without pre-trained word embeddings). Their study
is a direct precursor of our work—we use some
more recent data, and in addition, incorporate re-
cent contextualized word embeddings that serve
as input for our recurrent neural network classifier.
For claim detection, their best feature-free models
report 0.62 F1 and 0.67 F1 for persuasive essays
and micro texts, respectively.

3 Data

For determining factors influencing claim detec-
tion, we chose four English argumentation corpora
of varying register (monologue and dialogue), for-
mality level (written text and transcribed speeches),
and topics. See Table 1 for statistics.

To facilitate the task, we also ensured that our
corpora have less variety in claim proportions than
those used by Daxenberger et al. (2017). All our
corpora contain further annotations, e.g., premises,
but we only use claim annotations in this study.

CMV. Hidey et al. (2017) annotate claims,
premises and semantic types of argument compo-
nents on the Change My View corpus from Tan
et al. (2016), reporting an IAA of 0.63 for claims.
We segment this user-generated data into 3966 sen-
tences. 34% sentences contain a claim.

Essay. The corpus of argumentative essays (Stab
and Gurevych, 2017) consists of 402 persuasive
essays annotated for three argument components
(major claim, claim, and premise) and their rela-
tions (support and attack). Annotators achieved
IAA scores of 0.88 and 0.64 for major claims and

claims, respectively. All argument components are
annotated on clause level. We combine major claim
and claim into one single claim class. After sen-
tence splitting, we obtain 6743 units, 31% of which
contain a claim.

Micro. The argumentative microtext cor-
pus (Peldszus and Stede, 2015) was developed in a
controlled setting where participants created short
texts containing a single argument. Annotators then
built a complete argumentation graph per text, the
agreement was 0.83. Texts were originally written
in German and then professionally translated to En-
glish. We work on this version; it consists of 451
sentences, 25% of which contain a claim.

USDEB. The USElecDeb60To16 corpus of Had-
dadan et al. (2019) is a collection of transcripts
of political TV debates between 1960 and 2016.
Annotators labeled argumentativeness of sentences
and sentences containing argument components,
i.e., claim and premise. They achieved an IAA for
component annotation of 0.40, which indicates the
challenge for analyzing spoken language of this
kind. This is the only corpus in our set where the
number of claims exceeds those of premises. After
sentence splitting, we obtain 38309 sentences. 38%
contain a claim.

To account for potential positional effects, we
calculated percentages of claim positions by divid-
ing a sentence into three equal parts on a token ba-
sis: beginning, middle and ending. A claim could
potentially occur in individual parts or the combi-
nation of beginning and middle, middle and ending
or all three parts. The percentages show that for
the vast majority of sentences containing a claim,
the claim occurs in all three parts. Only in 1%-4%
of sentences do the claims occur in two parts. See
Table 2 for details.

4 Method

For preprocessing, we perform tokenization and
sentence segmentation with the Trankit toolkit
(Nguyen et al., 2021). Following Daxenberger et al.
(2017), we label a sentence as a claim if any token
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Corpus B & M M & E B & M & E

CMV 3% 2% 26%
Essay 2% 4% 25%
Micro 2% 1% 20%

USDEB 3% 3% 30%

Table 2: Claim position percentages of combined sen-
tence parts (B=Beginning; M=Middle, E=Ending). The
percentages refer to full corpus size.

within the sentence is part of a claim. However,
note that this may lead to some imprecision in clas-
sification, as sentences with a claim may contain
additional premises or non-argumentative parts. To
study this potential issue we additionally exper-
imented with elementary discourse units (EDU)
(Mann and Thompson, 1988) replacing sentences
as the unit of classification. For EDU identifica-
tion, we use an end-to-end neural segmentation ap-
proach proposed by Wang et al. (2018) that works
on already-split sentences. We adopt the previously
described mapping for sentences and label individ-
ual EDUs containing at least one token referring
to a claim as positive training instances. In this
step, a single claim might be split into two sepa-
rate discourse units, which increases the number
of training instances. In general, classifying EDUs
instead of full sentences is more precise, since the
proportion of positive labels within a positively la-
beled instance is higher than on the sentence level.

We conduct one in-domain and four cross-
domain experiments in order to identify promising
scenarios for claim detection:

1. Train and test models on single corpora (in-
domain; S1).

2. Train and test models on the union of all four
corpora (S2).

3. Utilize the same test sets as in S2 but train
only on three corpora, which allows us to iden-
tify the effects of removing individual corpora
(S3).

4. Adopt a leave-one-out approach by training
across three corpora and testing on the remain-
ing one (S4).

5. Allow for pair comparisons by training on
individual corpora and testing on a different
one (S5).

We apply 10-fold cross-validation and compute
the average model performance in all experiments.

Claim Class Macro
F1 P R F1

S1)

CMV 0.72 0.74 0.69 0.79
Essay 0.67 0.70 0.64 0.76
Micro 0.73 0.82 0.69 0.82

USDEB 0.73 0.75 0.71 0.78

S2) All Corpora 0.72 0.72 0.72 0.78

S3)

No CMV 0.71 0.71 0.71 0.77
No Essay 0.71 0.70 0.71 0.77
No Micro 0.72 0.71 0.73 0.78

No USDEB 0.49 0.72 0.37 0.65

S4)

CMV 0.46 0.56 0.39 0.62
Essay 0.55 0.56 0.55 0.67
Micro 0.59 0.52 0.68 0.71

USDEB 0.37 0.75 0.25 0.58

Table 3: Results for experiments (except S5). In-
Domain (S1): Training, validating and testing within a
single domain. Cross-Domain: S2) Training/validating
and testing on union of all corpora; S3) Train-
ing/validating with all except the mentioned corpus and
testing with the same 4-corpora sets as in S2; S4) Train-
ing/validating with three corpora and testing with the
mentioned corpus (leave-one-out).

For S1 (in-domain) and S2, we reserve 10% of the
data for validation and testing, respectively. In S3,
however, the validation set is <10% while the test
set is larger given that we use the same test sets
for S3 as for S2 while removing individual corpora
from the training and validation sets. In S4 (leave-
one-out) and S5 (pair comparison), 20% of the
training corpora are used for validation while the
whole respective testing corpus is used for testing.

Our classification pipeline was implemented us-
ing the FLAIR framework (Akbik et al., 2019),
which offers a simple interface for training BERT-
related models (Devlin et al., 2019), among others.
We use a simple recurrent neural network on top
of context-sensitive embeddings extracted using
RoBERTa (Liu et al., 2019). In particular, we make
use of roberta-argument (Stab et al., 2018), which
was pre-trained on roughly 25,000 sentences anno-
tated for +/- argumentative. The last hidden state
is finally processed by a linear layer with softmax
activation. The full neural network, including the
pre-trained RoBERTa embeddings, is updated dur-
ing training. In addition, we trained models using
the classic base-cased BERT model (Devlin et al.,
2019) for comparison.
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Claim Class Macro Claim Class Macro
Pair (Train - Test) F1 P R F1 Pair (Train - Test) F1 P R F1

CMV - Essay 0.55 0.49 0.63 0.65 Micro - CMV 0.13 0.24 0.09 0.43
CMV - Micro 0.45 0.38 0.57 0.60 Micro - Essay 0.11 0.50 0.06 0.46

CMV - USDEB 0.47 0.66 0.37 0.62 Micro - USDEB 0.30 0.36 0.28 0.46

Essay - CMV 0.21 0.66 0.13 0.51 USDEB - CMV 0.54 0.53 0.55 0.64
Essay - Micro 0.33 0.61 0.24 0.60 USDEB - Essay 0.57 0.52 0.65 0.67

Essay - USDEB 0.22 0.86 0.13 0.50 USDEB - Micro 0.57 0.44 0.82 0.67

Table 4: Results for corpus pair experiments (S5). Models were trained and validated on the first corpus and tested
on the second corpus.

5 Results

All results presented in this section are produced
with the RoBERTa architecture trained on sentence
units. We conducted additional experiments with
BERT models and with EDUs, which on the whole
lead to worse results. For EDUs, this is especially
the case for the claim class, which we are particu-
larly interested in. We will discuss this briefly in
Section 6. In the following, we report macro F1
scores and F1, precision, and recall for the claim
class. See Table 3 for result of S1-S4 and Table 4
for results of S5.

5.1 In-Domain

S1 shows good results for all corpora. The best
macro F1 score was achieved for the Micro cor-
pus (0.82). However, the less formal CMV and
USDEB still come relatively close. F1 scores for
the claim class are considerably lower, which is to
be expected, as it is the smaller class for all corpora.

5.2 Cross-Domain

Models trained and tested across all four corpora
(S2) yield results comparable to S1. Removing the
CMV, Essay, or Micro corpus from the training
set while still testing on all corpora (S3) does not
influence results. However, removing the USDEB
corpus reduces the recall of the claim class, which
leads to a drop in F1.

Leave-one-out experiments (S4) show mixed re-
sults. Best results were achieved when the Micro
corpus was not part of the training set (macro F1:
0.71; claim F1: 0.59). Testing on the Essay corpus
also works comparatively well. Results obtained
from removing the USDEB corpus from the train-
ing set, however, are low (macro F1: 0.58; class
F1: 0.37).

S5 (pair comparison; Table 4) shows substantial
variance, especially with respect to the claim class
results. Models trained on USDEB yield the most
robust results with comparatively little variance in
F1 scores. Models trained on CMV show the best
results when tested with the Essay corpus. In com-
parison, Essay and Micro perform worse as training
corpora. While models trained on the Essay corpus
yield the best results when tested with the Micro
corpus, all pairs show low results for the claim
class (F1: 0.21-0.33). The lowest results occur for
the Micro corpus with F1 scores of 0.11-0.30 for
the claim class.

6 Discussion & Conclusion

As noted above, our BERT and EDU results cannot
compete with the sentence-level RoBERTa results.
We surmise that RoBERTa may have outperformed
BERT as it was pre-trained on an argument de-
tection task; likewise, since it was trained on sen-
tences, EDU performance may be lower.

While being a potentially interesting factor, we
argue that the claim position in a sentence does not
substantially affect our results. Statistics on claim
position show that claims in the vast majority of
claim sentences occur in the beginning, middle, and
ending, i.e. they cover more than 66% of tokens in
a sentence. Only in 1%-4% of sentences of a given
corpus, claims merely occur in the beginning and
middle or middle and ending, i.e. they cover a span
of 34%-66% tokens in a given sentence. Of course,
this does not mean that position cannot have an
effect in general, and justifies more research in the
future.

In contrast, our results suggest that different fac-
tors influence the choice of a suitable corpus for
training claim detection models. First, corpus size
seems to play a crucial role. This is especially the
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case when several corpora are combined for train-
ing. Removing individual corpora from the training
set while testing on all corpora (S3) shows that only
the removal of the largest corpus (USDEB) has a
profound effect on the results. Our leave-one-out
experiments (S4) confirm this finding, as models
trained on all corpora except USDEB obtain worse
results than models trained in other leave-one-out
scenarios. Also, training on USDEB in a corpus
pair scenario (S5) consistently yields good results,
indicating that a large training size has a beneficial
effect, while training on the small Micro corpus
yields the worst results.

Second, although claim proportions vary less
in our corpora than in those used by Daxenberger
et al. (2017), differences in claim proportions may
still have an effect. For instance, while USDEB
is the largest corpus in our set, it also contains the
highest proportion of claims, which may render it
difficult for models trained on corpora with lower
claim proportions to sufficiently capture the class
distribution in USDEB. Still, it appears that size
effects outweigh claim proportion effects given that
claim detection results improve when the Micro
corpus is left out for training, which is the corpus
that is both the smallest and the one with the lowest
claim proportion.

Third, our results suggest that domain plays a
role. Recall that the Essay and Micro corpora repre-
sent relatively "edited" text types, while CMV and
USDEB contain web data and oral debates, which
can be described as less formal. This may affect
the way argumentation takes place. Our corpus
pair experiments show that models trained on the
less formal CMV and USDEB yield better results
than models trained on Essay and Micro. Note that
corpus size does not explain this pattern given that
the CMV corpus is smaller than the Essay corpus.

Conclusion. In this paper we present several
experiments to investigate cross-domain claim de-
tection. Our results indicate that corpus size, dif-
ferences in claim proportions, and content domain
influence the composition of an effective training
corpus. We argue that a large training set size,
homogeneous claim proportions, and less formal
language improve the results, and we plan to inves-
tigate this in further experiments that examine the
broad notion of "domain" more closely and con-
sider factors like monologue/dialogue or formality
level as separate dimensions. Also, we plan to ex-
tend the work to premise detection and thus move

closer to "full" arguments. Finally, we are inter-
ested in investigating the effect of claim position
in units larger than sentences, for instance by using
sequence labeling techniques.
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