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Introduction

Welcome to The 20th Annual Workshop of the Australasian Language Technology Association and
Flinders University.

ALTA is interested in all aspects of language technology, from speech to text, hearing to reading, phonol-
ogy to morphology, syntax to semantics. Our program reflects this, as does our ongoing coordination
with the Australian Document Computing Symposium, which will have a separate stream as well as joint
sessions. Participants are welcome to join sessions across the two co-located events.

ALTA is interested in both language and technology, and these days learning is an important aspect of the
technology and our keynote speakers will also dig deeper into the human side of language, learning and
logic, the tradeoffs between neural learning and symbolic reasoning, as well as the ontological grounding
of syntax, semantics and thought. Ed Hovy, from CMU and Melbourne University, will start the ball
rolling with a discussion of the limitations of neural NLP and need for reasoning. Stephane Dufau, from
CNRS and currently on sabbatical at the University of Queensland, will end the day with a look at how to
understanding the process of reading will round off Thursday with a look at how computational models
can help us understand the human processes involved in reading, while on Friday a double billing of Thora
Tenbrink from Bangor and Barbara Tversky from Stanford will explore how language and thought and
behaviour are situated in space and time, and the importance for joint spatial awareness in for properly
grounding our understanding of language in humans and robots.

Turning to submitted papers, we had 40 submitted papers (short and long) for formal publication and
presentation, as well as allowing for submission of shorter abstracts including work in progress, recently
published work or half-baked ideas, for more informal presentation (without publication in the proceed-
ings, and a special session after lunch on Friday). In addition, we once again offered a shared task (with
papers from successful entrants published in the proceedings, with a special session before lunch on Fri-
day). We accepted 10 (25%) of the submitted papers for oral presentation and a further 16 (44%) for
poster presentation. We will also be presenting a best paper award and a best student paper award in the
closing session on Friday afternoon.

After two years of online workshops due to COVID we have made a real effort to allow everyone to
come together again in person - and expect close to a hundred in-person attendees across the combined
ALTA/ADCS events. In addition, we are allowing on-line participation and will be operating in a hybrid
mode with some speakers presenting remotely. For those attending in person, all meals and refreshments
are provided and we have a special mentoring lunch for students and mentors as part of our doctoral
symposum, mentoring program and tutorial day on Wednesday at our Victoria Square city campus, while
the main ALTA workshop and ADCS symposium sessions will be at our Tonsley campus (a bus or train
ride away) and our conference dinner will be held at the Tonsley Hotel on Thursday evening.

We would like to thank all the referees, committee members, local organizers and student helpers who
have helped this event come together, and in particular we’d like to thank our Platinum Sponsor, the De-
fence Science and Technology Group, our Gold Sponsor Google, as well as the University of Melbourne,
Flinders University, CNRS International Research Lab and CROSSING for their support of the event and
its keynote speakers.
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Welcome to Flinders, to Adelaide, to South Australia and Australia - our submissions have come from all
over the world and we look forward to a rich and rewarding time together. We hope that this hybrid even
will be a worthwhile and enjoyable experience for everyone.

David Powers, Jennifer Biggs and Pradeesh Parameswaran

Adelaide and Dunedin

December 2022
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Invited Talks

Barbara Tversky: Mind in Motion: How Action Shapes Thought

I will present a case that actions in space and with the things in it are the foundation of thought, not the
entire edifice, but the foundation. To this end, I will bring evidence from neuroscience, from behavior,
from language, and from gesture.

Eduard Hovy: On the complementarity of neural and symbolic approaches, and on how to transfer
between them

Today’s neural NLP can do amazing things, leading some people to expect human-level performance
soon. But it also fails spectacularly, in ways we find hard to predict and explain. Is perfection just a
matter of doing additional neural architecture engineering and more-advanced training to overcome these
problems, or are there deeper reasons for the failures? I argue that trying to understand the nature and
reason for failures by couching the necessary operations in terms of symbolic reasoning is a good way to
discover what neural networks will remain unable to do despite additional architecture engineering and
training.

Thora Tenbrink: Beyond physical robots: How to achieve joint spatial reference with a smart envi-
ronment

Interacting with a smart environment involves joint understanding of where things and people are or where
they should be. Face-to-face interaction between humans, or between humans and robots, implies clearly
identifiable perspectives on the environment that can be used to establish such a joint understanding. A
smart environment, in contrast, is ubiquitous and thus perspective-independent. In this talk I will review
the implications of this situation in terms of the challenges for establishing joint spatial reference between
humans and smart systems, and present a somewhat unconventional solution as an opportunity.

Stephane Dufau: How a reading brain works: insights from experimental studies and modelling

Understanding how a human brain processes language in its written form has been at the heart of numerous
research efforts over the last century, from the experimental works carried on in the first psychology labs
to the use of modern computational models. In my talk, I will briefly review the research domain in an
historical perspective and discuss the current concepts that help frame our understanding of our ability
to read. I will argue that, in order to deeply represent the interaction between the core reading processes
found in perception, attention, and language functions, reading is better investigated with a set of simple
models rather than modelled with fully integrated neural networks. Whether computational or not, such
simple models are built on basic principles like delta rule and random walks and are constrained by
patterns of experimental results from both psycho- and neuro-linguistics. A series of research showcasing
the method will be presented, with applications related to Natural Language Processing. More specifically,
I will illustrate how text simplification has helped children with reading difficulties read better.
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9:30 - 10:30
Keynote 1: Ed Hovy
On the complementarity of neural and symbolic approaches, and on how to transfer between
them

10:30 - 11:00 MORNING TEA

11:00 - 12:30
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Mehwish Nasim, Naeha Sharif, Pranav Bhandari, Derek Weber, Martin Wood, Lucia Fal-
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Robustness of Neural Rankers to Typos: A Comparative Study (ADCS)

Shengyao Zhuang, Xinyu Mao, and Guido Zuccon
Automatic Explanation Generation For Climate Science Claims (ALTA)

Rui Xing, Shraey Bhatia, Timothy Baldwin and Jey Han Lau
Improving Text-based Early Prediction by Distillation from Privileged Time-Series Text

Jinghui Liu, Daniel Capurro, Anthony Nguyen and Karin Verspoor
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Fine-tuning a Subtle Parsing Distinction Using a Probabilistic Decision Tree: the Case of
Postnominal "that" in Noun Complement Clauses vs. Relative Clauses

Zineddine Tighidet and Nicolas Ballier
Robustness of Hybrid Models in Cross-domain Readability Assessment
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The Corpus of Australian and New Zealand Spoken English: A new
resource of naturalistic speech transcripts

Steven Coats
English, Faculty of Humanities

University of Oulu, Finland
steven.coats@oulu.fi

Abstract

The Corpus of Australian and New Zealand
Spoken English (CoANZSE) is a 190-million-
word corpus of Automatic Speech Recognition
(ASR) transcripts from YouTube channels of
local councils and other governmental bodies
in 472 locations in Australia and New Zealand.
CoANZSE can be used to examine grammar
and syntax in Australian and New Zealand
spoken English, and because tokens are word-
timed and transcripts are linked to videos, it
can serve as the starting point for phonetic or
multi-modal studies. Two exploratory analy-
ses demonstrate differences between Australia
and New Zealand in the relative frequencies of
double modals, a rare non-standard syntactic
feature, and show that transcripts from Aus-
tralia and New Zealand can be distinguished on
the basis of common lexical items.

1 Introduction and Background

The study of regional grammatical variation in En-
glish has been stimulated by new methodological
approaches (e.g., Nerbonne, 2009; Szmrecsanyi,
2011) and new sources of data in recent years, with
corpus-based statistical analyses coming to the fore-
front, often utilizing textual data from the Web and
social media platforms (e.g., Grieve et al., 2019;
Hovy and Purschke, 2018; Dunn, 2019). These
studies have provided new insights into the struc-
ture and distribution of varieties of English, but
corpus-based empirical studies of regional patterns
of grammatical variation in contemporary English
speech remain few. Corpora of transcribed speech
may be focused on specific locations, or may not ex-
hibit sufficient geographic granularity for reliable
inferences about regional patterns. Some speech
corpora are unsuitable for analyses of contempo-
rary language phenomena as they contain mostly
transcripts of speech from older speakers recorded
in the middle of the 20th century. Most corpora of
transcribed speech are not large enough to capture

rare features in grammar and syntax (e.g., Corri-
gan et al., 2012; Greenbaum, 1998; Du Bois et al.,
2000-2005; Anderwald and Wagner, 2007).

The widespread use of Automatic Speech Recog-
nition (ASR) by conferencing and video stream-
ing or sharing sites has made it possible to create
large corpora of geo-located naturalistic speech,
opening up new possibilities for in-depth studies
of variation in English. This paper introduces the
Corpus of Australian and New Zealand Spoken En-
glish (CoANZSE),1 a 190-million-word corpus of
56,815 word-timed, part-of-speech-tagged Auto-
matic Speech Recognition (ASR) transcripts, corre-
sponding to more than 24,000 hours of video, from
482 YouTube channels of local councils or other
institutions of local governance in 472 locations
in Australia and New Zealand. In the following,
some existing Australian and New Zealand speech
corpora are introduced, then the methods used to
create CoANZSE are briefly described. Two ex-
ample exploratory analyses are provided: the syn-
tactic features of double modals is identified in the
transcripts, and a classifier is used to distinguish
Australian from New Zealand transcripts. ASR
transcripts contain errors, so methods of analysis
must be robust for use with “noisy data”. The sum-
mary notes a few possibilities for future work with
CoANZSE and similar data.

For Australia and New Zealand, several corpora
of transcribed speech exist. The Australian Na-
tional Corpus (Cassidy et al., 2012) includes speech
transcripts from the Australian component of the In-
ternational Corpus of English (Greenbaum, 1996),
the Monash Corpus of Spoken Australian English
(Bradshaw et al., 2010), and the Griffith Corpus
of Spoken Australian English (Haugh and Chang,
2013). The geographical coverage of these corpora,
however, is inconsistent: the Monash Corpus con-
sists mainly of transcripts of Melbourne speakers,

1https://cc.oulu.fi/~scoats/CoANZSE.
html
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and the Griffith Corpus of Brisbane speakers. In
terms of corpus size, existing Australian corpora of
speech transcripts are mostly not large enough for
research into patterns of syntactic variation.

Several corpora of English speech transcripts
have been created from the speech of New
Zealanders. The spoken component of the New
Zealand International Corpus of English (ICE-NZ)
comprises approximately 600,000 words, mainly
recorded in the 1990s. The Wellington Corpus
of Spoken New Zealand English (Holmes et al.,
1998), approximately 1 million words in size, con-
tains transcripts of formal and informal speech,
also collected mostly in the 1990s. The Origins
of New Zealand English Corpus (Gordon et al.,
2007) comprises transcripts of recordings of older
New Zealand speakers made by New Zealand Ra-
dio in the middle of the 20th century, in addition to
recordings made by researchers in the 1990s and
2000s. Transcript corpora from Australia and New
Zealand have been used for a wide range of studies,
but regional variation in grammar and syntax has
not been a consistent focus of research attention,
due both to geographical sampling and corpus size
considerations.

2 Data and methods

Lists of councils, shires, and other administrative
units were obtained from state, territorial and na-
tional government websites in Australia and New
Zealand: 157 from New South Wales, 78 from
Victoria, 69 from South Australia, 178 from West-
ern Australia, 21 from Northern Territory, 77 from
Queensland, 29 from Tasmania, and 9 from the
Australian Capital Territory. A list of 78 councils
was retrieved for New Zealand.

Of these 696 local government entities, 578 had
web pages, which were were then scraped for links
to YouTube channels. The procedure returned 515
YouTube channels, of which 482 contained video
content. Channels were manually checked to en-
sure they corresponded to the linked municipality.
Latitude-longitude coordinates were retrieved by
inputting the street address listed on the correspond-
ing web page to a geo-coding script. Locations of
the sampled channels are shown in Figure 1.

All available ASR transcripts were retrieved
from the targeted channels with a Python script, us-
ing functions in the yt-dlp2 library. A custom script
parsed transcripts and appended word-timing in-

2https://github.com/yt-dlp/yt-dlp.

Figure 1: CoANZSE channel locations

formation; part-of-speech tagging was undertaken
using SpaCy’s en_core_web_sm model.3 Table
1 shows corpus size by state/territory in terms of
channel, transcript, and word count as well as the
corresponding aggregate video length.

Many of the transcripts in CoANZSE record
meetings, but the transcripts in the corpus are from
many other video types as well, such as interviews,
informational and public service videos, vlogs, pub-
lic readings, and other content types.

3 Exploratory analyses

CoANZSE may be useful for many kinds of linguis-
tic analysis, including regional analyses of gram-
mar and syntax and discourse studies of the content
of (for example) public meetings. Because the un-
derlying video and audio data are available, script-
ing pipelines can be set up that extract targeted
content for acoustic or multi-modal analysis. Two
preliminary, exploratory analyses are noted below.

3.1 Double modals

The syntactic feature of double modals (e.g., I
might could help you with that; cf. standard En-
glish I could help you with that or I might help
you with that), traditionally held to be restricted
to speech in the Southern US and the Northern
British Isles, is attested as absent for Australian En-
glish (Kortmann and Lunkenheimer, 2013). Recent
work using naturalistic data, however, shows that
the feature has a broader geographical extent than
previously thought (Coats, 2022, In review). A pre-
liminary search for double modals in CoANZSE
resulted in 3,119 hits; the first approximately 400
of these were examined in their original videos in
order to remove false positives. This exploratory
query showed a large number of Australian double
modals to be authentic naturalistic usages (Fig. 2).

3https://spacy.io/usage/models.
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Table 1: Corpus Size by Country Location

Location Channels Videos Words Length (h)
Australian Capital Territory 8 650 915,542 111.79
New South Wales 114 9,741 27,580,773 3,428.87
Northern Territory 11 289 315,300 48.72
New Zealand 74 18,029 84,058,661 10,175.80
Queensland 58 7,356 19,988,051 2,642.75
South Australia 50 3,537 13,856,275 1,716.72
Tasmania 21 1,260 5,086,867 636.99
Victoria 78 12,138 35,304,943 4,205.40
Western Australia 68 3,815 8,422,484 1,063.78
Total 482 56,815 195,528,896 24,030.82

CoANZSE data may therefore be able to provide
researchers with a more realistic starting point for
analyses of the geographical distribution of gram-
matical and syntactic features in spoken English
in Australia and New Zealand. From a theoretical
perspective, instead of a model in which a given fea-
ture is held to be categorically present (or absent)
for a pre-defined language variety, CoANZSE data
may show that syntactic features of English can
be found in naturalistic speech in many locations:
the question of their use is “in many cases a matter
of statistical frequency rather than the presence or
absence of a feature” (Kortmann, 2010, p. 843).

Figure 2: Verified double modal locations

3.2 Lexical distinctiveness

In order to test the hypothesis that Australian and
New Zealand varieties of spoken English can be
distinguished in CoANZSE, a simple machine
learning model was created using Scikit-learn (Pe-
dregosa et al., 2011). A sample of 10,000 randomly-
selected CoANZSE transcripts was converted to
term frequency-inverse document frequency (tf-

idf) matrices using the 500 most common words
in these transcripts, then trained using a linear sup-
port vector machine (Joachims, 1998) with 80%
of the Australian and New Zealand transcripts, us-
ing parameters optimized with the GridSearchCV
method in Scikit and balanced class weights. The
model then predicted the country labels for the test
data (1,359 Australian and 641 New Zealand tran-
scripts). Model accuracy is summarized in Table
2.

The overall model accuracy of 0.80 suggests that
there may be different usage patterns for common
lexical items in discourse in Australian and New
Zealand spoken English varieties. This preliminary
finding, however, needs more thorough linguistic
investigation. One approach would be to undertake
a multi-dimensional analysis, using regular expres-
sions to explore the frequencies of a number of
grammatical and syntactic phenomena.

4 Caveats

Although the accuracy of ASR transcription sys-
tems continues to increase, transcripts of naturalis-
tic speech contain errors due to factors such as
audio recording quality, speech fluency or lack
thereof, use of out-of-vocabulary words, slang, or
dialect words, strong regional accent, or prosodic
features (Aksënova et al., 2021). For a subset
of CoANZSE videos, both ASR and manually-
uploaded transcript files can be retrieved from
YouTube; calculating the word error rate (WER)
on the basis of these shared transcripts resulted in a
value of 0.14, after careful filtering. YouTube tran-
scripts are not diarized (i.e. have no indication of
speaker turns), so they are not suitable “out-of-the-
box” for analyses of language phenomena on the
basis of social or demographic speaker traits. Two
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Table 2: Binary classification results

Label Precision Recall F1 Support Accuracy
Australia 0.82 0.90 0.86 1359

0.80
New Zealand 0.74 0.59 0.66 641

basic approaches for use of CoANZSE and simi-
lar data can be taken: First, the method of manual
verification of targeted linguistic phenomena, uti-
lized for the preliminary analysis of double modals
noted above, can be done quickly because the tran-
scripts are word-timed and linked to videos. This
approach allows the analyst to identify and filter
out transcript errors, as well as annotate additional
features that may be of interest (for example, some
speaker demographic traits). In a large-scale ap-
proach, a focus on relatively frequent features and
broad geographical granularity will help to miti-
gate the effects of transcript errors, which would
be outweighed by the greater frequency of correct
transcriptions (Agarwal et al., 2007).

5 Summary and Outlook

CoANZSE is a large corpus of spoken English from
Australia and New Zealand comprising ASR tran-
scripts of YouTube videos uploaded by local coun-
cils and other local government entities. Two ex-
ploratory analyses using CoANZSE data attest use
of double modals in naturalistic speech and show
that Australian and New Zealand transcripts can be
distinguished on the basis of their different rates of
use of common words.

There are many possibilities for future work with
CoANZSE data. Because the underlying video and
audio recordings of CoANZSE transcripts are avail-
able, a script pipeline can be set up to retrieve video
or audio excerpts for features of interest, which
can then be analyzed using common tools such as
ffmpeg and Praat. Such an approach permits, for
example, the semi-automatic analysis of acoustic
and prosodic properties of speech such as formant
frequencies or pitch contours; video data retrieved
using a scripting pipeline approach could be used
for corpus-based analysis of multi-modal aspects
of communication.

A tantalizing possibility for CoANZSE data is
to shed light on the possible development of re-
gional varieties of English within Australia and
New Zealand in terms of pronunciation (Cox and
Palethorpe, 2019), lexis, and grammar. For Aus-
tralia, previous studies have mostly maintained that

little regional variation is evident, at least in gram-
mar or syntax, a situation usually held to result
from the relatively young age of the variety (Mur-
ray and Manns, 2020). As noted by Burridge,
however, the necessary components for regional
diversification, namely “time, physical/social dis-
tance and the processes of linguistic change” (2020,
p. 185), are in place in the broader Australian En-
glish speech community.

Finally, because CoANZSE contains transcripts
of public meetings and content broadcast by lo-
cal government entities, its content may prove to
be useful for discourse analyses of a broad range
of contemporary political and cultural phenomena
such as environmental issues, migration, elections,
or other topics.

Widespread use of video streaming and sharing
sites and ASR transcription have in recent years
opened up new sources of data for the empirical
study of language. It is hoped that the CoANZSE
resource will allow researchers to gain new insights
into the current status of English in Australia and
New Zealand and thus further our understanding of
ongoing the development and diversification of the
language.
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Abstract

In the turbulent world of 2022, where mass
population movements due to war and disas-
ter are becoming increasingly common, lan-
guage skills are more relevant than ever. Peo-
ple who wish to achieve a high level of pro-
ficiency when learning a new language bene-
fit from reading literary texts, but many learn-
ers find this a challenging hurdle. Annotating
texts with integrated audio and translations is
a popular way to try and make them easier to
approach. However, doing this automatically
with TTS and machine translation engines pro-
duces unengaging results, while human anno-
tation is slow and expensive. Here, we present
a method that uses simple scripts and readily
available computational resources for speech
recognition and sentence alignment to combine
public-domain resources from sites like Guten-
berg and LibriVox into high-quality annotated
multimedia versions of literary texts. Initial
results with French texts of up to 80K words
in length are promising, with audio/text word
error rates under 0.25% and audio/translation
word error rates around 1%, producing results
that are usable after only minimal postediting.

1 Introduction and motivation

In Anthony Powell’s semi-autobiographical WW
II novel The Soldier’s Art, the narrator mentions
to his division commander that he can read Balzac
in the original French, and is surprised by the re-
sponse: General Liddament immediately tells him
to apply for a job in Military Intelligence. Since
1943, there have of course been some important
changes. English has firmly established itself as
the world language, and language technology has
made enormous progress, but the fundamentals are
the same. People with strong language skills are

still prized by the security services, who see lit-
tle prospect of replacing them with Google Trans-
late and related AI/ML-based technologies. Large-
scale movements of linguistic communities, driven
by war, climate change, and economic disaster,
are making these skills increasingly relevant, not
just to Intelligence but to many related sectors in-
cluding immigration, law enforcement and social
services. Learning to read complex texts is an es-
sential component in acquiring high level language
skills. Duolingo and similar gamified platforms are
a popular way to get started with a new language
and reach low intermediate level, but they will not
give the large vocabulary and grasp of idiom that
comes from extensive reading.

Benchmarks for language skills are competency
in reading, writing, listening and speaking. A sim-
ple but effective technology for supporting the de-
velopment of reading skills, widely used at least
since the days of the Roman Empire (Dickey,
2016), is the bilingual text: the text is divided into
segments, each one paired with a gloss/translation
in the annotation language. More recently, Reading
While Listening (RWL; Woodall, 2010; Isozaki,
2014; Chang and Millett, 2014; Friedland et al.,
2017; Pellicer-Sánchez et al., 2018; Schwieter and
Benati, 2019) simultaneously supports the develop-
ment of reading and listening skills. As put forward
in Krashen’s seminal Input Hypothesis and Read-
ing Hypothesis (e.g. Krashen, 1982, 1989, 2004),
reading as a language acquisition technique works
best where the learner is presented with comprehen-
sible text in a low-stress situation. This is the basic
rationale behind both bilingual texts and RWL.

Although RWL studies support the idea that en-
joyment is key and that literature is an answer
(Woodall, Chang, Isozaki), there are major obsta-
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cles to the implementation. Expense — Woodall’s
study involved copies of hard copy book and audio
for the class; lack of resources — Chang could only
reference short news items of video plus transcript
online; and variety — anecdotally, Lee (2019) gives
a detailed example of what we all know intuitively;
it is offputting to have to read something we do not
enjoy. Added to this, the process is an often less
than ideal user experience, for example, constant
rewinding of audio.

Online learning environments are an obvious
way to resolve the sorts of problems we see in such
studies. There are now many platforms that pro-
vide functionality which includes bilingual texts,
RWL, and additional features: we will call these
“multimodal documents”. Examples include the Mi-
crosoft Azure Immersive Reader1, LingQ2, Learn-
ing With Texts3, the Perseus Digital Library’s
Scaife viewer4 and Clilstore5. The most common
strategy for providing audio is to create it using a
Text To Speech (TTS) engine; the most common
strategy for including translations or glosses is to
integrate machine translation engines and/or elec-
tronic dictionaries.

A striking example of this approach is the Azure
Immersive Reader. The upside of the platform is
immediately apparent. For a large number of read-
ing languages and annotation languages, the learner
only has to point the tool to the text they wish to
read, and they are immediately presented with a ver-
sion containing TTS audio and machine-translation
generated glosses in the annotation language. Un-
fortunately, after even an hour of using the tool,
the downside is equally apparent; the quality of the
annotations is quite low. Many learners will find it
fatiguing to listen to TTS audio or read MT-engine
generated glosses for more than a short time. A
couple of recent studies have systematically com-
pared TTS-generated and human-recorded audio
for this kind of document (Akhlaghi et al., 2021,
2022a). For the languages where TTS does best,
teachers and native speakers rate it as comparable
with non-professional human audio from the point
of view of pedagogical adequacy; but even non-
professional human voices are rated as much more

1https://azure.microsoft.com/en-us/
services/immersive-reader/

2https://www.lingq.com/
3https://sourceforge.net/projects/

learning-with-texts/
4https://scaife.perseus.org/
5http://multidict.net/clilstore/

natural and much pleasanter to listen to. However,
though human-created annotations produce multi-
modal texts of substantially higher quality, the time
and effort required to create them is considerable.

In this paper, we explore a possible compromise
between the competing alternatives of creating mul-
timodal documents by automatic and human anno-
tation. There is a great deal of high-quality public
domain literary content available for free down-
load, in both text and audio form; well known sites
include Gutenberg6 and LibriVox7. Given a source-
language text, source-language audio, and a target-
language text, it is in principle possible to perform
automatic or semi-automatic alignment to create
an annotated multimedia document.

The question is how well the idea works in prac-
tice: what tools are needed, how high the error
rates are, and how much manual cleaning up has
to be be done afterwards. When we started the
work described here, we were in fact fairly pes-
simistic. In particular, descriptions of the process
used to generate the widely used LibriSpeech cor-
pus (Panayotov et al., 2015) suggested to us that
the error rates for audio alignment of literary texts
would be quite high, maybe between 3 and 5 per-
cent. Another moderately recent paper (Xu et al.,
2015) suggested to us that the task of perform-
ing translation alignment on literary texts was also
challenging. It seemed reasonable to assume that
performing both tasks at once would be harder than
performing either one separately.

The experiments we present here, carried out us-
ing the open source LARA platform8, suggest that
the task is much more tractable than we had origi-
nally believed. Work is still at an early stage, but
we now think it reasonable to hope that, for many
literary texts, error rates of 1 percent or lower can
be achieved using readily available off-the-shelf
tools to perform speech recognition and transla-
tion alignment, with the outputs from these tools
combined using straightforward methods.

The rest of the paper is organised as follows.
Section 2 briefly presents LARA. Section 3 de-
scribes the alignment method, and Section 4 our
initial experiments. The final section concludes
and suggests further directions.

6https://www.gutenberg.org/
7https://librivox.org/
8https://www.unige.ch/callector/lara
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2 LARA

LARA (Akhlaghi et al., 2019; Bédi et al., 2020;
Zuckerman et al., 2021; Akhlaghi et al., 2022b)
is a platform for producing annotated multimodal
texts, under development by an international con-
sortium since 2018. Texts can include a variety of
annotations, including audio, translations, concor-
dances, interactive images and video; links to many
such texts can be found on the LARA examples
page9. For the purposes of the current paper, the
only features that will be of interest are audio and
translation annotations attached to text segments.

LARA is a good platform for doing this kind
of experiment, since it is open source, supports
many languages, and produces attractive results
which can immediately be posted on the web. In
§ 4, we provide links to several examples of LARA
documents created using the methods described
here.

3 Multimedia documents by alignment

We describe a simple method that combines data
produced by readily available online resources to
add annotations to a text document. The methods
were implemented in Python inside LARA but use
no special properties of the framework. We assume
that the input consists of a) a text in the reading
language, b) a translation of the text in the annota-
tion language, and c) an audio version of the text in
the reading language. The desired output is a ver-
sion of the text in the reading language, segmented
into units (typically sentence-length or a bit larger)
each of which is associated with a translation in the
annotation language and an audio file. Table 1 in
the next section includes links to examples.

We assume the existence of the following third-
party resources:

Splitting on silences A tool that can take an audio
file and split it into segments separated by
silences of a designed minimum length and
loudness contrast.

Speech recognition A tool that can take an audio
file and return a (generally more or less inac-
curate) text transcription.

Translation alignment A tool that can take a
large text and a translation, and convert them

9https://www.unige.ch/callector/
lara-content

into an ordered sequence of aligned units typi-
cally of around sentence size.

For these experiments, we used ffmpeg10 for
splitting on silences, Google Cloud Speech-to-
Text11 for speech recognition, and YouAlign12 for
sentence alignment. The processing steps are as
follows:13

1. Resources: Start with a) source-language text,
b) annotation-language text, c) source-
language audio.

2. Translation alignment: Send the source-
language and annotation-language text files
to the sentence aligner, to create two parallel
sentence-segmented corpora.

3. Source segmented by translation alignment:
Add markings to the source corpus showing
the breaks corresponding to the translation
alignment.

4. Split on silences: Use the split-on-silences tool
to divide up the audio corpus, choosing thresh-
olds that make typical pieces a bit smaller than
sentences. In practice it is quick to find such
thresholds.

5. Speech recognition: Send the pieces of audio
generated by the previous step to the speech
recogniser.

6. Make double-aligned text: Use a beam search
to align the sequence of recognition results
against the text.14 Add markings to the source
corpus showing the breaks corresponding to
the audio alignment. The result is a text that is
segmented both by translation alignment and
by audio alignment.

7. Post-process double-aligned text: Post-
process the source corpus, iteratively
applying a small set of transformations that
reduce differences between the translation
alignment and the audio alignment. Most
importantly, if a translation alignment marker
and an audio alignment marker are separated

10https://www.ffmpeg.org/
11https://cloud.google.com/

speech-to-text
12https://youalign.com/
13The appendix to this paper gives details on how to obtain

and use the code.
14In these experiments, the beam width used was 80 tokens.
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by text which does not include a word, move
this text to the other side of the earlier marker.

8. Make joint aligned text: Segment the source
text by breaking at the points where the two
types of segmentation markers agree. In each
segment of the jointly segmented corpus pro-
duced by the previous step, concatenate the
component audio segments from the audio
segmentation and the component translation
segments from the translation segmentation.

The result of the above series of operations gives
the final annotated corpus. Obviously there is no
guarantee of success: in the worst case, there will
only be one segment. In practice, however, we have
found that the joint segmentation is fine-grained
enough that it appears quite useful.

In the next section, we will give examples of
what happens with substantial texts. Figure 1 illus-
trates the processing flow for a passage taken from
one of these.

4 Initial experiments

Table 1 summarises the results of initial experi-
ments. We present the texts used, the metrics, and
the results, and discuss their significance.

4.1 Texts

We used four French texts with accompanying au-
dio and English translations: Rimbaud’s Les poètes
de sept ans (long poem), Maupassant’s La parure
(short story), Flaubert’s Un cœur simple (novella),
and Proust’s Combray (novel). All four are well
known pieces of French literature. The first three
often appear as course reading in advanced French
courses; the fourth is generally regarded as difficult
even at this level. Our rationale for choosing it was
curiosity to try a worst case scenario. If the method
gave credible results on something as challenging
as Proust (very long text, very long sentences, very
complex grammatical structure, very large vocab-
ulary), we postulated that it would probably work
on many other texts too. Audio was in all cases
taken from the LitteratureAudio site15, and text
from Gutenberg.

4.2 Metrics

The specific task we study in this paper is not well
known in the literature, though it has points of

15https://www.litteratureaudio.com/

contact with well known tasks. We adapt standard
metrics in as conservative a way as possible.

We take the hopefully uncontroversial point of
view that the quality of a triple alignment of the
kind we are interested in here, simultaneous align-
ment of audio, text and translation, depends on
three things: a) the quality of the audio/source-text
alignment, b) the quality of the audio/translation
alignment, and c) the quality of the segmentation.
(a) and (b) are obvious. (c) is slightly less obvious,
but a moment’s reflection shows that it is essen-
tial. In the trivial alignment where the whole text
becomes one segment, the error rates for (a) and
(b) are zero, but this is clearly a very bad align-
ment. We need some measure of the extent to
which the segmentation divides the text into appro-
priate pieces.

For (a), audio/source-text alignment, our metric
is simple word error rate (WER). For each segment,
we compare the aligned text with the reference
text and compute WER in the usual way. For (b),
audio/translation alignment, we decided that WER
was in this case also the most appropriate metric. It
is not a common metric for translation quality, but
the specific properties of the task suggested to us
that metrics like BLEU, METEOR etc (Papineni
et al., 2002; Banerjee and Lavie, 2005) would work
much less well as error rates are very low, and we
are producing translations by the unusual method
of extracting segments of an existing translation.
It seemed logical to use a metric which measures
how many of the correct words had been extracted:
in practice, we found that it was virtually always
the case that the correct match could be identified.

The least obvious metric is the one for (c). After
reviewing the relevant literature, we decided to
use the boundary similarity metric of (Fournier,
2013), which returns a number between 0 and 1
measuring the similarity of a given segmentation
to a gold standard segmentation. As described in
the 2013 paper, boundary similarity is the result of
substantial work correcting and improving previous
segmentation metrics. It has been used by several
studies since then (e.g. Özmen et al., 2014; Shaw,
2015; dos Reis Mota, 2019), and is implemented
in a readily available Python package.16

For the texts used, we created reference segmen-
tations by comparing the text and translation, di-
viding them into minimal units where there was
intuitively a clear text/translation alignment. In

16https://pypi.org/project/segeval/
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1 (a). SOURCE LANGUAGE TEXT
Une porte s’ouvrait sur le soir; à la lampe
On le voyait, là-haut qui râlait sur la rampe,
Sous un golfe de jour pendant du toit. L’été
Surtout, vaincu, stupide, il était entêté
À se renfermer dans la fraîcheur des latrines:
Il pensait là, tranquille et livrant ses narines.

1 (b). ANNOTATION LANGUAGE TEXT
A doorway open to evening: by the light
You’d see him, high up, groaning on the railing
Under a void of light hung from the roof. In summer,
Especially, vanquished, stupefied, stubborn,
He’d shut himself in the toilet’s coolness:
He could think in peace there, sacrificing his nostrils.

2. TRANSLATION ALIGNMENT
Une porte s’ouvrait sur le soir; à la lampe ->
A doorway open to evening: by the light

On le voyait, là-haut qui râlait sur la rampe, ->
You’d see him, high up, groaning on the railing

Sous un golfe de jour pendant du toit. ->
Under a void of light hung from the roof.

L’été -> In summer,

Surtout, vaincu, stupide, il était entêté ->
Especially, vanquished, stupefied, stubborn,

À se renfermer dans la fraîcheur des latrines: ->
He’d shut himself in the toilet’s coolness:

Il pensait là, tranquille et livrant ses narines. ->
He could think in peace there, sacrificing his nostrils.

3. SOURCE TEXT SEGMENTED BY TRANSLATION ALIGNMENT
//Une porte s’ouvrait sur le soir; à la lampe//
On le voyait, là-haut qui râlait sur la rampe,
//Sous un golfe de jour pendant du toit. //L’été//
Surtout, vaincu, stupide, il était entêté//
À se renfermer dans la fraîcheur des latrines:
//Il pensait là, tranquille et livrant ses narines.//

Figure 1: Example of processing (passage from Les poètes de sept ans). Source text in black, translated text in blue,
LARA markup in red. Double slashes (//) mark segments in the translation alignment. [Continued on next page]
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5. RECOGNITION RESULTS FOR SPLIT AUDIO FILES
"une porte s’ouvrait sur le soir", "à la lampe on le voyait là au
pire aller sur la rampe sous un golf 2 jours pendant du toit", "l’été
surtout", "vaincu stupide", "il était temps tu étais à se renfermer
dans la fraîcheur des latrines", "il pensa est là tranquille", "et
livrant ses narines"

6. DOUBLE-ALIGNED TEXT (BEFORE POSTPROCESSING)
//||Une porte s’ouvrait sur le soir; ||à la lampe//
On le voyait, là-haut qui râlait sur la rampe,
//Sous un golfe de jour pendant du toit. //||L’été//
Surtout, ||vaincu, stupide, ||il était entêté//
À se renfermer dans la fraîcheur des latrines:
//||Il pensait là, tranquille ||et livrant ses narines.
//||

7. DOUBLE-ALIGNED TEXT (AFTER POSTPROCESSING)
Une porte s’ouvrait sur le soir;|| à la lampe//
On le voyait, là-haut qui râlait sur la rampe,
//Sous un golfe de jour pendant du toit.||// L’été||//
Surtout, vaincu, stupide,|| il était entêté//
À se renfermer dans la fraîcheur des latrines:||//
Il pensait là, tranquille|| et livrant ses narines.||//

8. JOINT ALIGNED TEXT
Une porte s’ouvrait sur le soir; à la lampe
On le voyait, là-haut qui râlait sur la rampe,
Sous un golfe de jour pendant du toit.|| L’été||
Surtout, vaincu, stupide, il était entêté
À se renfermer dans la fraîcheur des latrines:||
Il pensait là, tranquille et livrant ses narines.||

Figure 1: [Continued from previous page] Example of processing (passage from Les poètes de sept ans). Source
text in black, translated text in blue, LARA markup in red. Double slashes (//) mark segments in the translation
alignment. Double vertical bars (||) mark segments in the audio alignment and the reconciled alignment.

Text Text length Seg lengths (Wds) Error rates (%) Links
Wds Hrs Splt Tr-Al J-Al Ref Rec Seg Txt Tr Raw Ed

Rimbaud 535 0:04 8.6 7.4 12.6 11.7 27.5 7.1 0.8 0.8 � �

Maupassant 2853 0:17 12.7 12.1 15.7 12.8 16.8 18.3 0.2 0.2 � �

Flaubert 11730 1:37 8.7 17.9 18.6 14.0 18.1 24.9 0.0 1.1 � �

Proust 78283 7:52 19.9 45.5 53.7 34.0 23.5 36.7 0.0 0.9 � �

Table 1: Examples of annotated texts produced. “Rimbaud” = Les poètes de sept ans, “Maupassant” = La parure,
“Flaubert” = Un cœur simple, “Proust” = Combray, Text length/Wds = length of source text in words, Text
length/Hrs = length of source audio in hours, Seg lengths/Splt = average lengths of segments produced by splitting
on silences, Seg lengths/Tr-Al = average lengths of segments produced by translation alignment, Seg lengths/J-Al
= average lengths of segments produced by joint alignment, Seg lengths/Ref = average lengths of segments in gold
standard segmentation, Error rates/Rec = speech recognition word error rate, Error rates/Seg = 1 – segeval
boundary similarity score, Error rates/Txt = joint alignment word error rate for source text, Error rates/Tr = joint
alignment word error rate for translations, Link/Raw = link to final LARA document without postediting, Link/Ed
= link to final LARA document with postediting. LARA documents should be viewed in Chrome or Firefox.
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practice, reference segments are almost always ei-
ther sentences or parts of sentences delimited by
punctuation marks like semi-colons, colons, dashes
or parentheses.

To summarise, the quality of a given alignment
is given by a triple of numbers between 0 and 1:
the WER for audio/text and audio/translation align-
ment, and the boundary similarity score for the
segmentation. It would ideally be good to reduce
this to a single number, but as yet it is not clear to
us how to do so effectively.

4.3 Results
We processed all four texts through the pipeline de-
scribed in §3 and manually annotated the results.17

Annotation on each text was performed as follows.
A script converted the final aligned version into
a form where each segment was presented in an
editable form where the source text and translation
appeared under an audio control. The annotator,
a native English speaker with a good knowledge
of French, listened to the audio and then corrected
the audio and translations if they failed to match18.
For over 90% of the segments, no correction was
needed. For nearly all of the remainder, the cor-
rection was to move text either to the preceding or
the following segment. The annotator also added
the gold standard segmentation information. When
annotation was complete, a second script was used
to calculate error rates and other statistics:

Seg length/Splt: Average length, in words, of seg-
ments produced by splitting on silences.

Seg length/Tr-Al: Average length, in words, of
segments produced by translation alignment.

Seg length/J-Al: Average length, in words, of seg-
ments produced by reconciliation of transla-
tion alignment and audio alignment.

Error rate/Rec: Speech recognition word error
rate.

Error rate/Seg: Segmentation word error rate, de-
fined as 1.0 minus the boundary similarity
score produced by the segeval package.

17We have also processed other texts, including a second
Proust novel. We will present the results when we have fin-
ished annotating the data. Anecdotally, the quality is similar
to that obtained in the examples given.

18We had hoped to use two annotators, in order to obtain
inter-rater reliability figures, but were unable to find a second
person willing to take on this demanding task at short notice.
We will address the issue in future work.

Error rate/Txt: Word error rate for source text
segments produced by reconciliation of trans-
lation alignment and audio alignment.

Error rate/Tr Word error rate for translation text
segments produced by reconciliation of trans-
lation alignment and audio alignment.

Finally, we post-edited the resulting multimodal
texts as follows. First, we ran each text through
a script which applied the corrections to text and
translations given by the manual annotations de-
scribed at the beginning of this section. Second,
we made a small number of layout changes to break
out titles as separate segments (this allows LARA
to add a table of contents in the longer texts), and
to divide the text into pages. The last two columns
of Table 1 contrast raw and post-edited versions.

4.4 Discussion

Table 1 gives an impression of how well the align-
ment method works on representative texts ranging
in length from a few hundred words to nearly a
hundred thousand words. We look at the three com-
ponents of the metric in turn.

First, audio alignment has worked very well.
Looking at the column Error rates/Txt, we see
that WER is under 1% for all four texts, and under
0.25% for the three longest ones. It is notewor-
thy that the good result comes despite quite high
word error rates, typically on the order of 20%, in
the speech recognition (column Error rates/Rec).
The recognition WER may be misleading, since
French has many silent letters, resulting in an ab-
normally high proportion of homophones; thus
the recogniser may for example recognise grands
(“large”, plural) when the reference word is grand
(“large”, singular). Since the matching algorithm
is character-based rather than word-based, this usu-
ally makes no difference; however, changing to
word-based matching only degraded performance
very slightly. We need to investigate the issues
further using a larger sample of texts.

Looking at the column Error rates/Tr, we see
that translation alignment has also worked quite
well, though substantially less well than audio
alignment; error rates are around 1%. Examination
of translation errors shows that they always result
from errors in the third-party translation alignment
software. Our impression is that this commercial
tool has been optimised for speed rather than accu-
racy, and that lower error rates are possible.

12



Je me demandais quelle heure il pouvait être;|| j’entendais le
sifflement des trains qui, plus ou moins éloigné, comme le chant
d’un oiseau dans une forêt, relevant les distances, me décrivait
l’étendue de la campagne déserte où le voyageur se hâte vers la
station prochaine;|| et le petit chemin qu’il suit va être gravé
dans son souvenir par l’excitation qu’il doit à des lieux nouveaux,
à des actes inaccoutumés, à la causerie récente et aux adieux sous
la lampe étrangère qui le suivent encore dans le silence de la nuit,
à la douceur prochaine du retour.|| J’appuyais tendrement mes joues
contre les belles joues de l’oreiller qui, pleines et fraîches, sont
comme les joues de notre enfance.

Figure 2: Passage from Combray illustrating problems with segmentation, LARA markup in red. Double bars (||)
show segment boundaries from the gold standard segmentation. Only the one in bold (||) is found by the alignment
pipeline.

By far the least satisfactory result is the seg-
mentation (column Error rates/Seg). The error
rate, defined as 1 minus the boundary similarity
score, varies considerably across the texts, increas-
ing as the texts become more complex and reaching
36% for the very challenging Proust text. This cor-
responds to quite often feeling that the segments
produced are too long: most commonly, a subopti-
mal segment consists of two sentences which the
aligner has failed to split apart, or a long sentence
which has not been divided at semi-colons. Fig-
ure 2 illustrates. Comparing the columns Segment
lengths/Tr-Al and Segment lengths/Ref makes
it clear that, with the translation aligner used in
these experiments, it is impossible to attain a good
segmentation score, since the segments produced
by the translation aligner are already substantially
longer than the gold standard segments.

5 Summary and further directions

The decreasing stability of the world means ad-
vanced language skills are of correspondingly
greater importance. Acquisition of these skills,
in particular large vocabularies, requires extensive
reading of complex texts. Many learners find this
a difficult step; multimodal texts, which include
integrated audio and translation, both smooth the
transition and help keep the learner’s reading and
listening skills in sync. We have described an im-
plemented method for creating high-quality mul-
timodal texts from existing online resources and
presented encouraging initial results on representa-
tive French texts.

When we started, we were far from certain that
automatic alignment methods would do well for
this task. Based on the results of the LibriSpeech

project (Panayotov et al., 2015) and the literary
sentence alignment studies from (Xu et al., 2015)
and other work cited there, we expected that a good
deal of post-editing would be needed. However,
for texts we have tried so far, the error rates are
much lower than we had anticipated, and the results
appear usable with very light post-editing.

It is not clear to us why our results are so much
better than expected. The processing pipeline from
§3 is an almost minimal recipe for producing a
joint alignment using a beam search; the only non-
obvious step is (7), post-processing of the double-
aligned corpus. Removing it degrades the Seg score
by a few percent and has almost no effect on the
other two metrics, so this is not the explanation.

A more plausible hypothesis is that the Lib-
riSpeech team were simply trying to solve a differ-
ent problem, producing a large corpus of reliably
aligned sentences, and paid no attention to the ques-
tion, uninteresting to them, of how accurately they
could align a complete literary text. Another is
that the quality of readily available speech recog-
nition engines and sentence aligners has substan-
tially improved since 2015. We are impressed with
the robustness of Google Cloud Speech-to-Text.
For example, we discovered that litteratureaudio
include background music in some of their offer-
ings, using it at the starts and ends of sections
and to underline key passages; also, the voice tal-
ents interpret the material in an imaginative way,
rendering direct speech dramatically in different
voices. We were concerned that both of these as-
pects might cause problems for speech recognition
performance, but in fact there were none. The bot-
tom line is that the task of automatically creating
audio- and translation-annotated texts out of pub-
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lic domain corpus resources appears considerably
more tractable than we had thought. Our main pur-
pose in the current paper is to communicate this
discovery to other members of the community who
may also find it interesting and useful.

The data presented here suggests three priori-
ties for continued investigation. First, the method
should be tested on more texts, in several lan-
guages; second, we require user feedback for the
resulting multimedia versions; third, we need to
further systematise the post-editing process. We
have already begun work on all of these. We briefly
outline two specific threads of work initiated dur-
ing the period Oct–Nov 2022 in collaboration with
other LARA partners.

First, together with Ivana Horváthová of the Con-
stantine the Philosopher University, Nitra, Slovakia,
we are using the alignment methods to construct a
LARA version of A.A. Milne’s Winnie-the-Pooh
with Slovak glosses. As an initial proof-of-concept
experiment, we processed the first few pages and
obtained excellent results; we are now negotiating
with the copyright-holders to obtain the permis-
sions needed to use the Slovak translation of the
whole book. If we are able to do this, our plan is
to perform an experiment, probably starting in Q1
2023, where we would contrast user perceptions
of the resulting LARA document with a version of
the same text run on the Azure Immersive Reader.

Second, we are working together with Neasa Ní
Chiaráin and Harald Berthelsen of Trinity College
Dublin, Ireland, to investigate the idea of perform-
ing alignment with a different recogniser, specifi-
cally the Kaldi-based ASR platform for Irish devel-
oped by the Trinity College group (ABAIR-ÉIST;
https://www.abair.ie/; Lonergan et al. 2022).
We have again only got as far as a proof-of-concept
experiment, where we aligned a short Irish text cor-
responding to about five minutes of audio. Results
were encouraging, with error rates similar to those
we obtained on the French texts from §4. We hope
to be able to progress this work further in the near
future.

Ethics Statement

Methods like those described here naturally raise is-
sues involving copyright. To the best of our knowl-
edge, we have appropriate copyright permissions
for all the text and audio materials used in the ex-
periments.
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A Appendix: using the scripts

People interested in using the Python scripts we
refer to here should consult the online LARA doc-
umentation (Rayner et al., 2019–2022), which de-
scribes how to download, install and invoke the
relevant software. Details can be found in the sec-
tions headed “Using the Python code: prerequisites”
and “Automatic cutting-up and alignment with au-
dio and translation”.
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Abstract

Public expression of vaccine related sentiment
on social media platforms can be used in infor-
mation surveillance applications to gain insight
into vaccine hesitancy and its spread. Effective
identification of vaccine-negative content con-
stitutes one of the most fundamental building
blocks in such applications.

Here, we investigate the role of users’ previous
vaccine-related posts, in the capacity of stance
text classifiers to detect vaccine-negative con-
tent. We conduct experiments on a dataset of
over 7K tweets manually labeled for vaccina-
tion stance captured between 2017 and 2019,
with unlabeled historical data.

Our results indicate that incorporating user-
generated-context improves stance detection.
It also bridges the effectiveness gap between
simple linear models and state-of-the art text
classifiers, highlighting the importance of data
capture strategy to the downstream task.

1 Introduction

Vaccine hesitancy is defined as delayed acceptance
or refusal of vaccines despite their availability. It is
believed that vaccine hesitancy and refusal may be
amplified by the spread of vaccine-negative content
on social media (Raballo et al., 2022).

Stance detection is a process of identification of
speaker’s judgment or standpoint towards a given
proposition (Biber and Finegan, 1988; Mohammad
et al., 2017). It is often modelled as a classifica-
tion task of assigning an against, for or neural
label to a text for a given target. In the context
of social media, detecting anti-vaccine content can
be seen as a building block fundamental to imple-
mentation of mitigation and monitoring strategies,
understanding fears and concerns expressed in the
public discourse (Mitra et al., 2021). In this prob-
lem, vaccine hesitancy is considered the target for
stance detection.

In this paper we simplify the problem of stance
detection by modelling it as a binary text classifi-
cation task. In this set-up we investigate the im-
pact of including users’ historic tweets in detecting
vaccine-negative utterances. We conduct experi-
ments on a dataset of over 7K tweets manually
labelled for vaccine stance captured between 2017
and 2019, which contains unlabelled historical data
from the authors of the labelled tweets. Our work
focuses on the impact of the availability of his-
toric user-generated content on effectiveness on
the downstream text classification task. We com-
pare Transformer-based models, which allow for
modelling the historical context in a cross-encoder,
with traditional linear models incorporating these
historical tweets in a Bag-of-Words (BoW) repre-
sentation encompassing the labelled utterance.

2 Related Work

Our study relates to the literature on using social
media for public health and, in particular, for de-
tection of vaccination hesitancy. It also relates to
Twitter, and other social media, text classification,
sentiment and stance detection.

Social Media for Public Health Natural Lan-
guage Processing (NLP) techniques for social me-
dia have been leveraged in different public health
applications (Paul and Dredze, 2017; Conway et al.,
2019), including for mental health (Calvo et al.,
2017), syndromic surveillance (Jimeno Yepes et al.,
2015; Ofoghi et al., 2016; Huang et al., 2016) of
acute diseases (Joshi et al., 2020b) or infectious
diseases (Joshi et al., 2019, 2020a), detecting user
behaviour towards vaccination (Joshi et al., 2018),
and personal health mention detection (Iyer et al.,
2019). A survey of different social media platforms
utilised for public health is presented by (Conway
et al., 2019), showing a range of different platforms
such as Twitter, Whatsapp, Facebook, and Reddit,
as well as applications and methods.
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Vaccination hesitancy detection Social media,
in particular, Twitter have been a data source for
gauging the public opinions on vaccines. Morante
et al. (2020) present the Vaccination Corpus which
annotated a corpus of 294 online debates published
in news, blogs, editorial, governmental reports,
science articles for their stance towards measles
vaccines. Lanyi et al. (2022) analysed Twitter for
COVID-19 vaccine hesitancy in order to identify
barriers to vaccination in the UK. They approached
this as a sentiment analysis and then mapped the
tweets to predefined set of potential barriers such
as safety or mistrust.

Mitra et al. (2021) studied Twitter data for a four-
year period to understand anti-Vaccination attitudes.
They used tweets of different users as their context
to identify whether they are anti-vaccination. For
their analysis they used topic modelling.

Stance Detection in social media Stance and
sentiment detection on social media text, especially
tweets, pose difficulties. Tweets are short and it
can be difficult to identify the user’s view either in
terms on sentiment (positive, negative, neural) or
stance (pro, anti, neutral) on a specific topic (Mo-
hammad et al., 2017).

Medford et al. (2020) emphasise on the impor-
tance of Twitter data sentiment analysis during an
outbreak of an infectious disease. They processed
a large set of tweets using sentiment analysis and
topic modelling in the early stages of the COVID-
19 pandemic to help understand the effect of the
outbreak on the public’s emotions and beliefs.

Conforti et al. (2020) annotated a large corpus
of tweets (over 51 thousand) for stance detection.
The dataset represents public expressions of opin-
ion on mergers and acquisition operations between
companies. They also benchmark a number of
different stance detection methods, including tradi-
tional ones such as SVM and those based on neural
networks, such as CrossNet (Zheng et al., 2018).
Conforti et al. (2021) uses this dataset to investigate
cross-domain learning for stance detection when
annotated data does not exist for a given target.

Stance detection using neural network-based
methods is also investigated by Xu et al. (2018).
They experimented with two different datasets from
Twitter and showed promising results for cross-
target stance detection using three methods based
on BiLSTM (Zhou et al., 2016), MITRE (Augen-
stein et al., 2016).

Stance detection for opinions towards vaccina-

tion is studied by Skeppstedt et al. (2017). They
annotated data from the British parental website
Mumsnet for three labels of ‘against’, ‘for’, and
‘undecided’ and trained linear SVMs for stance de-
tection.

Tweet Classification using Context Literature
has long investigated the potential of context in
classification of microblogs (or tweets) as a method
to include more information to an otherwise short
text. Historical tweets have been used in stance
detection on Twitter, namely in fake news and sar-
casm detection. Dou et al. (2021) used historical
tweets to create a fake news detection framework
that fuses historical tweets, news reports and en-
gagement across user networks. Historical tweets
can be incorporated in multiple way. Most com-
monly, they are bundled per user into one document.
Chaudhry and Lease (2022) assess the impact of
adding historical tweets in groups on a LSTM clas-
sifier, where the output is then fed into a Gradient
Boosted Decision Tree classifier. They choose to
retrieve up to 20 historical tweets per user, and
separate groups of five. They highlighted the im-
portance of context in these classification tasks,
finding qualitatively that tweets were labelled often
incorrectly on their own, but with context of a users
historical tweets it could correctly label the tweet.

3 Dataset and Experimental Setup

The original dataset We conduct our experi-
ments on a Twitter-based dataset by Dunn et al.
(2020). The dataset consists of 10,080 vaccine-
related Twitter posts (tweets) manually labelled
for vaccine stance (anti-vaccine, pro-vaccine, oth-
er/neutral). The tweets were collected with vaccine-
specific Twitter queries between January 12, 2017,
and December 3, 2019 from U.S. based Twitter
users with then-active accounts. The dataset also
contains unlabelled historical vaccine-related (i.e.,
collected with the same queries) tweets from the
authors of the labelled tweets. Each tweet in the
dataset is represented with a user handle, times-
tamp, and the tweet content.

The task We frame the stance detection task in
our experiments as a binary text classification prob-
lem with the focus on detecting the anti-vaccine
content. The binarisation is, therefore, straightfor-
ward: we treat both the vaccine-positive and neutral
classes as a new (binary) negative class, with the
tweets labelled as vaccine-negative becoming the
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new positive class.

Filtering The dataset comes with retweets fil-
tered out (from both labelled and unlabelled data).
Additionally, we filter the labelled data based on
the availability of historical tweets – we only use
tweets from users that have at least four historical
tweets in the unlabelled portion of the dataset.

Preprocessing Since the focus of our experi-
ments is on text-content-based stance detection
in tweets, we set out to minimise the impact of
network-specific features creeping into this textual
content. We, therefore, normalise all user mentions
with a ‘USERNAME’ placeholder.

Data at a glance Our dataset after filtering con-
sists of 7,194 labelled tweets from 7,194 unique
users (794 positive class/vaccine-negative and 6400
negative class/vaccine-positive-or-neutral), with ev-
ery user in this dataset having at least 4 unlabelled
historical tweets.

Experiments and setup We split the data into
training and testing sets, with an 80–20 proportion.
The training tweets were posted prior to the test
tweets. In experiments where the historical tweets
are incorporated, they are incorporated both at train-
ing and testing time. For traditional baselines (lo-
gistic regression–LR–and SVM) we incorporate the
historical tweets by simply appending their text to
the text of the labelled tweet (so, the historical con-
text is modelled in the same BOW representation
as the labelled tweet). For transformer-based mod-
els (RoBERTa variants) the historical tweets are
appended after a SEP token (so, the labelled tweet
becomes Sentence A of the BERT input, while
the historical tweets are concatenated and fed as
Sentence B part of the input). The hyperparame-
ter tuning for LR and SVM was done with 3-fold
cross-validation with grid search. For BERT-based
models the hyperparameters for fine-tuning (batch
size, number of epochs, learning rate) were tuned
manually on a validation set (25% of the training
data). This manual tuning was performed once for
RoBERTa-base model with no historical tweets and
its results (batch size of 16, learning rate of 2e-5,
and 1 epoch of training) were applied directly to all
other experiments with BERT derivatives. For each
of the models we report results with no historical
tweets, and with 1, 2, 3, and 4 historical tweets
included in the training and inference.

We experiment with RoBERTa-base (henceforth

referred to as ‘plain RoBERTa’) model as a domain
agnostic BERT variant. We use a model trained
for sentiment detection on Twitter1 as a Twitter-
optimised initial checkpoint. We chose RoBERTa
variants over BERT due to more stable training and
higher effectiveness in our initial experiments.

For the more successful of the two RoBERTa
variants we run an additional experiment, where
the predictions are produced only with the 4 histor-
ical context (so, the text of the actual training/test
tweet is not used), to illustrate the predictive power
behind the historical tweets. All RoBERTa results
are averaged across 5 runs.

Where comparison are made between the results,
we use approximate paired randomisation test to
test for statistical significance of our findings. For
transformer-based models we use the predictions
resulting in median F1 score for significance test-
ing, where not stated otherwise.

Dealing with imbalance While imbalanced clas-
sification adds a layer of complexity to our task,
dealing with class imbalance is not our core focus.
We therefore deal with the skew in our training
dataset using standard approaches. In SVM and lo-
gistic regression we use regularisation inversely
proportional to class size. In RoBERTa mod-
els we oversample the minority (vaccine-negative)
class (10-fold). Both approaches yielded improve-
ments of effectiveness on a validation set in our
exploratory experiments, so we decided to incorpo-
rate them across the board.

4 Results

Our experiments on comparing different methods
and different levels of context are presented in Ta-
ble 1. We report precision, recall and F1-Score
on the minority class (vaccine-negative). We ob-
serve the best results for plain RoBERTa with
user-context incorporated by appending 4 historical
tweets. Improvements in classification effective-
ness can be seen across the board with incorpora-
tion of historical tweets, with linear models improv-
ing more, when compared to respective runs with
no user-context.

5 Discussion

Our results demonstrate that adding historical
tweets improves vaccine-negative stance detection

1cardiffnlp/twitter-roberta-base-sentiment-latest
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Method Precision Recall F1-Score

LogReg no HT 0.56 0.45 0.50
LogReg 1 HT 0.66 0.54 0.59
LogReg 2 HT 0.69 0.58 0.63
LogReg 3 HT 0.72 0.57 0.64
LogReg 4 HT 0.73 0.58 0.65

Lin. SVM no HT 0.58 0.31 0.40
Lin. SVM 1 HT 0.55 0.6 0.57
Lin. SVM 2 HT 0.64 0.58 0.61
Lin. SVM 3 HT 0.64 0.58 0.61
Lin. SVM 4 HT 0.69 0.61 0.65

RoBERTa no HT 0.67 ± 0.028 0.51 ± 0.027 0.58 ± 0.009
RoBERTa 1 HT 0.69 ± 0.024 0.56 ± 0.028 0.62 ± 0.019
RoBERTa 2 HT 0.72 ± 0.021 0.61 ± 0.034 0.66 ± 0.024
RoBERTa 3 HT 0.71 ± 0.015 0.66 ± 0.028 0.68 ± 0.010
RoBERTa 4 HT 0.74 ± 0.021 0.66 ± 0.038 0.69 ± 0.020

Twitter RoBERTa no HT 0.62 ± 0.027 0.51 ± 0.025 0.56 ± 0.007
Twitter RoBERTa 1 HT 0.68 ± 0.026 0.56 ± 0.009 0.61 ± 0.006
Twitter RoBERTa 2 HT 0.71 ± 0.014 0.57 ± 0.020 0.63 ± 0.016
Twitter RoBERTa 3 HT 0.71 ± 0.016 0.60 ± 0.022 0.65 ± 0.017
Twitter RoBERTa 4 HT 0.72 ± 0.026 0.63 ± 0.025 0.67 ± 0.008

RoBERTa only HT 0.49 ± 0.034 0.71 ± 0.021 0.58 ± 0.022

Table 1: Comparison of different classification methods.
HT stands for Historical Tweets.

in tweets, both for transformer-based and tradi-
tional ML models. Importantly, in our study the
benefits of incorporating user-context clearly out-
weigh the benefits of using domain-specific inter-
mediate training (compare, e.g., ‘RoBERTa no HT’
vs ‘RoBERTa 2 HT’ – with statistically significant
F1 improvement with p=0.004 – and ‘RoBERTa no
HT’ vs ‘Twitter RoBERTa no HT’, resulting in a
statistically insignificant decline in F1).

Interestingly, including the historical tweets lev-
els the field between linear models and Transform-
ers. Differences between either RoBERTa 4 HT
and logistic regression 4 HT are not statistically
significant for the RoBERTa models with median
F1 (although the plain RoBERTa model with the
highest F1 yields a ‘statistically significant’ im-
provement in an uncorrected test). We believe this
can be explained by the transformer-based models
being better at dealing with very sparse utterances
of single tweets (both RoBERTa models with no
HT are significantly more effective in terms of F1
than logistic regression without historical tweets;
p=0.01 and p=0.05, respectively). The presence of
additional contexts yields the dense representations
used by RoBERTa to ‘fill in the blanks’ less useful.

Improvements in effectiveness comparable are
in magnitude (although not directly comparable2)
to improvements attained using more specialised
models and user metadata on a super-set of the

2The authors of the cited work evaluated their methodology
in a multi-class setup, and without filtering for historical tweet
availability (thus, with more training data).

same data by Naseem et al. (2021). Harnessing
topic-specific historical tweets can be seen as an
alternative mechanism of user profiling, which ar-
guably carries lower risk of re-identification than
combining network feature, user metadata, and tex-
tual features.

The last row of Table1 reports an experiment
with a model exposed to historical context only,
both at training and testing. I.e., the task here can
be represented as predicting the stance of the next
tweet from a specific user, given their posting his-
tory on a specific topic (here, vaccines). Interest-
ingly, it seems to be the only recall-biased model in
our experiments, which indicates that the models
are more likely to mistake vaccine-positive/neutral
contexts for vaccine-negative contexts than they
are to mistake a vaccine-positive-or-neutral tweet
for a vaccine-negative one.

6 Limitations

The presented work constitutes an initial, ex-
ploratory step towards incorporating user-produced
context (historic posts) into a vaccine stance surveil-
lance pipeline. We only explore an artificial ver-
sion of the problem, where we look at artificial
user groups with 1 to 5 posts specific to the topic
of interest.

Another limitation of our work is relates to limi-
tations of current transformer-based classification
models, which can only be applied to texts of lim-
ited length. Our exploratory study does not offer
solutions towards incorporating broader historical
context in training and inference.

7 Conclusions and Future Work

We investigated the problem of vaccination stance
detection in Twitter using historical tweets by dif-
ferent Twitter users. We compared different text
classification methods to identify stance of users.
Our results point to a methodology to improve de-
tection effectiveness through improved data col-
lection pipeline for health-related social media in-
foveillance. We hypothesise that our strategy is
especially applicable in scenarios where the public
is highly polarised.

As future work, we will explore opportunities,
and difficulties, around the use of user-generated
context in experimental setup more similar to real-
world applications.
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Abstract

Event extraction is an important but challenging
task. Many existing techniques decompose
it into subtasks of event and argument de-
tection/classification, which are themselves
complex structured prediction problems.
Generation-based extraction techniques lessen
the complexity of the problem formulation and
are able to leverage the reasoning capabilities
of large pre-trained language models. However,
the large diversity of available event types
makes it hard for generative models to effec-
tively select the correct corresponding templates
to predict the structured sequence. In this paper,
we propose a task-conditioned generation-
based event extraction model, TCG-Event, that
addresses these challenges. A key contribution
of TCG-Event is a novel task conditioning
technique that injects event name information
as prefixes into each layer of an encoder-
decoder-based language model, thus enabling
effective supervised learning. Our experiments
on two benchmark datasets demonstrate the
strong performance of our TCG-Event model.

1 Introduction

Event extraction (Li et al., 2021a) aims at extracting
structured event records from unstructured text. For
example, as shown in Figure 1, event extraction
aims to map the sentence “Two homemade
pressure-cooker bombs are detonated remotely,
killing three and injuring some 260 others” to four
predefined event types, e.g., <event type: explosion,
trigger word: detonated, role:bomber: Tsarnaevs,
..., role:bomb: homemade pressure-cooker bombs,
role:place: Boston Marathon>, as well as other
events that are triggered by words killing, injuring
and lost limbs.

Event extraction is challenging because of the
diversity of natural language expressions and the
complexity of event structures. These challenges
become even more severe in sentences in which the

Figure 1: An illustration of the event extraction as a
structured generation, with introducing the event type
as the task-conditioning to prefix, the decoder can
selectively generate sequentialized event representation,
which is mentioned in the input text.

text generally contains more events. Currently, most
event extraction methods employ a decomposition-
based approach (Xu et al., 2021), i.e., decomposing
the structured prediction problem of a complex
event into classification over substructures, such as
trigger detection, entity recognition, and argument
classification. Many of these methods tackle the
subproblems separately, which requires additional
annotations for each stage (Paolini et al., 2021).
Furthermore, designing an optimal composition ar-
chitecture of different subtasks is very challenging.

Natural language generation techniques have
been successfully applied to several NLP tasks (Raf-
fel et al., 2020; Li et al., 2021b; Hsu et al., 2022).
They have inspired the use of controlled event
generation to tackle event extraction. These ap-
proaches use manually designed templates to wrap
input sentences and train a model for cloze-style
filling. The study by Lu et al. (2021) proposes to
generate linearised event records via a pretrained
encoder-decoder architecture combined with a
constrained decoding mechanism that alleviates the
complexity associated with template combination
when extracting multiple events. The advantage
of the approach of extraction-as-generation is the
removal of the need for fine-grained token-level
annotations, which are typically utilised in previous
event extraction approaches (Nguyen and Nguyen,
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2019), thus enjoying greater feasibility.
Structured prediction problems such as event

extraction usually assume an external schema to
format the output. In contrast, natural language
generation problems do not make this assumption.
Motivated by this distinction, we propose a novel
task conditioning technique that injects event type
information as prefixes on layers of the underlying
pretrained language model.

Our main contributions are as follows.

• We propose a novel task conditioning tech-
nique that dynamically injects event-type
information to both the encoder and decoder
of a pretrained language model.

• We carefully design a prefix-based injection
mechanism that incorporates cross-attention
to improve event extraction.

• We conducted extensive experiments in the
fully supervised setting on two benchmark
datasets. Our evaluation consistently shows
strong performance.

2 Related Work

Event extraction is the task of extracting structured
event records from unstructured text (Li et al.,
2021b; Shiri et al., 2021). Many approaches have
been proposed for sentence-level event extrac-
tion (Christopher Walker and Maeda, 2006), varies
from hand-designed features (Shen et al., 2021) and
neural-learned features (Zhang et al., 2021; Huang
and Peng, 2021). Yet many real-world applications
need event extraction (Frisoni et al., 2021; He et al.,
2021; Verspoor et al., 2016; Nguyen and Verspoor,
2019; Yang et al., 2021; Zhang et al., 2021; Huang
and Peng, 2021), in which the information of an
event may be mentioned in multi-sentences (Ebner
et al., 2019; Li et al., 2021c). Moreover, most of
works adopt decomposition strategies in event
extraction (Xu et al., 2021), which employ trigger
detection (Shen et al., 2021), entity recognition (Li-
son et al., 2020; Du et al., 2021), and argument
classification (Zhang et al., 2020). These decom-
position strategies showed high performance while
introducing more detailed annotation to model
training (Lu et al., 2021; Li et al., 2021b). Inspired
by the success of pretrained language models and
the corresponding natural language generation-
based paradigm for various NLP tasks (Raffel et al.,
2020; Li et al., 2021b; Hsu et al., 2022) tackle event

Figure 2: The event extraction task.

extraction as controlled event generation. (Hsu
et al., 2022) is an end-to-end conditional generation
method with manually designed discrete prompts
for each event type, which needs more human
effort to find the optimal prompt. To remove the
complexity of template combination in extracting
multiple events, Lu et al. (2021) proposed to
generate the event records directly with a pretrained
encoder-decoder architecture and a constrained de-
coding mechanism. This extraction-as-generation
approach does not require fine-grained token-level
annotations that are typically needed by previous
event extraction methods (Huang et al., 2021; Li
et al., 2021b). Liu et al. (2022) proposed a gener-
ative template-based event extraction method with
dynamic prefixes by integrating context information
with type-specific prefixes only to the encoder to
learn a context-specific prefix for each context. In
contrast, we inject event-type information into both
the encoder and the decoder. Particularly, we use
interactions between the event type information and
the context and inject it into the decoder.

3 Generation-based Event Extraction
Problem Definition. We denoteE andR as the set
of predefined event types and role categories, respec-
tively. An input sequence x := {x1,...,x|x|} com-
prises tokens xi, where |x| denotes the sequence
length. Given an input sequence, an event extraction
model aims to extract one or more structured events,
where each event is specified by (i) the event type
e∈E filled with the trigger word t from the sequence,
and (ii) the rolesRe⊆R filled with the correspond-
ing arguments from the sequence (see Figure 2).

Event Extraction as Generation. Given E and
R in the predefined event schema, generation-based
event extraction models generate a structured
sequence based on an input sequence constrained
by the schema (Lu et al., 2021).

The generated sequence is a linearised repre-
sentation of events mentioned in the sequence.
Specifically, given a text with token sequence x as
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input, a generation-based extraction model such as
TCG-Event outputs the linearised events represen-
tations y= ⟨y1,y2,...,y|y|⟩, where each event yi is
denoted by ⟨ei,ti,⟨ri,1,ai,1⟩,...,⟨ri,|r|,ai,|r|⟩⟩. The
angled brackets ⟨·⟩ are special tokens indicating
the sequence structure. The e ∈ E and t are the
event type and the trigger words (a subspan of the
sequence x); furthermore, ri ∈ R and ai denote
roles and arguments (subspans of the sequence x).

Architecture. Our TCG-Event model adopts a
Transformer-based encoder-decoder architecture
for event structure generation. TCG-Event outputs
the linearised event representation y for an input
sequence x. It first computes the hidden represen-
tation Hx = (h1,h2, ... ,h|x|) ∈ R|x|×d for each
token in the sequence via a multi-layer Transformer
encoder:

Hx=Encoder(x), (1)

where each layer of Encoder(·) is a Transformer
block (Vaswani et al., 2017) with the multi-head
self-attention mechanism.

Given the encoding Hx, the decoder generates
each token sequentially to produce the sequence of
events. At step t, the Transformer-based decoder
generates the token yt and hidden state ht as:

yt,ht=Decoder(yt−1;Hy<t ,Hx), (2)

where each layer of Decoder(·) is a Transformer
block, with both the self-attention to past hidden
states Hy<t ∈ R(t−1)×d during decoding and the
cross-attention to the encodingHx. The conditional
probability of the output sequence p(y|x) is then,

pθ(y|x)=
|y|∏

t=1

pθ(yt|y<t,x), (3)

where θ denotes the parameters of the Transformer-
based encoder-decoder model.

4 Task Conditioning in Event Generation

In this paper, we investigate how to best leverage
pre-trained large language models (LLMs) as the
backbone encoder-decoder model for event extrac-
tion.1 Using LLMs is nowadays part of standard
practice in NLP, as they lead to strong performance.

Given a labeled training datasetD, we investigate
how to best specialise the pre-trained LLM to the

1In our experiments, we make use of T5 (Raffel et al.,
2020), but our methods are applicable to other large pre-trained
encoder-decoder models as well.

Figure 3: A high-level illustration of three candidate task-
conditioning injection paradigm for encoder-decoder
models: fine-tuning, adapter-tuning, and prefix-tuning.
For each tuning type, each block represents a transformer
block in the pretrained language model, and the blue
blocks indicate the new-added parameters in the
pretrained model.

event extraction task via prefix-tuning (Li and
Liang, 2021). In this section, we show how to
effectively condition the generation process on the
event extraction task as well as the given sequence.
One may specialise the underlying LLM to the
event extraction task through other methods as well,
e.g. fine-tuning of the LLM parameters or adapters
injected to the encoder and/or decoder of the LLM
(see Figure 3). We show in our experiments that
prefix-tuning is more effective than those methods.

Our desiderata for prefix-conditioning of a
pre-trained LLM for event extraction are as follows.
It should enable the model to be aware of (i) the
candidate event schemas in the task, (ii) the specific
input sequence, and (iii) flexible schema modifica-
tions that may happen after the model is trained in
the real-world settings. In what follows, we explain
how we achieve these desiderata by producing
prefixes for the encoder and the decoder based on
the events of the task and the input sequence. See
Figure 4 for an overview of the framework.

Encoder Conditioning. We condition the
encoder on the event types of the underlying
event extraction task. Given the event types e =
{e1,e2,...,e|e|}⊆E for a task, we use the encoder to
get the encoding representation for the event types
He∈R|e|×d. We then combine these events repre-
sentations through a function fenc :R|k|×d 7→Rd′

to create the events conditioning context, i.e.

He=Encoder(e); he,enc=fenc(He) (4)

Since we assume each event type is equally
probable a priori, we use the pooling average
operator as fenc. The vector he,enc is used by
a prefix generation network genc to produce the
prefix. As shown in Figure 4, by± in fenc(.), we
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Figure 4: An illustration of our end-to-end framework TCG-Event, where the main architecture in the central is
a transformer-based encoder-decoder, the lower blocks represent the task-conditioning construction modules for
encoder and decoder respectively and the upper blocks represent the task-conditioning injection modules for encoder
and decoder respectively.

suggest that it is flexible to add or remove an event
type representation from task conditioning.

Decoder Conditioning. It is expected that the
representation of the instance could help the
downstream generation in the decoder. Hence we
use the representation of both the task and the input
sequence to create a prefix for the decoder.

Specifically, let Hx denote the representation
of the tokens of the input sequence x. We
combine the sequence representation Hx and
the task representation He through the function
fdec :R|e|×d×R|e|×d 7→Rd′×Rd′ as follows,

he,dec,hx,dec=fdec(He,Hx) (5)

where fdec is based on dot product-based cross-
attention, and he,dec ∈ Rd′ , hx,dec ∈ Rd′ are the
resulting fixed-dimensional vector summaries for
decoder conditioning.

Prefix Generation. We create the encoder prefix
Zenc and decoder prefix Zdec as follows,

Zenc=genc(he,enc)

Zdec=gdec([hx,dec;hx,dec])
(6)

where genc and gdec are both mapping function
g : R2×d′ 7→ Rk×|Hi|, where k is the length of
injected prefix and |Hi| is the number of parameters

of the ith injected prefix maintained in the Trans-
former architecture. With the injection of Zenc and
Zdec, the encoder and the decoder in Equations 1
and 2 are modified as follows:

Hx=Encoder(x;Zenc) (7)

yt,ht=Decoder(yt−1;Hy<t ,Zdec,Hx), (8)

where Zenc and Zdec can be thought as pseudo-
prefix tokens impacting the generation process (Li
and Liang, 2021).

Training and Inference We train the model by
minimising the negative log-likelihood loss:

θ∗=argmin
θ

∑

(x,y)∈D
logpθ(y|x,e) (9)

whereD is the training set, and

pθ(y|x,e)=
|y|∏

t=1

pθ(yt|y<t,x,e). (10)

For inference, we use constrained decoding (Lu
et al., 2021).

5 Experiments

We evaluate our TCG-Event model against a
number of recent strong models. In particular, we
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Dataset Event Type Argument Type Train Dev Test Instance Events per Instance

ACE05-EN 33 22 17,172 923 832 1-sent. Single/Multiple
RAMS 38 65 7,329 924 871 5-sent. Single

Table 1: Statistics of the event extraction datasets used in the paper, including the numbers of event types, argument
types, the type of instances, events per instance and number of instances in different splits.

evaluate it in the supervised learning setting for
both sentence-level and paragraph-level extraction
tasks to demonstrate the greater effectiveness of our
model in these challenging scenarios.

5.1 Evaluation setup

Datasets. We carry out experiments on two event
extraction datasets, including the sentence-level
dataset Automatic Content Extraction 2005
(ACE05-EN) (Christopher Walker and Maeda,
2006); as well as a paragraph-level dataset: Roles
Across Multiple Sentences (RAMS) (Ebner et al.,
2019). Statistics of the two datasets can be found
in Table 1. Note that we use the official splits of the
two datasets for better reproducibility. It is worth
noting that these datasets are challenging due to
three factors. (1) Context length: each instance in
ACE05-EN contains only one sentence, while in
RAMS, instances are paragraphs (five sentences).
(2) Event density: each instance in RAMS contains
only one event, while multiple events could be
present in one instance in ACE05-EN. (3) Data
scarcity: the amount of training data in ACE05-EN
is more than two times that in RAMS.

Evaluation Metrics. We employ the same
evaluation metrics used in previous work (Lu et al.,
2021; Lin et al., 2020), i.e. F1, precision and recall,
for both trigger extraction (Trig-C) and arguments
extraction (Arg-C).

Since TCG-Event is a text generation model, to
reconstruct the offset of predicted trigger mentions,
we consider the input sequence one by one to find
the matched utterance. Moreover, in the case of
argument mentions, we identify the trigger offset
as the nearest matched utterance to the predicted
trigger mention.

Baselines. We evaluate TCG-Event against three
groups of baselines which use different levels
of annotations of decreasing granularity: Both
token-level and entity-level annotation, Token-level
annotation, and Parallel text-record annotation.

Some methods utilize token annotations, in which
each token in an instance is annotated with event
labels, along with golden entity annotation to facili-

tate event extraction. Joint3EE (Lin et al., 2020) is a
multi-task model that jointly performs entity, trigger,
and argument extraction by shared Bi-GRU hidden
representations. DYGIE++ (Nguyen and Nguyen,
2019) is a BERT-based extraction framework that
models text spans and captures within-sentence and
cross-sentence context. GAIL (Zhang et al., 2019)
is an ELMo-based model that proposes a joint entity
and event extraction framework based on generative
adversarial imitation learning, which is an inverse
reinforcement learning method. OneIE (Lin et al.,
2020) introduces a classification-based information
extraction system that employs global features and
beam search to extract event structures.

Some other methods use token-level annota-
tion. TANL (Paolini et al., 2021), a sequence
generation-based method, tackles event extraction
in a trigger-argument pipeline. Multi-task TANL
is the extended version of TANL which transfers
structure knowledge from other tasks. BERT-QA
(Du and Cardie, 2020) and MQAEE (Li et al., 2020)
consider event extraction as a sequence of extractive
question answering problems.

Similar to Text2Event (Lu et al., 2021), we
use Parallel text-record annotation, which only
requires (instance, event) pairs without expensive,
fine-grained token-level or entity-level annotations.
As can be seen in an instance of such an annotation,
⟨“His two brothers were executed.”, {Type:
Injure, Trigger: tortured, ...}⟩, parallel text-record
annotation is the least demanding and thus more
practical annotation level. We compare our method
with Text2Event (Lu et al., 2021), which introduces
a sequence-to-structure generation model that
addresses the missing event structure issue via
constrained decoding.

Implementation Details We build our TCG-
Event method on the T5-base pretraind language
model and train it for 120 epochs with a learning
rate of 1e-4 and batch size of 8 for the supervised
setting. We also optimized TCG-Event using label
smoothing Szegedy et al. (2016) and AdamW
Loshchilov and Hutter (2017). The prefix length
is set to 20 for all experiments in Section 5.2.
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Models Annotation Arg-C Trig-C PLM
F1 P R F1 P R

Joint3EE (Nguyen and Nguyen, 2019) Token+Entity 52.1 52.1 52.1 69.8 68 71.8 -
DYGIE++ (Wadden et al., 2019) Token+Entity 48.8 - - 69.7 - - BERT-large
GAIL(Zhang et al., 2019) Token+Entity 52.4 61.6 45.7 72.0 74.8 69.4 ELMo
OneIE (Lin et al., 2020) Token+Entity 56.8 - - 74.7 - - BERT-large

BERT-QA (Du and Cardie, 2020) Token 53.3 56.8 50.2 72.4 71.1 73.7 2 x BERT-base
MQAEE (Li et al., 2020) Token 53.4 - - 71.7 - - 3 x BERT-large
TANL (Paolini et al., 2021) Token 47.6 - - 68.4 - - T5-base
Multi-Task TANL (Paolini et al., 2021) Token 48.5 - - 68.5 - - T5-base
Text2Event (Lu et al., 2021) Text-record 49.8 46.7 53.4 69.2 67.5 71.2 T5-base
TCG-EventFine tuning+Prefix Text-record 49.0 47.3 50.7 69.3 69.1 69.5 T5-base
TCG-EventFull Text-record 51.5 48.1 55.6 70.1 66.7 73.9 T5-base

Table 2: Experiment results for the fully supervised event extraction on ACE05-EN. PLM represents the pre-trained
language model used by each model. We use text-record annotation, which only provides (instance, event) pairs
without expensive, fine-grained token-level or entity-level annotations.

5.2 Main Results

We compare our TCG-Event model in the fully
supervised setting. The model evaluation is
organised by dataset characteristics: sentence-level
(ACE05-EN) and paragraph-level (RAMS).

Supervised Setting. In this setting, each model
is trained on the full training data of the respective
dataset. Table 2 presents the sentence-level event ex-
traction results on ACE05-EN. Note that except for
the last block, performance numbers of all baselines
are taken directly from Text2Event (Lu et al., 2021).

It can be observed from the table that our
TCG-Event model outperforms Text2Event on
F1 for both argument extraction and trigger
extraction. Moreover, our model surpasses the
generation-based baselines using token annotation
and achieves competitive performance with SOTA.

Sentence-level performance. As discussed
above, among all compared models, our TCG-Event
model, together with Text2Event (Lu et al., 2021),
is trained on parallel text-record annotations, the
weakest form of supervision. In contrast, the other
baseline models require token-level annotations
and entity annotations, which are more fine-grained
and expensive to collect. As expected, more
extensive training data induces stronger model
performance. The last column also shows that
the better-performing models make use of larger
pretrained language models (PLMs), such as
BERT-large. The larger capacity of these PLMs
also contributes to model performance.

Paragraph-level performance. Table 3 shows
the performance of the baseline (Text2Event), our

model TCG-Event and its different variants for
paragraph-level event extraction on the RAMS
dataset. The other models in Table 2 are sentence-
level and do not support this task. The majority of
baselines focus only on event argument extraction
from RAMS dataset, which did not handle triggers
(Li et al., 2021c; Liu et al., 2021; Lin et al., 2021).
Our model supports the joint extraction of both event
triggers and arguments from the RAMS dataset.

We can observe from the table that our full model
achieves the best F1 values for both argument
extraction (Arg-C) and trigger detection (Trig-C) on
RAMS. It is especially noteworthy that TCG-Event
achieves better performance advantages over
Text2Event.

The superiority can be attributed to a model
design. Our cross-attention mechanism filters
event-type tokens and argument tokens, allowing
the model to better handle long context. Detailed
analysis on the contributions of each model
component will be presented below.

5.3 Ablation Study
This section analyzes the effects of prefix encoder
conditioning, prefix decoder conditioning, prefix
cross-attention, and constrained decoding in
TCG-Event. We designed five ablated variants
based on T5-base:

• “w/o_encoder conditioning”: indicates TCG-Event
without prefix encoder conditioning.

• “w/o_decoder conditioning” indicates TCG-Event
without prefix decoder conditioning.

• “w/o_both conditioning” indicates TCG-Event
without both prefix encoder and prefix decoder
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Models Arg-C Trig-C
F1 P R F1 P R

Text2Event (Lu et al., 2021) 29.81 28.98 30.69 67.13 67.09 67.16

TCG-EventFull 30.88 31.07 30.70 68.42 68.31 68.54
TCG-EventAdapter 23.11 21.34 25.21 62.28 62.10 62.46
TCG-EventFine tuning+Adapter 30.00 29.95 30.05 67.62 67.27 67.97
TCG-EventPrefix 9.60 18.18 6.53 24.51 20.73 29.97
TCG-EventFine tuning+Prefix 30.53 30.19 30.89 65.87 65.17 66.59

Table 3: Results for supervised learning on the paragraph-level event extraction dataset RAMS.

Models
Arg-C Trig-C
F1 P R F1 P R

w/o_encoder conditioning 46.91 44.60 49.48 68.80 65.91 71.96
w/o _decoder conditioning 45.59 42.02 49.83 68.79 65.89 71.94
w/o _both conditioning 49.41 47.44 51.56 68.35 66.35 70.47
w/o_ constraint decoding 48.06 45.83 50.52 67.92 64.72 71.46
w/o_cross attention 49.10 45.01 53.99 68.77 64.84 73.20
TCG-Event-full 51.5 48.1 55.6 70.1 66.7 73.9

Table 4: The ablation study in the supervised learning
setting on the ACE05-EN dataset based on T5-base.

conditioning.
• “w/o_ constraint decoding” discards the constrained

decoding during inference and generates event
structures as an unconstrained generation
model.

• “w/o_cross attention” indicates TCG-Event
without prefix cross-attention.

Table 4 shows the results of the test set of ACE05-EN
for the supervised learning setting. We observe that:

• constrained decoding helps, but not too much;
• prefix encoder and decoder conditioning are

the most effective module id we use both of
them together.

Furthermore, as constraint decoding limits the argu-
ment and trigger words generated by the model, our
method does not suffer from hallucination problems.

5.4 Analysis

In this section, we conduct comprehensive studies
to analyze the design of our method from prefix
length perspectives.

Longer prefixes provide more task-conditioning
information to the model. Table 5 summarizes
the result of model performance of different prefix
lengths on the ACE05-EN dataset. As can be seen,
longer prefixes improve model performance on
Arg-C, while performance on Trig-C improves with
increases in prefix length until 20, after which F1
value plateaus. As longer prefixes demand more
model parameters, we set the prefix length to 20

Prefix Arg-C Trig-C

length F1 P R F1 P R

5 45.67 41.79 50.35 68.74 66.21 71.46
10 46.58 42.96 50.87 69.50 66.37 72.95
20 51.51 48.08 55.55 70.12 66.71 73.89
50 51.50 48.00 55.56 70.19 66.94 73.77
100 51.80 48.31 55.83 68.64 66.2 72.95

Table 5: Results for supervised learning on ACE05-EN
with different prefix lengths.

as a trade-off between model performance and
computational efficiency.

6 Conclusion

In this paper, we formulate the problem of event
extraction as a natural-language generation task.
We propose TCG-Event, a generation-based event
extraction technique that leverages large pre-trained
language models. A key component in TCG-Event
is a novel task conditioning technique that injects
event-type information into the model as prefixes.
The cross-attention mechanism in the prefix gen-
erator also facilitates effective long-text handling.
Extensive experiments on two benchmark datasets
demonstrate the effectiveness of TCG-Event, which
achieves state-of-the-art performance in event
extraction. On the challenging RAMS dataset,
TCG-Event outperforms the current best model.
For future work, we plan to further investigate new
mechanisms of injecting task-specific information.
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Abstract
Multi-hop reading comprehension requires not
only the ability to reason over raw text but
also the ability to combine multiple evidence.
We propose a novel learning approach that
helps language models better understand dif-
ficult multi-hop questions and perform “com-
plex, compositional” reasoning. Our model
first learns to decompose each multi-hop ques-
tion into several sub-questions by a train-
able question decomposer. Instead of answer-
ing these sub-questions, we directly concate-
nate them with the original question and con-
text, and leverage a reading comprehension
model to predict the answer in a sequence-
to-sequence manner. By using the same lan-
guage model for these two components, our
best seperate/unified t5-base variants outper-
form the baseline by 7.2/6.1 absolute F1 points
on a hard subset of DROP dataset.

1 Introduction

Multi-hop Reading Comprehension (RC) is a chal-
lenging problem that requires compositional, sym-
bolic and arithmetic reasoning capabilities. Facing
a difficult question, humans tend to first decom-
pose it into several sub-questions whose answers
can be more easily identified. The final answer to
the overall question can then be concluded from
the aggregation of all sub-questions’ answers. For
instance, for the question in Table 1, we can natu-
rally decompose it into three simpler sub-questions
(1) “return the touchdown yards”, (2) “return the
fewest of #1”, and (3) “return who caught #2”.
The tokens #1 and #2 are the answers to the first
and second sub-questions respectively. Finally, the
player with the touchdown of #2 is returned as the
final answer.

State-of-the-art RC techniques employ large-
scale pre-trained language models (LMs) such as
GPT-3 (Brown et al., 2020) for their superior rep-
resentation and reasoning capablities. Chain of

C First, Detroit’s Calvin Johnson caught
a 1-yard pass in the third quarter. The
game’s final points came when Mike
Williams of Tampa Bay caught a 5-yard.

Q Who caught the touchdown for the
fewest yards?

Q1 return the touchdown yards
Q2 return the fewest of #1
Q3 return who caught #2

A Calvin Johnson

Table 1: An example for reading comprehension. C is
the context, Q is a hard multi-hop question, and Q1,
Q2, Q3 are sub-questions annotated in BREAK dataset.
A is the answer to Q.

thought prompting (Wei et al., 2022) elicits strong
reasoning capability of LMs by providing inter-
mediate reasoning steps. Least-to-most prompt-
ing (Zhou et al., 2022) further shows the feasibility
of conducting decomposition and multi-hop rea-
soning, which happen on the decoder side together
with the answer prediction procedure. However,
compared to supervised learning models, both of
these methods rely on extremely large LMs with
tens and hundreds of billions of parameters to
achieve competitive performance, thus requiring
expensive hardware and incurring a large computa-
tion footprint.

Despite significant research on RC (Dua et al.,
2019; Perez et al., 2020), those questions that re-
quire strong compositional generalisability and nu-
merical reasoning abilities are still challenging to
even the state-of-the-art models (Ran et al., 2019;
Chen et al., 2020a,b; Wei et al., 2022; Zhou et al.,
2022). While decomposition is a natural approach
to tackle this problem, the lack of sufficient ground-
truth sub-questions limits our ability to train RC
models based on large LMs.

In this paper, we propose a novel low-budget
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(only 1‰ parameters of GPT-3) learning approach
to improve LMs’ performance on hard multi-hop
RC such as the Break subset of DROP (Dua et al.,
2019). Our model consists of two main modules:
(1) an encoder-decoder LM as a question decom-
poser and (2) another encoder-decoder LM as the
reading comprehension model. First, we train
the question decomposer to decompose a difficult
multi-hop question to sub-questions from a lim-
ited amount of annotated data. Next, instead of
solving these sub-questions, we train the reading
comprehension model to predict the final answer
by directly concatenating the sub-questions with
the original question. We further propose a unified
model that utilizes the same LM for both question
decomposition and reading comprehension with
task-specific prompts. With 9× weakly supervised
data, we design a Hard EM-style algorithm to iter-
atively optimise the unified model.

To prove the effectiveness of our approach, we
leverage two different types of LMs: T5 (Raf-
fel et al., 2020) and Bart (Lewis et al., 2020) to
build baselines and our variants. The experimen-
tal results show that without changing the model
structure, our proposed variant outperforms the
end-to-end baseline. By adding ground-truth sub-
questions, gains on the F1 metric are 1.7 and 0.7
using T5 and Bart separately. Introducing weakly
supervised training data can help improve the per-
formance of both separate and unified variants by
at least 4.4 point on F1. And our method beats the
state-of-the-art model GPT-3 by a large margin.

2 Related Work

Multi-hop Reading Comprehension mentioned
in this paper requires more than one reasoning or
inference step to answer a question. For example,
multi-hop RC in DROP (Dua et al., 2019) requires
numerical reasoning such as addition, subtraction.
To address this problem, Dua et al. proposed a
number-aware model NAQANet that can deal with
such questions for which the answer cannot be
directly extracted. NumNet (Ran et al., 2019) lever-
aged Graph Neural Network to design a number-
aware deep learning model. QDGAT (Chen et al.,
2020a) distinguished number types more precisely
by adding the connection with entities and obtained
better performance. Nerd (Chen et al., 2020b)
searched possible programs exhaustively based on
the ground-truth and employed these programs as
weak supervision to train the whole model.

Question Decomposition is the approach that
given a complex question, break it into several sim-
ple sub-questions. These sub-questions can also be
Question Decomposition Meaning Representation
(QDMR) (Wolfson et al., 2020) for complex ques-
tions. Many researchers (Perez et al., 2020; Geva
et al., 2021) have been trying to solve the problem
by incorporating decomposition procedures. For
example, Perez et al. (2020) propose a model that
can break hard questions into easier sub-questions.
Then, simple QA systems provide answers of these
sub-questions for downstream complex QA sys-
tems to produce the final answer corresponding to
the original complex question. Fu et al. (2021) pro-
pose a three-stage framework called Relation Ex-
tractor Reader and Comparator (RERC), based on
complex question decomposition. Different from
these approaches, we aim to improve the multi-
hop capability of current encoder-decoder models
without dedicated pre-designing the architecture.

Language Models like BERT (Devlin et al.,
2019), GPT families (Radford et al., 2018, 2019;
Brown et al., 2020), BART (Lewis et al., 2020)
and T5 (Raffel et al., 2020) are demonstrated to be
effective on many NLP tasks, base on either fine-
tuning or few-shot learning (Wei et al., 2022; Zhou
et al., 2022), even zero-shot learning. However,
LMs suffer a lot from solving multi-hop questions
and logic reasoning and numerical reasoning prob-
lems. Although some research (Nye et al., 2021;
Wei et al., 2022) has conducted experiments on
either simple or synthetic datasets and shown the
effectiveness, Razeghi et al. (2022) indicates that
the model reasoning is not robust enough.

Recently, Dohan et al. (2022) points out that
prompted models can be regarded as employing
a unified framework a language model cascade.
From the perspective view of probabilistic program-
ming, several recent literature (Wei et al., 2022;
Zhou et al., 2022) are formalized. In this paper,
we also treat our whole process as a probabilistic
model that is consistent to Dohan et al. (2022).

3 Complex Question Answering Through
Decomposition

Our focus in this work is on complex questions
requiring multi-hop reasoning. As such, our ap-
proach consists of the following two steps:

1. The complex question is decomposed to a se-
quence of sub-questions. The decomposition
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Figure 1: Our model structure on complex reading comprehension through question decomposition. Step 1:
Question Decomposer generates a sequence of sub-questions; Step 2: RC component predicts the answer based on
question, sub-questions and the given context. The context of this given example is truncated.

of the question is performed by the question
decomposer component of our system.

2. The model produces the answer to the com-
plex question leveraging the generated sub-
questions to provide guidance to the reason-
ing of the system. This is performed by the
reading comprehension component.

We use LMs such as T5 and Bart as the back-
bone1 for both question decomposer and the read-
ing comprehension (Figure 1). We present several
variants of our model, depending whether the mod-
els for the above two steps are either separate or
unified using multitask learning. As we have the
ground truth question decomposition for only a
subset of the training data, we treat the missing
decompositions as latent variables. We then pro-
pose an algorithm based on Hard-EM (Neal and
Hinton, 1998) for learning the model. The rest of
this section provides more details.

Probabilistic Model. Given a question Q and a
C context pair, our system generates the answer A
according to the following probabilistic model:

Pθ(A|Q,C) =
∑

Z

Pθ(A,Z|Q,C) (1)

=
∑

Z

P dc
LM(Z|Q)× P rc

LM(A|Q,C,Z) (2)

where Z denotes the unobserved decomposition
of the question, P dc

LM(Z|Q) 2 denotes the ques-
tion decomposer (operationalised based on one spe-

1Our approach is general, and it can be used with other
pre-trained seq2seq models and language models as well.

2We have made the following independence assumption:
P dc

LM(Z|Q) ≈ P dc
LM(Z|Q,C).

cific LM), and P rc
LM(A|Q,C,Z) denotes the read-

ing comprehension component. In principle, the
P dc

LM and P rc
LM components can be constructed using

different models, so the parameters θ of the whole
probabilistic model consists of those for these two
models. This is denoted by the separate variant.

We further investigate using the same LM for
both the question decomposer and reading com-
prehension component, which we denote by the
unified variant in the experiments. In this case, the
probabilistic model parameter θ consists of only
one set of parameters corresponding to the under-
lying model.

Question Decomposer. To obtain high-quality
sub-questions, we first train a question decomposer
P dc

LM to break down difficult multi-hop questions,
i.e., the first term in Equation 2. It learns the decom-
position based on QDMRs (Wolfson et al., 2020).
We only use the specific partition on the DROP
dataset (Dua et al., 2019) and treat QDMRs as sub-
questions. These sub-questions only cover around
10% QA pairs in DROP. Therefore, we need to
predict decompositions for the rest of the dataset.
More details will be revealed in Section 4.

Formally, given a multi-hop question Q, the
question decomposer P dc

LM generates the sub-
questions Z := {Q1, Q2, ..., Qs}. Intuitively, We
treat it as a seq2seq learning problem: our input
to the encoder is “<PARSE>Q”, where <PARSE>
is a special token. The decoder then generates
tokens of the sub-questions in auto-regressive
way “<subQ>Q1<subQ>Q2<subQ> . . . Qs”, where
<subQ> is a special token 3.

3We employ the greedy search algorithm to generate the
sub-questions Z. However, one can leverage other strategies
like beam search to make more than one predictions.
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Algorithm 1 Learning with Hard-EM

Require: an initial pre-trained LM M ; the full
reading comprehesion dataset D1; the subset
with sub-question annotations D2.

1: Train M on D2 to get M0

2: for iter in N iters do
3: For all D = D1 \ D2 employ M iter−1 to

predict sub-questions and get Diter

4: Retrain M iter−1 on all examples: D2 ∪
Diter, get updated model M iter

5: end for

Reading Comprehension Component. To fur-
ther obtain answers based on the question and gen-
erated sub-questions, the reading comprehension
component P rc

LM generates the answer A, i.e., the
second term in Equation 2. In stead of directly an-
swering all the sub-questions given by the trained
question decomposer, we train our RC compo-
nent to predict the final answer in a sequence-to-
sequence way.

Formally, given a multi-hop complex question
Q and the corresponding sub-questions Z :=
{Q1, Q2, ..., Qs} generated by a trained ques-
tion decomposer, our input to the RC encoder
is “<QUESTION>Q<subQ>Q1 . . . <subQ>Qs<CONTEXT>C”,
where <QUESTION> and <CONTEXT> are special to-
kens. In other words, we concatenate the multi-hop
question and all the sub-questions, together with
the context as the input to our RC component. The
decoder then generates the tokens of the answer
autoregressively.

Training and Inference. The training objective
of our model is

L =
∑

(Q,C,A)∈D1\D2

logPθ(A|Q,C)+

∑

(Q,C,Z∗,A)∈D2

logPθ(A,Z∗|Q,C),
(3)

where Z∗ denotes the ground truth decomposition
available only for the subset of the training data
referred to by D2. The first term of the training
objective involves enumerating over all possible
latent decompositions, which is computationally
intractable. Therefore, we resort to Hard-EM for
learning the parameters of our model (see Algo-
rithm 1) for the unified variant. We found taking 10
iterations of the Hard-EM algorithm to be mostly

Proportions 1% 5% 10% 50% 100%
BLEU 39.08 44.76 47.74 50.12 54.69

Rouge-1 77.49 81.75 83.12 84.76 85.67
Rouge-2 57.00 62.83 64.97 66.94 68.61
RougeL 67.78 72.65 74.37 76.55 77.43

RC
EM 26.0 26.5 27.0 27.8 27.2
F1 31.3 31.3 31.6 32.2 32.0

Table 2: Experimental results of the Bart based question
decomposer: (1) Row 1-4 show intrinsic metrics for
the question decomposition by using different propor-
tions of training instances. (2) Row 5-6 show extrinsic
metrics of the RC model by using the corresponding
decomposer generated sub-questions.

sufficient for learning model parameters in our ex-
periments.

For the separate variant, i.e., using two differ-
ent LMs for P dc

LM and P rc
LM, we train the question

decomposer on D2, and then train the reading com-
prehension component on D2 as well as D1 \ D2

augmented with the generated decomposition Z.
We also compare with training the reading compre-
hension component on D2 only, in the experiments.
During inference time, we first generate the ques-
tion decomposition Z̃ according to P dc

LM, and then
use Z̃ in P rc

LM to generate the answer.

4 Experiments

4.1 Dataset
We consistently use the same notations as in Algo-
rithm 1.

• D1: the DROP dataset (Dua et al., 2019) that
contains 77,400/9,536 question (Q) answer
(A) training/testing pairs for the reading com-
prehension component.

• D2: the BREAK dataset (Wolfson et al.,
2020) 5 that contains 7,683/1,268 question
(Q) decomposition (Z∗) training/testing pairs
for the question decomposer 6.

• D = D1 \ D2: the difference set between D1

and D2 that contains only question answer
pairs without ground-truth decomposition.

• Diter: D with decomposition (Z) generated
by the trained question decomposer.

5The full BREAK dataset Wolfson et al. (2020) annotated
is a combination of many datasets including DROP. In this
paper, we only use the DROP partition of the original BREAK.

6This subset of DROP contains the corresponding answers
for each question. Therefore, we also use it to evaluate the RC
component in our experiments.
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LMs t5-small t5-base
Proportions 1% 4 5% 10% 50% 100% 1% 5% 10% 50% 100%

BLEU 11.21 44.50 50.44 60.15 62.73 34.86 52.98 57.3 62.18 64.40
Rouge-1 43.00 76.93 81.53 87.25 88.59 70.66 84.16 85.77 88.50 89.27
Rouge-2 28.18 59.13 64.33 72.60 74.76 50.57 66.86 70.24 74.24 75.72
RougeL 39.22 68.92 73.66 79.99 81.57 62.10 75.49 78.07 81.20 82.53

RC
EM - 28.9 29.9 29.0 29.0 33.7 34.3 34.3 34.6 34.8
F1 - 33.0 34.0 33.2 33.1 37.8 38.4 38.5 38.5 38.6

Table 3: Results of the T5 based question decomposer (left-half: t5-small, right-half: t5-base): (1) Row 1-4 show all
intrinsic metrics to evaluate the question decomposer by using different proportions of training instances. (2) Row
5-6 show extrinsic metrics of the RC component by using the corresponding decomposer generated sub-questions.

Note that every question (Q) is associated with a
specific context (C). With all question decomposi-
tion labelled, D2 is actually a subset of D1 and is
more challenging.

4.2 Backbone and Evaluation Metric

There are three LMs of different types and sizes
we employ as backbones in this paper: (1) t5-small
(60M parameters), (2) t5-base (220M parameters),
(3) bart-base (140M parameters). We also employ
GPT-3 (175B parameters) as it is the current state-
of-the-art language model in a various of natural
language processing tasks.
Sub-question Decomposition We train and evalu-
ate our question decomposer using D2, which was
proposed to better understand difficult multi-hop
questions. We report BLEU (Papineni et al., 2002)
and Rouge (Lin, 2004) scores to show the intrinsic
performance of the decomposer.
Reading Comprehension We evaluate our RC
model on D2. For the Hard-EM approach, we have
D1 \ D2 as weakly supervised data. We report F1
and Exact Match(EM) (Dua et al., 2019) scores in
the following experiments.

4.3 Results on Decomposition

Based on Bart and T5, Table 2 and Table 3 respec-
tively show the experimental results of the ques-
tion decomposers. To comprehensively show their
performance, we conducted two aspects of experi-
ments including intrinsic decomposition evaluation
and extrinsic RC evaluation.

Intrinsic Evaluation We first evaluate the qual-
ity of sub-questions generated by different question
decomposers. In this part, intrinsic metrics, BLEU
and Rouge scores, are shown in the first four rows
of Table 2 and Table 3. And also we show the
results of five decomposers trained on different pro-

portions (1%, 5%, 10%, 50%, 100%) of the BREAK

datasetD2’s training data. All these evaluations are
conducted on the same validation set of D2.

Comparing column-by-column, we find that
with more training data, both question decomposers
achieve a better performance for both BLEU and
Rouge. We also note that the rate of improvement
of these metrics becomes slower when more data is
added (e.g. 1% to 5% and 10% to 50%). Therefore,
we posit that with more training data, the perfor-
mance of the decomposer will not improve due to
the capability of the LM model.

Extrinsic Evaluation Since the eventual usage
of the generated sub-questions is to improve the RC
component, we conduct a RC performance com-
parison experiments to see how can the quality of
these sub-questions influence the downstream RC
task. Also like the intrinsic evaluation, we show the
results based on decomposers trained on different
proportions of D2 by using two extrinsic metrics:
EM and F1. All the evaluations are conducted on
the same validation set of D2.

To clarify our settings in this part, we don’t em-
ploy the ground-truth sub-questions from D2. In-
stead, we employ the sub-questions generated by
five question decomposers for the RC component to
predict answers. As the last two rows of both Table
2 and Table 3 show, both EM and F1 scores show
a gradually increasing trend when more training
instances are used to train the question decomposer.
With more parameters, t5-base tends to have a bet-
ter performance than t5-small.

4.4 Results on Reading Comprehension

Table 4 shows the experimental results for the
downstream RC task. We show two baselines in the
first place: “bart-base” and “t5-base”. Without tak-
ing sub-questions as input, both are trained on the
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Backbone Variant Training Set F1 EM
baselines
bart-base (Lewis et al., 2020) - D2 30.9 27.1
t5-base (Raffel et al., 2020) - D2 37.9 33.9
our bart-base variants
w/ predicted sub-questions separate D2 32.0 27.2
w/ ground-truth sub-questions separate D2 33.2 29.0
w/ ground-truth sub-questions separate D2,D1 45.0 40.5
w/o Hard-EM unified D2,D1 44.2 39.9
w/ Hard-EM unified D2,Diter 44.3 40.0
our t5-base variants
w/ predicted sub-questions separate D2 38.6 34.8
w/ ground-truth sub-questions separate D2 39.6 35.6
w/ ground-truth sub-questions separate D2,D1 45.1 40.8
w/o Hard-EM unified D2,D1 38.8 34.9
w/ Hard-EM unified D2,Diter 44.0 40.1
GPT-3 (zero-shot) - - 15.7 4.6
GPT-3 (few-shot) - - 34.9 27.0

Table 4: Overall results for baselines, our separate and unified variants. All models are evaluated on the same test
set from D2.

BREAK dataset D2. Based on these vanilla mod-
els, we show our separate and unified approaches
that use “bart-base” and “t5-base” as backbones
separately in Table 4.

4.4.1 Separate Variant
Our separate variants are base on the architecture
in Figure 1. In Table 4, we have three separate
variants based on each backbone for comparison.
Taking t5-base as one example, comparing to the
t5-base, using predicted sub-questions achieves
a 0.7-point gain of F1 score. Meanwhile using
ground-truth sub-questions, our model outperforms
the t5-base by 1.7 points of F1 score. The same
improvement can be also concluded from the bart-
base model. They employ D2 for training but their
testing sets are different: predicted one use gen-
erated sub-questions while ground-truth one use
sub-questions from D2. The reason why our ap-
proach is more effective than the baseline model
is that concatenating sub-questions can give LMs
hints on the reasoning procedure, which helps LMs
produce step-by-step thoughts implicitly.

Furthermore, we add D1 as the training set to
train our seperate model. As it shows in Table 4,
this kind of separate variants show the overall best
performance since we have two sets of parameters
separately learning question decomposition and
reading comprehension. Compared to t5-base, the

bart-base variant shows a higher performance gain
that proves the effectiveness of our method.

4.4.2 Unified Variant
Our unified variants are base on the architecture in
Figure 1 and one single model is used to train on
both steps. In Table 4, the last two rows of each
variants show the performance of our unified vari-
ant. Without the Hard-EM algorithm, performing
multi-task learning achieves a 0.9 point improve
over the T5 baseline. However, it shows a perfor-
mance drop when compared to the separate vari-
ant with ground-truth sub-questions. This can be
caused by the enlarged dataset and the additional
decomposition work the unified variant need to
handle.

When more training data is provided (i.e.D1 and
Diter), though without ground-truth sub-questions,
the unified variants substantially outperforms the
baselines by 10.1 and 6.1 points over bart-base
and t5-base model. Furthermore, when compared
with the best separate variants, our unified models
also show comparable performance on both F1 and
EM metrics. Based on the observations of the last
three rows of each backbone, it can be concluded
that introducing more weakly-supervised training
data can significantly help our model address the
original difficult multi-hop RC task.

We also include another evaluation of employ-
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Context Question GPT-3
(few-shot)

bart-base
separate
(best)

ground-
truth
answer

... notably striking out Julio Franco, at the
time the oldest player in the MLB at 47
years old; Clemens was himself 43. In the
bottom of the eighteenth inning, Clemens
came to bat again...

Which player play-
ing in the 2005 Na-
tional League Di-
vision Series was
older, Julio Franco
or Roger Clemens?

Julio
Franco
(✓)

Julio
Franco
(✓)

Julio
Franco

... Nyaungyan then systematically reac-
quired nearer Shan states. He captured
Nyaungshwe in February 1601, and the
large strategic Shan state of Mone in July
1603, bringing his realm to the border of
Siamese Lan Na. In response, Naresuan of
Siam marched in early 1605 to ...

How many years
after capturing
Nyaungshwe
did Nyaungyan
capture the large
strategic Shan
state of Mone?

3 years
(✗)

2 (✓) 2

Kannada language is the official language
of Karnataka and spoken as a native lan-
guage by about 66.54% of the people as
of 2011. Other linguistic minorities in the
state were Urdu (10.83%), Telugu language
(5.84%), Tamil language (3.45%), ...

How many in per-
cent of people for
Karnataka don’t
speak Telugu?

66.54%
(✗)

94.04%
(✗)

94.16%

A 2013 analysis of the National Assessment
of Educational Progress found that from
1971 to 2008, the size of the black-white
IQ gap in the United States decreased from
16.33 to 9.94 IQ points. It has also con-
cluded however that, ...

How many IQ
points did the
black-white IQ
gap decrease
between 1971 and
2008?

16.33 (✗) 0.9 (✗) 6.39

Table 5: Correct and incorrect outputs from GPT-3 and our separate variant. Correct and Wrong supporting facts
are annotated in the context using the corresponding color. Correct and wrong answer predictions are also marked
with ✓and ✗ (the table is best seen in colours).

ing GPT-3, which is the state-of-the-art language
model on many tasks and also in a large parameter
scale (175B). The results are shown by last two
rows in Table 4. Based on the experimental results,
GPT-3 cannot even beat two baseline models un-
der the zero-shot learning paradigm, which again
shows the complexity and challenging of the task.
When provided with several exemplars, it can eas-
ily outperform the bart-base model by 2.4 points on
F1 score. However, even with ×1000 parameters,
GPT-3 is still far behind to our best variants by 10.2
F1 points.

5 Analysis and Discussions

5.1 Qualitative Analysis

In this section, we will further discuss some real-
life cases generated by our proposed variants from
the dataset. In Table 5, the first row shows a com-

parison question and both GPT-3 and our bart-base
separate model can produce the correct answer.
However, when the question requires some arith-
metic operations, such as addition or subtraction,
the GPT-3 model would fail to answer correctly.
Our model can handle this as shown by the second
row.

There are two types of failures from our vari-
ants: one is that our model cannot handle unseen
numbers, and the other is arithmetic between float
numbers. The unseen number case happens in the
third row of Table 5. Asking for the number of
a complement set, though the number 94.04% is
wrongly predicted by our model, it is more close
to the ground-truth (94.16%) when compared to
the GPT-3, which directly predict an wrong evi-
dence annotated with red color. Furthermore, the
last row shows a subtraction question between two
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overlaps 0 ∼ 25% 25% ∼ 50% 50% ∼ 75% 75% ∼ 100%

uni-grams

bart-base - 0 25.7 27.4
unified - 0 32.9 40.2
separate - 0 35.7 41.3
GPT-3 - 100.0 35.7 26.4

bi-grams

bart-base - 16.7 23.6 28.2
unified - 33.3 29.1 41.9
separate - 50.0 28.6 43.2
GPT-3 - 44.4 29.1 26.2

tri-grams

bart-base 22.2 20.5 25.5 29.3
unified 38.9 26.2 32.3 45.1
separate 50.0 30.0 33.4 45.9
GPT-3 50.0 28.0 25.8 26.8

Table 6: EM scores separately computed based on overlaps of sub-questions n-grams between training set and
testing set on D2. Four models listed in this table are: the bart-base baseline, the best performed separate model,
the best performed unified model

float numbers. Different from integer number sub-
traction in the second row, it is much harder to
compute this arithmetic for language models. Tra-
ditionally, some symbolic methods can handle this
problem very well. Tackling these problems can be
interesting future work directions.

5.2 Quantitative Analysis

We look into details of D2 from the perspective of
sub-question n-grams for both training and testing
data. Intuitively, given one instance from the test
set, more n-grams overlap it shows with the train-
ing set, higher the EM and F1 scores. Therefore,
we further conducted the analysis and list all the
statistics in Table 6.

We calculate for uni-grams, bi-grams and tri-
grams for four models: bart-base baseline, the best-
performed separate and unified variants proposed
in Section 3 and GPT-3 with few-shot learning. The
overlaps we choose is four intervals using percent-
ages to represent. For example, 0 ∼ 25% overlap-
ping on bi-grams means that the test instance have
this proportion of bi-grams overlaps with all the
training instances. Note that there is no overlapping
for uni-grams and bi-grams in 0 ∼ 25%.

In Table 6, we report the EM score (F1 score
shows the similar results). The bart-base model
show a tendency that with more overlaps across all
n-grams, the performance will increase, which is
consistent with our assumption. However, on the
contrary, GPT-3 model show a reverse tendency
that is probably due to the pre-trained corpus that
shares far less n-grams with the test set. This char-

acteristic improves the compositional generalisa-
tion ability as it outperforms the baseline model on
the low-overlapping part of test set. Both of our
separate and unified variants show overall improve-
ments over the bart-base baseline. In particular, the
first and second columns also show our model can
better handle the low-overlapping questions, even
without performance drop on the high-overlapping
questions (50% ∼ 100%). This experiment can
further prove the compositional generalisation of
our method is comparable to GPT-3.

6 Conclusion

We propose a two-step process for multi-hop read-
ing comprehension task. The first step involves a
question decomposer that maps a difficult multi-
hop question into several sub-questions. The sec-
ond step is to train a reading comprehension model
based on (question, sub-questions, paragraph, an-
swer) tuples. With the addition of sub-questions,
our bart-/t5-base variants outperform the baseline
model by 2.3/1.7 using ground truth sub-questions
and 1.1/0.7 using generated ones on F1 score.
Based on the hard-EM paradigm, large positive
gains of another 11.1/4.4 point on F1 by the uni-
fied multi-task learning bart-/t5-base models shows
the effectiveness of introducing weakly supervised
training data. By further analysing the predicted
examples and dataset, we also found our model can
make a more comprehensive improvement com-
pared with the SOTA GPT-3 model. But some
problems like handling unseen numbers still exist
and will be our future research directions.
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Abstract

APPRAISAL is widely used by linguists to
study how people judge things or people. Au-
tomating APPRAISAL could be beneficial for
use cases such as moderating online com-
ments. In 2020, the Australasian Language
Technology Association (ALTA) organised a
shared task to classify a branch APPRAISAL,
which involves how humans judge other hu-
mans (JUDGEMENT). It proved to be a dif-
ficult task as the best performing system ob-
tained an F1 = 0.155. In this work, we hypoth-
esise that JUDGEMENT and APPRECIATION
branches in APPRAISAL are similar to opinion
in Aspect-Based Sentiment Analysis (ABSA)
tasks, as such we can leverage on ABSA opin-
ion extraction techniques to further improve
the performance of automated approaches for
identifying JUDGEMENT and APPRECIATION.
We evaluated the performance of six different
ABSA models on two publicly available AP-
PRAISAL data sets (biographies and psycho-
logical evaluation) by training them on exist-
ing ABSA SemEval data sets. Our results
show that there is an overlap between opinion-
extraction and APPRAISAL task, as we ob-
tained F1 = 0.623 on biographies data set and
0.414 on psychological evaluation data set.
However, we cannot be certain if our findings
can be extended across other APPRAISAL data
sets due to the challenges in annotating and the
availability of these data sets.

1 Introduction

In 2020, ALTA organised a shared task challenge
aimed to classify how humans judge other humans
using a well-known linguistic taxonomy known
as APPRAISAL (Martin and White, 2005) auto-
matically. APPRAISAL allows linguists to evalu-
ate language in a social context such as identify-
ing and understanding how people make judge-
ments about people and objects (ATTITUDE) (Mar-
tin and White, 2005). The taxonomy is commonly

used by Systemic Functional linguists to analyse
the language choices and attitudes used by writ-
ers and speakers (Chen, 2022) in various mediums
(Starfield et al., 2015; Ross and Caldwell, 2020;
Su and Hunston, 2019).

Identifying ATTITUDE-bearing words can help
to reduce the workload of moderators such as in
online forums and Facebook by analysing the lan-
guage that is being used and flagging it to moder-
ators to be reviewed if there are any legal implica-
tions based on the APPRAISAL taxonomy (Steiger
et al., 2021).

Although, there were two winners declared for
the ALTA 2020 Shared Task challenge, the task
proved to be difficult as the best-performing team
only obtained an F1 score of 0.155 (Mollá, 2020).
The main reason for poor scores was the size of
data set (N = 300): too small for automated meth-
ods to generalise from properly. A lot of the larger
APPRAISAL data set is not publicly released, thus
making it difficult for automated approaches to be
be built.

However, there might be a solution for us to
tackle this problem without the need of a large data
set. Recently, Su and Hunston (2019), proposed
that JUDGEMENT and APPRECIATION should be
treated as opinions and AFFECT as emotions. Su
and Hunston (2019), then provided qualitative ex-
amples to illustrate how JUDGEMENT and APPRE-
CIATION can be viewed as opinions. Inspired by
the findings of Su and Hunston (2019), we are in-
terested in investigating this area, particularly if
we can apply existing aspect-based opinion tech-
niques to tackle this problem.

We argue that if the combination of the JUDGE-
MENT and APPRECIATION branches is the same as
opinion, then the current ABSA opinion extraction
techniques and models are applicable and there-
fore can be applied. BARTABSA is the current
state of the art for ABSA’s triplet extraction task.
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BARTABSA has achieved the highest F1 score in
the triplet extraction task, which is 0.7246 on the
laptop data set.1 Thus, we are interested if we can
use these existing models to identify JUDGEMENT

and APPRECIATION-bearing words.
Our experimental results suggest that there is

an overlap between JUDGEMENT and APPRECIA-
TION words with the ABSA task. Existing ABSA
models, that were trained on SemEval data sets,
does perform reasonably well on JUDGEMENT

data sets (F1 = 0.623 on biographies, F1 = 0.414
on psychological evaluation).

2 Related Work

The APPRAISAL taxonomy consists of three main
branches: ATTITUDE, ENGAGEMENT and GRAD-
UATION. ATTITUDE expresses the current state
of the person who wrote the text or uttered it—
it consists of three subcategories: AFFECT (which
represents the feeling of the author), JUDGEMENT

(which describes the author’s opinion of another
person or object) and APPRECIATION (which rep-
resents the author’s opinion on the quality of an
object). ENGAGEMENT reflects probability or
possibility (i.e., perhaps, seems). GRADUATION

expresses the meaning of a term gradated by an
adjective. These APPRAISAL attributes are often
expressed with polarity and orientation. Polarity
describes the tone of the sentence (i.e., negative,
positive or neutral) whereas orientation explores
how a sentence is weakened or strengthened (i.e.,
very/few/a lot).

To illustrate, consider the appraisal analysis of
the sentence ‘Robin Hood gave a sly grin’. It de-
scribes the appraiser (i.e., the person who wrote
it), their attitude, what it is being appraised, and
their polarity.

Appraiser : Writer
Appraised : Robin Hood
Attitude : sly (JUDGEMENT)
Polarity : Negative

Extracting this detail of information can be
challenging, but some tasks (such as polarity ex-
traction) have already been tackled in sentiment
analysis (Kanayama and Nasukawa, 2006). Here,
we narrow our focus to extracting ATTITUDE-
bearing words, as we are interested in quantifying
the changes proposed by Su and Hunston (2019),
to determine if we could use opinion-extraction

1https://paperswithcode.com/paper/
a-unified-generative-framework-for-aspect
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(a) ATTITUDE branch of APPRAISAL taxonomy by (Martin
and White, 2005).
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(b) Proposed change in ATTITUDE branch by (Su and Hun-
ston, 2019).

Figure 1: The proposed change in ATTITUDE branch of
APPRAISAL taxonomy (ATTITUDESu) by (Su and Hun-
ston, 2019) and its comparison with the original ATTI-
TUDE by (Martin and White, 2005).

from ABSA to extract the opinion. From Figure
1, we can see that JUDGEMENT and APPRECIA-
TION are seen as opinions and AFFECT is seen as
emotions. This is the key difference from the orig-
inal taxonomy of Martin and White (2005). ATTI-
TUDESu will be used to represent the new change
proposed by Su and Hunston (2019) and we are
narrowing our focus to the opinion branch of AT-
TITUDESu. Although numerous works have at-
tempted to automatically categorise APPRAISAL

(Argamon et al., 2007; Bloom and Argamon,
2010; Whitelaw et al., 2005; Neviarouskaya et al.,
2010; Taboada et al., 2011), including the 2020
ALTA Shared Task, most of the previous work
has focused on identification at the sentence level
rather than at the word level (Argamon et al., 2007;
Bloom and Argamon, 2010).

As ABSA is used to identify aspects, opinions,
and polarity. It would be interesting to explore
if ABSA can be used in our case. We hypothe-
sise that it may be possible to use triplet extraction
for JUDGEMENT and APPRECIATION. However,
the current sets of publicly available APPRAISAL

data sets (Su and Hunston, 2019; Mollá, 2021)
only label the ATTITUDE and not the APPRAISED

(aspect). Annotating APPRAISAL is not straight-
forward as experts with a linguistic background
are likely to be needed to do so (Parameswaran
et al., 2022)—and so crowdsourcing (Standing and
Standing, 2018) is likely to yield unusable results.
Doing this is beyond the scope of this paper.

For ABSA tasks, transformers are the current
state-of-the-art (Do et al., 2019). Transform-
ers such as BERT (Devlin et al., 2019), BART
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Figure 2: System architecture for LSTM-based models.
Here, w3 is the word to be classified as JUDGEMENT or
not.

(Lewis et al., 2020), and GPT-2 (Radford et al.,
2019) have consistently shown promising results
in many NLP tasks (Adhikari et al., 2020). The
current best for ABSA, BARTABSA (Yan et al.,
2021), uses a sequence-to-sequence model to
solve the triplet extraction problem. BARTABSA
achieved an average F1 score of 0.85 on opinion
extraction and 0.58 on triplet extraction using the
SemEval ABSA data set.

Prior neural approaches to ABSA such as TC-
LSTM (Tang et al., 2016), TD-LSTM (Tang et al.,
2016), and BERT-AEN (Song et al., 2019) have
been used outside of ABSA. Their use in tasks
such as the prediction of the sea temperature (Liu
et al., 2018), the optimisation of virtual network
demand optimisation (Kim et al., 2019), and sar-
casm target identification and extraction of sar-
casm targets (Patro et al., 2019) leads us to explore
these models for JUDGEMENT extraction.

3 Data Sets Used in this Research

We use three data sets to evaluate our approaches,
as summarised below. Two are already publicly
available, and the third is a subset of the second,
constructed in order to perform a like-to-like com-
parison with the first.2

Bio This is the data used by (Su and Hunston,
2019). It comprises 360 sentences taken from
snippets of 100 biographies. The data set contains

2We will share the link to the data sets after the peer-
review process

four fields: the sentence, the words that bear AP-
PRECIATION, JUDGEMENT, and AFFECT in each
sentence.

There are 80 sentences in the AFFECT category,
125 in the JUDGEMENT category, and 161 sen-
tences in APPRECIATION. There are overlaps in
these sentences because a sentence can contain
AFFECT, JUDGEMENT, and APPRECIATION. Only
adjectives are annotated in this data set, so nonad-
jective JUDGEMENT words are not known.

Psyc We crawled the psychological evaluation
texts from the APPRAISAL website3. Although
this data has not been used in the literature on AP-
PRAISAL for analysis, the intended purpose of this
data set was to train linguistic students on how to
perform APPRAISAL analysis.

This data set contains 50 sentences along with
the words that imply AFFECT, JUDGEMENT, and
APPRECIATION. Of the 50 sentences, 38 sentences
belong to the JUDGEMENT category, 42 in the AP-
PRECIATION category, and 34 in the AFFECT cat-
egory. Unlike Bio, all words (including adverbs
and adjectives) were classified as JUDGEMENT or
non-JUDGEMENT.

Psyca The previous two data sets differ in their
coverage of parts of speech. To make it possible to
compare the performance of our models in Bio and
Psyc, we created Psyca from Psyc by removing all
non-adjectives.

In our experiments using Bio, Psyc and Psyca

we perform a three-fold cross-validation because
there is not a sufficiently large amount of data to
divide into training, validation, and test sets.

4 Methodology

We briefly describe our methodology for carrying
out our experimentation. We employ LSTM-based
and transformer-based approaches.

4.1 Task Definition

We formulated our task as a sequence labelling
problem similar to the way it was used for the
opinion extraction task (Wang et al., 2016). A
sentence S is defined as a sequence of words,
[w1, w2, w3, . . . , wn]. Our aim is to extract a set
of phrases X = {o1, o2, o3, . . . , om}, where each
o ∈ X is either an opinion-ATTITUDESu word or

3http://www.grammatics.com/appraisal/
pangesti/pangesti-psy-texts.pdf
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Figure 3: System architectures for the transformer-based models.

not and |X| ≤ n. When a sentence does not con-
tain any ATTITUDESu word |X| = 0.

4.2 LSTM-based Models
Figure 2 shows the overall architecture of our
LSTM-based models (TC-LSTM, TD-LSTM and
RAM). For brevity, we summarise the mechanism
of our LSTM-based models as shown in Figure 2
below:

• TD-LSTM (Tang et al., 2016)—The idea of
this model is to use the preceding and the fol-
lowing context surrounding the target word
as a feature. Two LSTM networks are used
for this; the left LSTM neural network con-
sists of the preceding sentence along with the
potential opinion-ATTITUDESu word, and the
right LSTM neural network consists of the re-
maining context along with the potential tar-
get. The left LSTM network runs from left to
right, and the right LSTM network runs from
right to left. These LSTM networks are capa-
ble of learning the semantics of the sentence
(Tang et al., 2016).

• TC-LSTM (Tang et al., 2016)—This is a
modification of TD-LSTM. The key differ-
ence between TC-LSTM and TD-LSTM is
that, in TD-LSTM the input at each position
includes the embedding of the current word,
whereas TC-LSTM contains the concatena-
tion of the set of words preceding and follow-
ing the opinion-ATTITUDESu word. We ex-
pect that the concatenation of the words will
result in a higher accuracy than that of TD-
LSTM.

• RAM (Chen et al., 2017)—This uses a bi-
directional LSTM to produce a memory slice.

The memory slice is used to address the
shortcomings of the TC-LSTM model (not
being able to capture the target word if it is far
away from the target). These memory slices
are weighted according to the position of the
target. The input of RAM is the entire sen-
tence and the distance of potential opinion-
ATTITUDESu. Then, to classify the target of
the results are combined non-linearly with a
Gated Recurrent Unit (GRU).

Given the sentence ‘Joker is a villain’ and ‘vil-
lain’ as the current potential opinion-ATTITUDESu
word, we start by computing the embedding of
each word of each sequence. We use the BERT
embedding to perform a fair comparison between
all LSTM-based models. Once the embeddings
are computed, they are then averaged and passed
to the deep neural network layer to determine the
probability that villain is an ATTITUDESu-bearing
word.

4.3 Transformer-based Models

Figure 3 shows the architecture of the transform-
ers that we used for our experimentation, which
are TD-BERT (Gao et al., 2019), BERT-AEN (Yan
et al., 2021), and BARTABSA (Yan et al., 2021).
We briefly describe the functionality below:

• TD-BERT (Gao et al., 2019)—TD-BERT’s
architecture closely resembles that of BERT.
The key difference is that TD-BERT incorpo-
rates the potential target information into its
classification input, as described above.

• BERT-AEN (Song et al., 2019)—This
model uses an attention encoder network to
model the semantic interaction between the
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whole sentence and the potential opinion-
ATTITUDESu word. The Target Specific At-
tention Layer is introduced so that it can
compute the hidden states of the input em-
bedding. Moreover, BERT-AEN uses label
smoothing regularisation (LSR) in the loss
function. LSR reduces overfitting by replac-
ing the 0 and 1 targets for the classifier with
smoothed values (such as 0.1 and 0.9, re-
spectively). This works well in our situation,
where we have a limited amount of data.

• BARTABSA (Yan et al., 2021)— (Yan et al.,
2021) formulate ABSA as a sequence-to-
sequence generation task. Specifically, they
use a pre-trained BART model (Lewis et al.,
2020) to extract a sentence’s opinion, as-
pect, and polarity. BART brings together the
strength of the GPT-2 model (decoder) and
BERT (encoder) for text understanding and
generation. Therefore, the researchers were
able to exploit the ‘student-teacher’ (Malik
et al., 2021) concept, in which the network
consists of an encoder (the teacher) and a de-
coder (the student). We are only interested in
the opinion phrase, so we modify the model
so that the decoder extracts only opinion-
ATTITUDESu words.

First, we feed a sentence S to our transformer-
based models, which is a sequence of words
[w1, w2, . . . , wN ]. We then transform the given
sentence (S) into [CLS] ++ S ++ [SEP] and
[CLS] ++ wk ++ [SEP] together with the label
wk, where k ∈ {1 . . . N}. Here within is where
all the similarities of all the transformer models
stop; for BARTABSA—we include positional in-
put which are P = (ps, p1, ...pk), where pk is the
positional encoding for wk. Positional encoding is
introduced to keep in mind the sequence of words
that appear in the given S. We did not use these
information for our other two models as it was not
required.

For TD-BERT and BERT-AEN, we use pre-
trained BERTBase uncased (Devlin et al., 2019)
and for BARTABSA, we use BARTBase as the
pre-trained model (Lewis et al., 2020). For TD-
BERT and BERT-AEN, there are not any posi-
tional encoding.

Data Set: Lap14 Res14 Res15
Number of sentences 3848 3844 2000
Number of opinion terms 3178 4492 1720
Average number of opinion
words

0.82 1.16 0.86

Table 1: Details of the SemEval data sets used as part
of sanity checks for the models we have described in
Section 4.

5 SemEval Data Set and Sanity Check

We use three SemEval data sets: Lap14, Res14
and Res15 (Pontiki et al., 2015, 2016) to check
our implementations. Initially, these data sets
contained only aspects and sentiments, but Wang
et al. (2016) annotated the data to contain opin-
ion terms. Table 1 describes the distribution of
items in the data sets. Wang et al. (2016) used
crowdsourcing workers to annotate this data set.
However, they did not provide the agreement level
between the annotators. We hypothesise that the
level of agreement between the annotators is high
because models such as BARTABSA were able
to obtain high F1 scores. Therefore, we hypothe-
sise that if the opinion identification task in ABSA
is trivial, it would also mean that automated ap-
proaches can perform well in identifying JUDGE-
MENT and APPRECIATION.

These data have already been divided into train-
ing and test sets. We maintain those splits in our
experiments. The purpose of using the SemEval
data set is to validate our implementation to ensure
that the scores we obtained are within the range of
the scores reported in the literature (Zhang et al.,
2022). By verifying if our implementation is cor-
rect, we can then evaluate the performance of these
models in our data sets.

6 Experimental Setup

For our experiments, we used pyTorch-ABSA4.
The framework is implemented in PyTorch5 1.71,
spaCy6 1.9 and huggingface 3.4.0. We ran
our experiments on Google Cloud Platform with
16 vCPUs (Intel Xeon E5 CPU @ 2.50Ghz),
16 GiB of RAM and an NVIDIA Tesla P100.

We use two baselines. First, we use the Naive
Bayes (NB) classifier as our baseline. We trained
the NB classifier on the three SemEval data sets

4https://github.com/songyouwei/
ABSA-PyTorch

5https://www.tensorflow.org/
6https://pypi.org/project/spacy/
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Model Original implementation (Acc) Ours (Acc) Diff
TD-LSTM 0.764 (Tang et al., 2016) 0.746 -2.42%
TC-LSTM 0.760 (Tang et al., 2016) 0.721 -5.14%
Model Original implementation (F1) Ours (F1) Diff
RAM 0.708 (Chen et al., 2017) 0.659 -6.86%
TD-BERT 0.769 (Gao et al., 2019) 0.780 1.35%
BERT-AEN 0.737 (Song et al., 2019) 0.712 -3.42%
BARTABSA 0.870 (Yan et al., 2021) 0.828 -4.88%

Table 2: Performance of our implementation compared with the authors’ original performance on the Res14 data
set. TD-LSTM and TC-LSTM models comparisons are using accuracy score (Acc) and the others are using F1

because those are the metrics reported by the original authors.

using the same split. We use SO-CAL (Taboada
et al., 2011) as our second baseline because it is the
only publicly available APPRAISAL classifier. SO-
CAL produces a probability score for each cate-
gory of the APPRAISAL taxonomy, but we are only
interested in JUDGEMENT and APPRECIATION. So
we only consider the word to be JUDGEMENT or
APPRECIATION if either one of the labels is the
highest of the probabilities and if the probability
of JUDGEMENT or APPRECIATION is greater than
a given threshold.7

For LSTM-based models, we set the dropout to
0.2 to avoid overfitting, and the number of hidden
LSTM units was set to 300. We use Adam Opti-
mizer with a learning rate of 10−5 for 30 epochs.
The batch size was 64. We used our validation
F1 score as an early stopping criterion. Train-
ing stopped if we reached the maximum number
of epochs or if the score did not increase for 20
epochs.

For our transformer-based models, the best pa-
rameters we found were with a batch size of 32, a
maximum sequence length of 128, the maximum
predictions per sequence of 20, and a learning rate
of 10−5 using the Adam Optimizer.

We performed our experiments five times (us-
ing five different random seeds) and reported av-
erage performance except when we validated the
SemEval scores, as we were interested in validat-
ing the correctness of our implementation.

7 Results

First, we reran our models on the SemEval data
set to ensure that our implementation was correct.
We then evaluated our models in our data sets.
Finally, we present our findings of the similari-

7We set the threshold to 0.5, noting that the probabilities
do not need to add to 1.0

ties between opinion-ATTITUDESu words in AP-
PRAISAL and opinion words in ABSA tasks.

7.1 Validating SemEval Scores

Here, we performed a sanity check on the correct-
ness of our implementation. We applied the six
models to the aspect extraction task on the Se-
mEval data. We chose aspect extraction because
these were the scores that all of the papers re-
ported, making it a fair basis on which to per-
form our comparisons. Validating for all data sets
requires tremendous computing resources; there-
fore, we scoped our sanity check on the Res14 data
set. The results are reported in Table 2.

We compared the performance of the LSTM-
based models using accuracy, since that was the
metric that the original authors used. However,
we compared the other models using F1 because
that was the metrics used by the original authors
of these models. In all cases, except for TD-BERT,
our performance is slightly lower than the perfor-
mance published by the original authors.

This is not unexpected, as the implementations
we use come from the pyTorch library, so they
might be slightly different from those of the origi-
nal authors who would have implemented the sys-
tems themselves. This difference in implementa-
tion may introduce subtle differences in perfor-
mance that could easily account for a few per-
cent of the final score. Furthermore, we do not
have the same hardware setup as the original au-
thors, which is also known to affect the final per-
formance of machine learning (Crane, 2018). Al-
though we are using transfer learning in trans-
former networks, the order of operations, the
GPU, and the accuracy of the numerical represen-
tation all play a role in the final performance. We
expect that this might explain a few percent differ-
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ence in the final results.
Nevertheless, from the results in Table 2, it is

reasonable to believe that our implementations are
sound because the performance is close to that re-
ported in the original papers. Our paired t-test did
not show statistically significant differences at the
p < 0.05 level, so we are confident that our imple-
mentations are valid.

7.2 Effectiveness on extracting JUDGEMENT
and APPRECIATION words

We evaluated the effectiveness of our LSTM-
based models and transformer-based models in
identifying ATTITUDESu words from Bio, Psyc and
Psyca. We present our scores in Table 3.

Across the three data sets that we evaluated, we
have observed that the data set on which our mod-
els were trained played an essential role in terms
of the F1 scores we obtained. For example, across
the six models, we can observe that using a trained
Lap14 results in poor performance in the Psyc and
Psyca data sets. The poor performance could be
explained by the fact that the vocabularies used in
Psyca differ from Lap14. On the other hand, we
can see that our models perform reasonably well
in Bio as shown by the F1 scores on the Res14-
trained models and Res15-trained models. Our vi-
sual inspection of the Res14 and Res15 data sets
found that they contain a mixture of APPRECIA-
TION and JUDGEMENT words which is similar to
Bio. Therefore, our six models could take advan-
tage of these similarities and perform well in the
Bio data set.

The baseline, SO-CAL, does not perform well
compared to machine learning models. This could
be due to the use of a lexicon. By their very nature,
lexicons are domain-specific, and if the source do-
main does not match the domain of the data set,
then performance can be expected to be impacted.
Closer inspection shows that about 39% of the
opinion-ATTITUDESu phrases used in the Bio data
set is in the SO-CAL lexicon, and about 21% of
the opinion-ATTITUDESu phrases in the Psyc data
set are in the lexicon.

We find that lexicon based are more susceptible
to ambiguity. For example, in the sentence from
Bio, ‘It was lovely of them to help me’, and for
the word ‘lovely’, SO-CAL gave an AFFECT score
of 0.60 and a JUDGEMENT score of 0.48; and so
incorrectly classified the word. In this case, the
context of the sentence is essential for a correct

classification. All LSTM and transformer models
correctly identified this context and correctly clas-
sified the word. We have also observed that the
NB Classifier’s performance is comparable to SO-
CAL. We hypothesise that if we further expand the
vocabularies in SO-CAL from our training data
set, the performance of SO-CAL could be further
improved.

RAM was the best of the LSTM-based mod-
els. Although we did not find statistically signif-
icant differences between the LSTM-based mod-
els when we performed a one-way ANOVA (p <
0.05), we believe that incorporating the potential
opinion-ATTITUDESu word in its memory slices al-
lowed the RAM model to understand the nuances
of sentences, even if the potential words are far
away. In TC-LSTM, the incorporation of target
information in each step during training further re-
duces the scores compared to not using it in TD-
LSTM. TD-LSTM, on the other hand, was a lit-
tle chaotic. The chaotic behaviour could be due
to how the opinion-ATTITUDESu words are located
further away in the sentence. We cannot be sure,
as the data set on which we evaluated our models
was small.

Regarding the transformer-based approach, the
best-performing model is BARTABSA: Bio (F1

= 0.623), Psyc (F1 = 0.414) and Psyca data set
(F1 = 0.436), suggesting that the sequence-to-
sequence paradigm and the use of BART are an
accurate way of extracting opinion-ATTITUDESu
phrases. BARTABSA substantially outperformed
our baseline, SO-CAL, scoring more than dou-
ble on all metrics we used. As for the other
transformer models (TD-BERT and BERT-AEN),
we find that the performance of these models is
similar; in particular, we were impressed by TD-
BERT’s performance, as the performance is com-
parable to a more complex transformer-based ap-
proach (BERT-AEN). We then performed a paired
t-test, which did not show statistically significant
differences at the p < 0.05 level between these
two models.

Our results suggest that positional information
helps BARTABSA achieve strong performance.
Further improvements in BARTABSA might be
possible by incorporating Part-of-Speech (PoS) in-
formation. Su and Hunston (2019) demonstrated
that JUDGEMENT and APPRECIATION could be
identified by their adjective patterns, including the
prepositions or clauses that follow after the word
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Model Bio (Lap14) Psyc (Lap14) Psyca (Lap14) Bio (Res14) Psyc (Res14) Psyca (Res14) Bio (Res15) Psyc (Res15) Psyca (Res15)
NB 0.101 ± 0.000 0.084 ± 0.000 0.095 ± 0.000 0.188 ± 0.000 0.104 ± 0.000 0.110 ± 0.000 0.164 ± 0.000 0.124 ± 0.000 0.116 ± 0.000
SO-CAL 0.143 ± 0.000 0.122 ± 0.000 0.145 ± 0.000 0.224 ± 0.000 0.148 ± 0.000 0.160 ± 0.000 0.228 ± 0.000 0.144 ± 0.000 0.155 ± 0.000
TD-LSTM 0.428 ± 0.144 0.244 ± 0.112 0.210 ± 0.123 0.528 ± 0.132 0.410 ± 0.135 0.402 ± 0.118 0.468 ± 0.152 0.344 ± 0.153 0.360 ± 0.145
TC-LSTM 0.401 ± 0.202 0.232 ± 0.310 0.298 ± 0.225 0.501 ± 0.199 0.406 ± 0.194 0.398 ± 0.205 0.456 ± 0.188 0.332 ± 0.198 0.358 ± 0.205
RAM 0.450 ± 0.168 0.291 ± 0.197 0.197 ± 0.188 0.548 ± 0.158 0.461 ± 0.174 0.397 ± 0.181 0.492 ± 0.155 0.365 ± 0.158 0.367 ± 0.176
TD-BERT 0.487 ± 0.144 0.315 ± 0.157 0.341 ± 0.169 0.617 ± 0.135 0.412 ± 0.124 0.422 ± 0.143 0.547 ± 0.142 0.399 ± 0.149 0.382 ± 0.140
BERT-AEN 0.504 ± 0.153 0.323 ± 0.170 0.359 ± 0.221 0.618 ± 0.161 0.408 ± 0.175 0.416 ± 0.152 0.564 ± 0.173 0.381 ± 0.162 0.378 ± 0.146
BARTABSA 0.598 ± 0.185 0.364 ± 0.189 0.386 ± 0.198 0.623 ± 0.196 0.414 ± 0.182 0.436 ± 0.185 0.588 ± 0.185 0.403 ± 0.199 0.394 ± 0.181

Table 3: F1 scores (with standard deviation) of the models evaluated on Bio and Psyc when trained on Lap14,
Res14 and Res15 data set. BARTABSA is the best-performing model across all three data sets (highlighted in
bold).

Model Bioopi (Lap14) Psycopi (Lap14) Bioopi (Res14) Psycopi (Res14) Bioopi (Res15) Psycopi (Res15)
RAM 0.446 ± 0.215 0.297 ± 0.198 0.562 ± 0.232 0.487 ± 0.224 0.506 ± 0.000 0.388 ± 0.000
BARTABSA 0.582 ± 0.153 0.384 ± 0.146 0.663 ± 0.145 0.448± 0.138 0.592 ± 0.000 0.457 ± 0.000

Table 4: F1 scores of the best-performing models (with standard deviation) evaluated on Bioopi and Psycopi when
trained on Lap14, Res14 and Res15 data sets. The best-performing model is highlighted in bold.

(for example, if an adjective is followed by a that
clause, it is likely to be JUDGEMENT). We leave
the investigation of PoS in BARTABSA for future
work.

7.3 Are ATTITUDESu and Opinion similar?

Our above findings do not yet provide a clear in-
dicator of whether opinion-ATTITUDESu in AP-
PRAISAL tasks and opinions in ABSA tasks are
the same. To accurately determine whether they
are similar, we then asked three annotators (two
undergraduates and a postgraduate) to re-annotate
the Bio and Psyc data set by following ABSA
Opinion extraction guidelines. We will refer to
these newly annotated data sets of Bio and Psyc
data sets as Bioopi and Psycopi. As a guideline,
we provide samples from SemEval tasks with ran-
domly selected examples from the training portion
of the SemEval data set. These were the same
samples that Wang et al. (2016) used to annotate
the SemEval data set.

We present our findings in Table 4. It is notice-
able here that the scores we obtained are similar
to the scores we reported in Table 3. Observing
only the scores would make it difficult to quantify
opinion-ATTITUDESu, so we needed to perform a
statistical analysis to determine whether opinion-
ATTITUDESu and opinion in ABSA are the same.
We first performed a pair chi-square test by com-
paring the performance of BARTABSA, that is
trained on the Res14 data set, at identifying opin-
ion words in Bio and Bioopi. We then proceeded to
rerun the same test on the different models (i.e.,
BARTABSA trained on the Res15 data set) but
evaluated on the same pair of data sets (i.e., Bio

and Bioopi). We then repeated the same test on dif-
ferent combinations of models and with Psyc and
Psycopi.

The analysis did not show statistically sig-
nificant differences between opinion-ATTITUDESu
and opinion-ABSA in all combinations at the p <
0.05 level. Although our finding of no statistical
significance supports the argument of Su and Hun-
ston (2019) that opinion bearing words are a com-
bination of JUDGEMENT and APPRECIATION, we
cannot be sure that this would always be the case.
This is because our data set is too small to draw a
solid conclusion, so we cannot be certain that our
findings are applicable on other APPRAISAL data
sets.

Annotating a large APPRAISAL data set from
scratch can be challenging due to the costs of lin-
guists needed for the process (Snow et al., 2008;
Lease, 2011). We suggest that this problem can
be addressed by using the SemEval data set as a
base and annotate the opinions following the AP-
PRAISAL taxonomy.

8 Conclusion & Limitations

In this work, we investigated whether JUDGE-
MENT and APPRECIATION branches of the AP-
PRAISAL taxonomy and opinion in Aspect-Based
Sentiment Analysis (ABSA) tasks are similar. We
use existing ABSA data sets and models to eval-
uate on two publicly available APPRAISAL data
sets. Our empirical results show that there are
similarities between the two tasks. Our proposed
methodology needs to be carefully tested when
reapplied: we were only able to perform exper-
iments on small data sets. Secondly, we focus
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on the JUDGEMENT and APPRECIATION branches
of APPRAISAL, although it would be interesting
to see if we could use triplet-extraction task from
ABSA. We hope that our work here could moti-
vate Systemic Functional linguists community and
NLP community to work together.
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Diego Mollá. 2020. Overview of the 2020 ALTA
Shared Task: Assess Human Behaviour. ALTA
2020, page 127.
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Abstract

In this paper we investigated two different meth-
ods to parse relative and noun complement
clauses in English and resorted to distinct tags
for their corresponding that as a relative pro-
noun and as a complementizer. We used an
algorithm to relabel a corpus parsed with the
GUM Treebank using Universal Dependency.
Our second experiment consisted in using Tree-
Tagger, a Probabilistic Decision Tree, to learn
the distinction between the two complement
and relative uses of postnominal “that”. We
investigated the effect of the training set size
on TreeTagger accuracy and how representative
the GUM Treebank files are for the two struc-
tures under scrutiny. We discussed some of the
linguistic and structural tenets of the learnabil-
ity of this distinction.

1 Introduction

English has relative clauses (the man that I saw)
and noun complement clauses (the fact that I saw
a man) that may have similar surface representa-
tions (often the definite article, a noun, often im-
mediately followed by that) but different structural
properties (Ballier, 2004). For POS-tagging sys-
tems based on trigrams, the distinction between
these constructions can be challenging, not to men-
tion the case of ambiguous sentences such as "the
suggestion that he was advancing was ridiculous"
(Huddleston, 1984).This is an issue for information
retrieval, as conceptual argumentation makes heavy
uses of noun complement clauses (Ballier, 2007),
the governors of these noun complement clauses
being "shell nouns" (Schmid, 2000). Complement
taking nouns (Bowen, 2005) are crucial for the ex-
pression of stance (Charles, 2007) in documents,
which is why this distinction may matter more than
is usually assumed.

The Penn Treebank (Marcus et al., 1993) tagset
(Santorini, 1990) does not make strict distinc-
tions between the part-of-speech (POS) tag of

"that" when used as a relative pronoun (WDT)
or when used as a conjunction when complemen-
tizing nouns: it uses IN when complementizing
verbs or nouns. Even though the CLAWS8 1. (Uni-
versity Centre for Computer Corpus Research on
Language, 1995-2004) tagset encodes this distinc-
tion with the CST2 and WPR3 tags, this tagger
is not free and remains the property of the Uni-
versity Centre for Computer Corpus Research on
Language (UCREL). To the best of our knowledge,
the precision and recall of these two tags (and their
corresponding syntactic structures) have not been
reported.

Admitting POS-tagging systems have reached
an overall satisfactory precision rate for standard
English tagsets, we claim that this is not necessarily
the case for tags that reflect such a subtle distinc-
tion which may have very similar surface represen-
tations. Discussing such POS-tags involves parsing
issues of the that-clause that follows the noun. Our
research question is mostly based on the ability of
a system to identify noun complement clauses as
apposed to (restrictive) relative clauses, but this
can be addressed by analysing dependency relation
labels (parsing) or distinct tags that encode this
syntactic distinction (POS-tagging). We present
the two strategies in two experiments, exploring
whether such specific Universal Dependency labels
can be learnt. In this paper, we only investigate
overt complementizers as we are also investigat-
ing how that is tagged and do take into account
noun complement clauses with zero complemen-
tizer, like in the example Plus the fact I’m a cow-
ard from the British National Corpus (Consortium
et al., 2007).

The rest of the paper is structured as follows.
Section 2 details the data we used for our exper-

1CLAWS, the Constituent Likelihood Automatic Word-
tagging System, is the name of the tagset and of the POS-
tagging software for English text, CLAWS (Garside, 1987)

2"that" as a conjunction
3"that" as a relative pronoun
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iments. Section 3 analyses the Universal Depen-
dency (UD) GUM Treebank for English in terms
of precision for the dependency labels of these two
structures as well as their distribution across the
training, testing and development sets. We describe
an experiment replicating one of the specific fea-
tures of the GUM Treebank. Section 4 details an
experiment based on algorithm adapting the UD an-
notation generated with GUM. Section 5 explains
how Treetagger can be used to learn distinct tags
for that used as a relative pronoun (WPR) or as
a complementizer (CST). Section 6 discusses our
results and section 7 outlines our future research.

2 Material and Methods

2.1 Test Sets
For our validation procedure, we used two test
sets NCCtest and RCtest, one including 194 noun
complement clauses (NCC), the other one included
189 relative clauses (RC). As language is complex,
some sentences included other syntactic realisa-
tions, and a couple of "distractors" representative
of the alternate structure were therefore included
in our two test sets. We specify in Table 3 the ex-
pected (gold) label counts for each test set. Two
annotators agreed on these gold labels of these two
test sets (κ = 1).

2.2 Brown Corpus
We used the Brown corpus (Kucera et al., 1967),
which is rather small with its 1 M tokens by
contemporary standards, but well-balanced and
freely available. Its current distribution in the
NLTK python library (Bird, 2006) has been POS-
tagged with the Penn Treebank, this is the sub-
strate we used for our re-annotation experiment
with TreeTagger. Treetagger is a probabilistic tag-
ger which uses decision trees for probability transi-
tions, which is robust for its retraining and claims
accuracy above 96 % (Schmid, 1994).

2.3 Universal Dependency Annotation with
UDPipe

UDPipe (Straka, 2018) is a pipeline that takes as
input a text file and renders a CoNLL-U4 file which
contains the language-specific part-of-speech tag
(XPOS), lemma or stem, the DEPREL (universal
dependency relation) etc.
A file annotated in Universal Dependency contains
among other columns the XPOS (part of speech) for

4https://universaldependencies.org/format.html

each token and the dependency relation, acl:relcl
for relative clauses and (just) acl for noun comple-
ment clauses, though this more general category
(acl corresponds to clausal modifier of noun, ad-
nominal clause) also includes non-finite clause.

Clausal modifier of noun (acl)
acl stands for finite and non-finite clauses that mod-
ify a noun. The governor (head) of the acl depen-
dency relation is the noun that is modified, and the
dependent is the predicate of the clause that modi-
fies the noun. In Figure 1 the finite clause “as he
sees them” modifies the noun “the issues”.

Figure 1: Example of clause modifier of noun (acl).

As evidenced by this example taken from the
UD documentation, acl is a label that encompasses
more than that noun complement clauses.

Relative clause modifier (acl:relcl)
A relative clause modifier of a noun is a clause
that modifies the antecedent. The acl:relcl rela-
tion points from the governor (the antecedent) head
of the modified nominal to the dependent (verb)
of the relative clause. In Figure 2 the relative
clause “which you bought” modifies the nominal
“the book”.

Figure 2: Example of relative clause modifier (acl:relcl).

Several treebanks for English are available 5 for
the Universal dependency annotation (McDonald
et al., 2013). We focused on the GUM Treebank
(Zeldes, 2017), based on the Georgetown Univer-
sity Multilayer (GUM) Corpus 6 as its CoNLL-U
format 7 contains a specific column that reports the
dependency relation and the governor. Our next
section analyses the accuracy of these two tags
when labelling noun complement clauses and rel-

5https://universaldependencies.org/
treebanks/en-comparison.html

6https://gucorpling.org/gum/
7an adaptation of the CoNLL-X format, (Buchholz and

Marsi, 2006), https://universaldependencies.
org/format.html
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deprel Train Dev Test
acl:that 65 (0.513) 13 (0.65) 14 (0.69)
acl:relcl 1419 258 216

(11.21) (12.92) (10.70)

Table 1: Frequency of "acl:relcl" and "acl:that" in the
GUM Treebank files raw (normalized per 1000 tokens)
.

ative clauses in the development (DEV), training
(TRAIN) and testing (TEST) sets of the GUM Tree-
bank based on the GUM corpus (Levine, Lauren
and Zeldes, Amir, 2017).

3 Revisiting the GUM Treebank

We noticed some debatable annotations for some
cases where ellipsed such and so led some that-
clauses expressing consequence to be labelled as
acl as in "As a result, wikiHow is still at the size
that every editor eventually gets to know other
editors". We computed the proportion of Rela-
tive Clauses (RC) in relation to noun complement
clauses (NCC).

3.1 Frequency of RC and NCC in the GUM
Treebank

As can be seen in Table 1, there are at least 15 times
more relative clauses (RC) than noun complement
clauses (NCC) in the GUM Treebank.

One of the benefits of the GUM Treebank is
that it contains extra information, the ninth column
conflates the dependency relation (acl) and that for
noun complement clauses, we have tried to exploit
this acl:that tag by building a UDPipe model
based on this treebank and by trying to recapture
this information by an algorithm.

3.2 Replicating the GUM Ninth Column
In the ninth column of the GUM corpus, we
were specifically interested in the "acl:relcl" and
"acl:that" annotations to improve the detection of
noun complement clauses, since the standard de-
prel (dependency relation) column only provides
the "acl" label and does not distinguish between
finite and non finite uses of adnominal clauses. We
trained a UDPipe model using the training, devel-
opment and test sets of the GUM Treebank on
Github8. However, once we applied the model
on the same unannotated corpus, the ninth column

8https://github.com/UniversalDependencies/UD_English-
GUM

was empty. It seems that UDPipe only captures the
standard columns of the treebanks.

3.3 Emulating the Ninth column

We were therefore interested in reconstructing this
column by implementing a heuristic. Once the
acl:relcl have been copied from the deprel column,
the algorithm consists in exploiting the seventh
(Head of the current word) and eighth (Universal
dependency relation to the HEAD) columns such
that:

Algorithm 1 : Heuristic to emulate acl:that la-
bels in the ninth column

for each sentence ∈ corpus do
for each token ∈ sentence do

1. Combine the seventh and eighth columns
of the token that were generated by the
previously trained UDPipe model.

2. If "that" is right after the word to which the
seventh column of the token points to, then
add "that" to the ninth column.

4 Learning to tag with TreeTagger

This retagging experiment (Gaillat et al., 2014) re-
lies on the ability of TreeTagger (Schmid, 1994)
to be used not only as a POS-tagger but as a tool
which can be trained to learn how to tag, provided
a specific tagset and sample data are provided. We
used samples from the Brown corpus in its NLTK
distribution and modified the Penn Treebank tagset
to distinguish that as WPR (relative pronoun) and
that as CST (complementizer). In the learning
phase, TreeTagger sees a vocabulary file and to-
kens associated to their tags and generates a .par
model file to be used for POS-tagging. This section
describes how we modified the tags to train the
system 9. After the annotation of the Brown corpus
by UDPipe, a heuristic was applied on the results
in order to introduce the WPR and CST tags which
are not previously used in the tagset. To do that, the
DEPREL label was used, so our method assumes
that the UDPipe trained with the English GUM cor-
pus provides a sufficiently correct DEPREL label
for noun complement clauses:

The aim of this experiment is to see how the
TreeTagger accuracy increases as a function of the

9The Python implementation is available in this GitHub
repository: https://github.com/Zineddine-Tighidet/Relative-
Complement-That-Annotator
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Algorithm 2 : Heuristic for Brown re-annotation
for each sentence ∈ corpus do

for each token ∈ sentence do
• If the token is a verb (i.e. XPOS = VB) and

is a clausal modifier of noun (i.e. DEPREL
= acl) then go steps before that token to
see if there is any "that", if so, label it as
CST.

• If the token is a verb (i.e. XPOS = VB) and
is part of a relative clause (i.e. DEPREL =
acl:relcl) then go steps before that token to
see if there is any "that", if so, label it as
WPR.

deps column Train Dev Test
acl:that 0.78 0.76 0.71
acl:relcl 0.92 0.92 0.94

Table 2: Accuracy of acl:relcl and acl:that annotations
in the "deps" column recreated by combining the "head"
and "deprel" columns for each of the GUM Treebank
files.

training set size. To do this, the TreeTagger re-
ceived different proportions of a training set as
input. To be more specific, there are 500 training
files representing the annotated Brown corpus, for
the first training the first 10 files were used, and
then the 30, 100, 200, 300, 400 and finally the
500 training files. For each training a .par file that
corresponds to the model was returned.

5 Results

5.1 Emulating the Ninth column

To assess this algorithm that selects only that- (fi-
nite) clauses among the acl clauses, we tested it
with the GUM treebank, comparing our results in
our reconstructed column with the original data.
The heuristic gave good results for the annotations
of relative clauses "acl:relcl" with an accuracy that
exceeds 90% (see table 2).

Nevertheless, the algorithm works less well for
"acl:that", this is partly due to some coordinated
NCC clauses and to multi-word-units (like quid pro
quo).

5.2 Re-annotating with TreeTagger

We used our specifically designed testing files
that contain respectively 189 "that" as WPR
and 194 "that" as CST. The first one named

RCtest (Relative Clause) was used to compute
the accuracy for WPR and the second one named
NCCtest (Noun Complement Clause) for CST (see
Figure 3 and 4). We used these specific files
because they are manually annotated and each one
of them contains a majority of the two tags we are
interested in, which makes it convenient for our
experiments.

Figure 3: TreeTagger accuracy curve for WPR tag (com-
puted using the RCtest data).

Figure 4: TreeTagger accuracy curve for CST tag (com-
puted on the NCCtest data).

As shown in Figures 3 and 4 the TreeTagger ac-
curacy increases with the number of training files
for the RCtest data. This is a natural behaviour
from a probabilistic model such as the TreeTagger,
the probability increases as the weight of Relative
clauses increases in the data it has. However, there
is a drastic decrease in the CST curve around 100
training files, and the TreeTagger did not perform
very well annotating the "that" with CST tag, as
shown with Figure 4 the accuracy is very low, and
as the number of training files increases, the ac-
curacy goes down. Whatever technique is used,
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the detection of noun complement clauses is more
challenging than for relative clauses.

6 Discussion

Two approaches for explaining the results obtained
for the CST tag can be either statistically or linguis-
tically motivated. Starting with the first approach,
as shown in Table 3, as the number of training
files goes up, the number of other tags increases,
especially for the IN tag, which in this case rep-
resents a confusion by the TreeTagger to annotate
with the right tag, in fact IN is not a specific tag
but rather a generic tag as it also corresponds to
verbal that-clauses, therefore, this shows that the
TreeTagger generated noise due to a confusion on
the annotation of "that" (this is better illustrated in
the figure 9 especially for the graph that represents
the IN tag in blue.) The second approach consists
in analysing the competing labels for that.

6.1 Accuracy in relation to other categories

The Penn Treebank tagset (Santorini, 1990), even
though it does not acknowledge the whole complex
range of functional realisations of that, e.g. ad-
verbial, proform vs deictic uses, see (Ballier et al.,
2022) can help visualise the complex interaction of
the learning process of the identification of the dif-
ferent functional uses of that. As the training data
increases, the variable proportions of the different
functional realisations of that probably changes, so
that a probabilistic tagger generates models vari-
able in their results for this tagging task. The tag-
ger has to learn the different competing tags for
that. Our two test datasets allow us to monitor the
evolution of the training phase as the size of the
training data increases. Whereas we tried to train
Treetagger to learn CST for NCC that and WPR
for relative pronouns, we also computed the dis-
tribution of other tags that "that" may take, such
as "WDT" (that when used as a relative pronoun,
but also "WH"-determiners such as which), "DT"
(Determiners), and "IN" (Subordinating conjunc-
tion, whether for nouns or for verbs) for each of the
RC and NCC corpus. Table 3 recaps the changes
observed when we evaluated the labels with our
two testing sets (RCtest and NCCtest). For each
testing set, we indicate the expected count of each
label in the columns RCtest GOLD and NCCtest
GOLD.

Here is an example of these potential mishaps
in the POS-tagging: "that meeting that|IN [vs DT]

RCtest RCtest GOLD NCCtest NCCtest GOLD
10 training files
WPR 107 189 20 17
CST 22 26 10 194
IN 95 0 183 0
DT 7 15 16 14
30 training files
WPR 146 189 28 17
CST 5 26 3 194
IN 72 0 189 0
DT 8 15 9 14
100 training files
WPR 158 189 25 17
CST 2 26 3 194
IN 65 0 194 0
DT 6 15 7 14
200 training files
WPR 156 189 27 17
CST 1 26 1 194
IN 66 0 196 0
DT 8 15 0 14
300 training files
WPR 157 189 22 17
CST 2 26 0 194
IN 67 0 202 0
DT 5 15 5 14
400 training files
WPR 159 189 21 17
CST 2 26 0 194
IN 64 0 199 0
DT 6 15 7 14
500 training files
WPR 158 189 23 17
CST 1 26 4 194
IN 65 0 188 0
DT 7 15 7 14

Table 3: Statistics about WPR, CST, IN and DT tags
obtained for each of the 7 models (i.e. trained with 10,
30, 100, 200, 300, 400 and 500 files).
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Figure 5: Evolution of IN, CST, WPR and DT tags with
training files in the NCCtest corpus.

Figure 6: Evolution of IN, CST, WPR and DT tags with
training files in the RCtest corpus.

morning was about a public case that|IN [vs WPR]
we might make". The first deictic that was properly
labelled, the second one was erroneously labelled
as a subordinating conjunction and for the third
occurrence, the relative pronoun was tagged as a
subordinating conjunction (see additional examples
in the Appendix).

6.2 Weakness of the TreeTagger-based
heuristic

We re-annotated a corpus initially tagged with the
Penn Treebank, which means that we modified
some IN tags to CST and some IN tags to WPR
for relative pronouns but the Brown corpus data
retained some WDT labels. As shown in Table 3,
there are many WDT tags, this is simply because
the WDT tag is both an older and more general ver-
sion of the WPR tag, and seemingly the TreeTagger
kept the older version. So the WDT and WPR tags

are likely labels for relative pronouns considered
as equivalent in the computing of the metrics, even
though strictly speaking some WDT tokens in the
Brown corpus may correspond to WH-determiners
such as which. The main objection to our method is
that we only relabelled a portion of the IN tags, so
that the system has to learn a WPR versus CST dis-
tinction while still being fed with some examples
of IN. In this sense, we can only partially mon-
itor the behaviour of Treetagger when subjected
to more examples. Figure 5 and Figure 6 plot the
evolution of the tagging of the NCCtest and RCtest
sets (respectively) as the corpus size increases. We
expect the system to learn to relabel IN as either
WPR or CST but this is hardly the case for CST. It
should be noted that we did not control the input
of the respective number of examples with CST
and with WPR when increasing the data size of
the training data. We only report the total counts
of the tags assigned to that, we did monitor the
individual behaviour of the tagging system for each
occurrence of that.

6.3 Long-Distance Dependencies

As already pointed out, noun complement clauses
can follow a relative clause for the same noun (but
not the other way round). That-relative clauses tend
to be adjacent to their antecedents (and are often
restrictive relative clauses) whereas (that-) noun
complement clauses can be separated from their
governor. So we explored a simple metric which
is the distance (i.e. number of tokens) separating
a "that" (annotated either with CST or WPR) and
the last noun before it. As shown in the boxplots in
Figure 7 there is a tendency showing that the "that"
tagged with CST using a verb with a DEPREL = acl
have a higher distance separating them from the last
noun before them. This can probably cause some
ambiguity due to the higher distance. However, as
we can see for the "that" tagged with WPR using
a verb with a DEPREL = acl:relcl the distance
with the last noun is smaller, and there are less
misclassifications (i.e. less noise) for the "that"
used as WPR. This is just a statistical approach to
see if there is any bias that can explain why the
heuristic produces a lot of noise.

Our metric is rather crude but head nouns of
NCCs need not be adjacent to the that-clauses, so
that an inventory of structures in-between could
be taken into account. The distance between the
governor and the that-clause of these long-distance
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Figure 7: Distribution of the distance (number of tokens)
separating a "that" and the last noun before it for each
of the WPR and CST "that".

dependencies (Osborne, 2019) could be more sys-
tematically investigated.

6.4 Relevance of UD Deprel Labels for NCC?

It should be noted that UD changed the dependency
label for noun complement clauses, as explained on
the UD website: "In earlier versions of SD/USD,
complement clauses with nouns like fact or report
were also analyzed as ccomp [clausal complement].
However, we now analyze them as acl. Hence,
ccomp does not appear in nominals. This makes
sense, since nominals normally do not take core ar-
guments." We may challenge this view since ccomp
implies a "clausal complement" and nouns may re-
quire a "core argument", even more so than for
adjectives.10 One of the unfortunate consequences
is that adverbs like now in the sentence "Now that
the world is in the age where lighting seems to be
a daily necessity" are labelled as a governor of the
"adnominal" clause. It maybe the case that acl is a
debatable label, also used after verbs as for that ver-
bal complement clauses ("if this seems incredibly
far-fetched, comfort yourself that double chute fail-
ure in modern times is also extremely unlikely, and
that you have already beaten worse odds"). Con-
sequently, the (SUD) Surface-Syntactic Universal
Dependencies (Gerdes et al., 2018) has suggested
alternative labels for acl. Another approach might
be to restrict noun complement clauses to a subcat-
egory of acl specific to noun complement clauses
(possibly labelled as acl:ncl).

10For a similar argumentation see (Osborne and Gerdes,
2019).

7 Further Research

7.1 Quality Monitoring of the Training Phase
We have only estimated the accuracy of the annota-
tion on our testing sets but we have not monitored
the qualitative aspect of the annotation. Are some
sentences systematically mislabelled or can we ob-
serve some changes during the training phase? For
example, this NCC gets to be interpreted as a rela-
tive clause: “O’Neill had an emotional reaction
that [tagged as WPR] the level of corruption was
too high to do serious projects in Russia,” Deri-
paska recalls. Some configurations seem to remain
challenging for parsing, and qualitative monitor-
ing of the accuracy should take into account these
sentences for which labelling improves or not. Con-
trolling for frequency of exposure in the training
data should prove to be very fruitful to maybe de-
tect thresholds in frequency (or proportions) in the
training data for accurate tagging. For example,
an example in our appendix seems to suggest that
a trigram sequence no/N/that (and corresponding
identification of noun complement clauses) seems
to be learned after exposure to the 100 training
files (36 occurrences). As some of the examples
of mislabellings in the Appendix also suggest, it
is likely that our relabelling algorithm for WPR is
too greedy, and a more elaborate version should
filter out alternative relative pronouns that should
inhibit the relabelling process. We should also ap-
ply stricter conditions on the type of that which
can be re-tagged. Assuming the DT label is correct,
only IN labels should be re-tagged.

7.2 More data?
More training files from the Brown corpus have
been manually annotated and given to the TreeTag-
ger, and an improvement in the CST accuracy was
observed (see Figure 8). Though a plateau seems
to be observed for the tag CST (that for NCC com-
plementizer), one may wonder if more examples
of NCCs in the training data would alter this curve.
We have only analysed the GUM Treebank for the
UD analysis, but no less than six treebanks are
available on github for the Universal Dependency
analysis of English.

7.3 Learnability and Dispersion
Our monitoring of the learning curve of the tag
distinction in our TreeTagger experiment could be
finer-grained: we did not control for genre types
within the Brown corpus and the relative distribu-
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Figure 8: TreeTagger accuracy for "that" annotated with
CST in red and WPR in green with more training files.

tions of the two structures. If relative clauses seem
to be more frequent than NCCs in the GUM Tree-
bank, NCCs are more likely to be more frequent
in argumentative texts (Ballier, 2007). Our experi-
ment only reported the effect of the number of the
Brown files in the training data, not the specific
distribution of the two structures across the differ-
ent registers of the Brown corpus. The dispersion
of these linguistic structures in the training data
could be monitored across the corpus subparts us-
ing adequate dispersion measures (Gries, 2020) or
by comparing the vocabulary growth curves (Evert
and Baroni, 2007) of the two constructions across
the Brown corpus files. Our Figure 9 crudely plots
the distribution of the different tags in the training
data as the size of the corpus increases (measured
in number of files, but not with the correspond-
ing text genres). Increasing the size of the corpus
may require more attention to a frequency/textual
diversity trade off.

8 Conclusion

In this study, we have experimented two methods
to detect noun complement clauses, either by us-
ing the universal dependency GUM treebank or
by retagging the Brown corpus with specific WPR
and CST tags. We also explored an automated
way to do this annotation using a specific heuristic.
We have evidenced the longer distance between
the noun and the that-clause for noun complement
clauses. The detection of relative clauses does seem
to be much more robust than for noun complement
clauses, which remains a problem for information
retrieval as text genres could be interestingly classi-
fied with this criterion. The difference in frequency
and in adjacency may account for such a discrep-
ancy in the accuracy of the identification of the
clause type. We have only begun to explore the

parameters of the learnability of these tags corre-
sponding to such a subtle linguistic distinction.
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Appendix

8.1 Example of a noun complement clause
where that gets properly tagged after 100
files in the training data (containing 36
occurrences of the no N that sequence)

"However, there is no guarantee that[tagged as
CST] only the genuine repentant will produce
works of value to the society."

8.2 Examples of remaining errors in our test
sets

We include examples of persistent mislabelling
in our test data. After 500 training files, 6 sen-
tences with that in noun complement clauses are
still tagged as if they were relative pronouns (with
WPR).

• The statement that|WPR the tribunal has made
an "error of law" means no more or less than
that|CST the construction placed upon the
term by the court is preferred to that|DT of
the tribunal.

• There was no dispute that|WPR Bunn through-
out acted with the authority of the bank.

• This included a commitment that|WPR “if one
of the two states should become the target of
aggression, then the other side will give the
aggressor no military aid or other support”.

• We have received information that|WPR today,
between 1400 and 1500, there was an explo-
sion at the residence of Seyed Ali Khamenei.

• Recently there was the illusion that|WPR
Hamas, while not a perfect partner, was at
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Figure 9: Evolution of the number of different tags for the re-annotated Brown corpus file groups (10, 30, 100, 200,
300, 400, 500 files.)

least a group that could implement decisions,”
he said.

• Where there is a contract for the sale of goods
by description, there is an implied condition
that|WPR the goods shall correspond with the
description.

8.2.1 Example from our test sets that has been
annotated with DT rather than with
CST

We illustrate the complexity of the polyfunctional-
ity of "that" by showing an example of overfitting
for the deictic/pronominal uses of "that".

"A high-ranking official in the Clinton adminis-
tration expressed shock that[tagged as DT rather
than CST] “the kids” in the White House “did not
stand up when the president entered the room."

8.2.2 Examples from the RC test set that have
been annotated with IN rather than with
WPR

• High death rates among children reduce the
value that |IN parents place on education; and
so on.

• The distinction that |IN matters is from that
of ’patronage’, which itself, as we shall see, is

highly varied.

8.2.3 Examples from the NCCtest set that
have been annotated with IN rather
than with CST

• They’re living proof that asthma can be
passed from generation to generation.

• Where there is a contract for the sale of goods
by description, there is an implied condition
that the goods shall correspond with the de-
scription.

8.3 An example of false positives for the
Brown relabelling heuristic

• "... But one does not have to affirm the
existence of an evil order irredeemable in
that[tagged as WPR] sense, or a static order
in which no changes will take place in time,
to be able truthfully to affirm the following
fact: there has never been justitia imprinted
in social institutions and social relationships
except in the context of some pax-ordo pre-
served by clothed or naked force ..." (it should
be DT rather than WPR). The relative clause
is with WHICH, not with THAT.
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Abstract

Recent studies in automatic readability assess-
ment have shown that hybrid models — mod-
els that leverage both linguistically motivated
features and neural models — can outperform
neural models. However, most evaluations on
hybrid models have been based on in-domain
data in English. This paper provides further
evidence on the contribution of linguistic fea-
tures by reporting the first direct comparison
between hybrid, neural and linguistic models
on cross-domain data. In experiments on a
Chinese dataset, the hybrid model outperforms
the neural model on both in-domain and cross-
domain data. Importantly, the hybrid model ex-
hibits much smaller performance degradation
in the cross-domain setting, suggesting that the
linguistic features are more robust and can bet-
ter capture salient indicators of text difficulty.

1 Introduction

Automatic Readability Assessment (ARA) predicts
how difficult it is for the reader to understand a
text. Traditional machine learning approaches for
ARA typically train statistical classifiers with hand-
crafted features (Pitler and Nenkova, 2008; Sung
et al., 2015). Similar to other NLP tasks, neural
approaches have recently achieved superior perfor-
mance (Tseng et al., 2019; Azpiazu and Pera, 2019;
Martinc et al., 2021). Combining linguistic fea-
tures and neural models has been found to benefit
a variety of NLP tasks (Lei et al., 2018; Strubell
et al., 2018). While these ‘hybrid’ models have also
been applied in ARA, there have been varying re-
sults ranging from no effect (Deutsch et al., 2020),
marginal improvement (Filighera et al., 2019), to
significant improvement (Lee et al., 2021).

Past studies comparing hybrid and neural mod-
els have mostly been conducted in an in-domain
setting, with the training and test data drawn from
the same source. However, real-word applications
of ARA models are often targeted at cross-domain

or cross-corpus data. Consider the task of retriev-
ing extra-curricular reading materials for language
learning from web texts, which likely diverge in
style and content from the training data. In-domain
evaluation therefore may not accurately reflect the
actual performance on such tasks.

This paper focuses on the task of predicting
the grade level of an input text. We present the
first comparison between hybrid, neural and lin-
guistic models on this task in the cross-domain
setting. Our contribution is two-fold. First, we
show that the hybrid model outperforms the neural
model both in-domain and cross-domain in Chinese
datasets, providing further evidence on the contri-
bution of linguistic features. Second, the hybrid
model exhibits much smaller performance degrada-
tion on cross-domain data, suggesting their robust-
ness and ability to capture more salient indicators
of text difficulty.1

After a review of previous work (Section 2), we
present our datasets (Section 3). We then outline
our approach (Section 4) and report experimental
results (Section 5).

2 Background

2.1 Hybrid model design

Statistical classifiers can be trained on a variety of
features, capturing lexical, syntactic and semantic
characteristics of a text, to determine its readability
or grade level (Dell’Orletta et al., 2011; François
and Fairon, 2012; Sung et al., 2015). While these
classifiers lend themselves to more explainable and
linguistically-motivated results, neural models can
achieve superior performance and do not require
feature engineering (Tseng et al., 2019; Martinc
et al., 2021).

Various methods for combining these ap-
proaches have been investigated. For example,

1Our implementation is available at
https://github.com/hhlim333/ALTA2022Readability
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a Bi-LSTM can incorporate part-of-speech infor-
mation (Azpiazu and Pera, 2019). A statistical
classifier can directly use sentence embeddings as
features (2021). It can also incorporate the deci-
sion of the neural model as a single numeric fea-
ture (Deutsch et al., 2020), or ‘soft’ labels express-
ing the probabilities of each grade as predicted by
the neural model (Lee et al., 2021). Our experi-
ments will directly compare the performance of
these three approaches.

2.2 In-domain vs. cross-domain evaluation

There can be a mismatch between ARA training
datasets and the texts on which the ARA model is
deployed. Domain adaptation techniques can be
applied to address differences between native and
non-native texts. For example, scores from an ARA
ranking model trained on graded texts for native
speakers can help estimate the CEFR level of a text
for non-native learners (Xia et al., 2016).

Another type of mismatch is caused by cross-
domain or cross-corpus data, which has been in-
vestigated in the ranking task in ARA. When rank-
ing models are trained on Newsela, they suffered
a performance degradation when tested on On-
eStopEnglish and Vikidia (Lee and Vajjala, 2020).
For the grade prediction task, however, cross-
domain evaluation has been reported mainly in
terms of correlation (Chen and Meurers, 2016).
This may be due to the fact that different grade
scales are adopted in the major benchmarks, such
as Newsela, OneStopEnglish and WeeBit. In this
work we leverage two comparable datasets in Chi-
nese (Section 3) to conduct cross-domain evalua-
tion on hybrid models to assess the contribution of
linguistic features in the grade prediction task.

3 Data

Since the benchmark ARA corpora adopt different
grade scales (Section 2.2), we utilize two datasets
of Chinese-language textbook materials, graded
under comparable scales but drawn from different
sources.

Mainland China texts (in-domain): Drawn
from textbooks for Chinese language used in
Mainland China (Lee et al., 2020), this dataset
consists of 7.15M characters distributed in
4,831 passages in 12 grades (Cheng et al.,
2020).

Hong Kong texts (cross-domain): Chinese-

Grade # text # char
1 50 4793
2 50 9042
3 50 15107
4 50 22191
5 50 28345
6 50 32776
7 50 35957
8 42 32859
9 46 44906
10 35 31179
11 13 22703
12 16 18686

Table 1: Statistics on the corpus of Hong Kong texts

language textbooks in Hong Kong follow
similar language proficiency standards as
those in the Mainland. They are however com-
piled independently from different sources
and use traditional rather than simplified
characters, thus providing a challenging
cross-domain scenario. We constructed a
corpus of 298K characters distributed in 502
passages in 12 grades, all taken from current
textbooks in Hong Kong.

4 Approach

We compared the following ARA models for pre-
dicting the grade (1-12) of an input text.

4.1 Baseline: Neural Model

We fine-tuned2 MacBERT (Cui et al., 2020),
RoBERTa (Cui et al., 2020), BERT (Devlin et al.,
2019) and BERT-wwm (Cui et al., 2020) on the
Mainland dataset for grade prediction.3

4.2 Baseline: Linguistic Model

We trained a statistical classifier on the 221 linguis-
tic features provided by ChiLingFeat 4, an open-
source toolkit that extracts most features used in
previous Chinese ARA studies (Sung et al., 2015;
Lu et al., 2020). We evaluated SVM, Random
Forest (RF), and XGBoost (XGB) using the imple-
mentation in scikit-learn (Pedregosa et al., 2011).

2We used the code by Lee et al. (2021) in default pa-
rameters for fine-tuning, accessed from https://github.com/
yjang43/pushingonreadability_transformers

3We used macbert-large, chinese-roberta-wwm-ext, bert-
base-chinese, and chinese-bert-wwm, respectively.

4https://github.com/ffliu6/ChiLingFeat
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Trans- Hybrid In- Cross-
former model type domain domain
BERT Hard labels 0.312 0.288

Soft labels 0.342 0.290
Sent. Embed. 0.322 0.269

BERT- Hard labels 0.295 0.283
wwm Soft labels 0.341 0.278

Sent Embed. 0.318 0.283
RoBERTa Hard labels 0.301 0.285

Soft labels 0.341 0.301
Sent Embed. 0.318 0.287

MacBERT Hard labels 0.305 0.283
Soft labels 0.353 0.309
Sent. Embed. 0.329 0.269

Table 2: Accuracy of the three hybrid model types (Sec-
tion 4.3)

We applied Variance Threshold algorithm in scikit-
learn for feature selection, but obtained the best
result with the full feature set.

4.3 Hybrid Model
Following Lee et al. (2021), we adopted the simple
approach of wrapping linguistic features and neural
model output in a non-neural, statistical classifier.
We evaluated three types of hybrid models:

Hard labels (Deutsch et al., 2020): The grade of
the input text, as predicted by the neural model
(Section 4.1) serves as an additional feature in
the classifier.

Soft labels (Lee et al., 2021): The probabilities of
each grade, as predicted by the neural model
(Section 4.1), serve as additional features.

Sentence Embeddings (Imperial, 2021): The sen-
tence vectors, produced by SBERT (Reimers
and Gurevych, 2019) from the sentences in
the input text, serve as additional features.

5 Experiments

In-domain evaluation used stratified 5-fold cross-
validation on the Mainland Chinese dataset, based
on a train:dev:test split of 8:1:1. Cross-domain
evaluation used the entire Mainland China corpus
as training data, and the entire Hong Kong corpus
as test data. Among the three classifiers, RF out-
performed SVM and XGB in most settings and
metrics. The rest of the paper will refer to results
based on RF.

5.1 Metrics
We use accuracy, F1, adjacent accuracy and
quadratic weighted kappa (QWK) as our metric
for the experiment. For adjacent accuracy, the sys-
tem is considered correct if the predicted label is
within one grade higher or lower than the gold
grade. QWK also helps capture the distance be-
tween gold and predicted grades. These metrics
give a comprehensive evaluation of model perfor-
mance from different perspectives.

5.2 Hybrid model types
Table 2 reports the performance of the three hybrid
model types (Section 4.3). For in-domain evalua-
tion, hybrid models with soft labels outperformed
those with hard labels and sentence embeddings, re-
gardless of the transformer. For cross-domain eval-
uation, that was also the case for BERT, RoBERTa
and MacBERT. The only exception was BERT-
wwm, for which hard labels and embeddings per-
formed slightly better (0.283), but still less accurate
than the other transformers. The results presented
below will be based on soft labels.

5.3 In-domain evaluation
Baselines. As shown in Table 3, the Linguistic
Model yielded 0.276 accuracy in the in-domain set-
ting. It was outperformed by the Neural Model
regardless of the transformer used. MacBERT
achieved the best performance for the Neural
Model on accuracy (0.333) and all other metrics.

Hybrid Model. The Hybrid Model trained on
MacBERT attained the highest accuracy (0.353)
and F1, while RoBERTa led to the best adjacency
accuracy and QWK (tied with BERT). Regardless
of the choice of transformer or metric, the Hybrid
Model outperformed both baselines. The absolute
accuracy gains over the Neural Model ranged from
2.0% (MacBERT) to 4.8% (RoBERTa).5 Consis-
tent with previous results on English datasets (Lee
et al., 2021), linguistic features enhance the perfor-
mance of neural models on the Chinese datasets.

5.4 Cross-domain evaluation
Baselines. As expected, model performance de-
graded in the cross-domain setting. MacBERT pro-
duced the best-performing Neural Model in terms
of all four metrics. Unlike the in-domain evalua-
tion, the Linguistic Model outperformed the Neural

5The improvement is statistically significant for all four
models at p < 0.01 according to McNemar’s Test with conti-
nuity correction.
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Metric Linguistic Model (RF) Neural Model Hybrid Model
In- Cross- Transformer In- Cross- In- Cross-

domain domain domain domain domain domain
Acc. 0.276 0.263 BERT 0.303 0.197 (-0.106) 0.342 0.290 (-0.052)

(-0.013) BERT-wwm 0.308 0.196 (-0.112) 0.341 0.278 (-0.063)
RoBERTa 0.293 0.196 (-0.097) 0.341 0.301 (-0.040)
MacBERT 0.333 0.239 (-0.094) 0.353 0.309 (-0.044)

Adj. 0.596 0.561 BERT 0.618 0.504 (-0.114) 0.690 0.656 (-0.034)
Acc. (-0.035) BERT-wwm 0.627 0.485 (-0.142) 0.688 0.639 (-0.049)

RoBERTa 0.599 0.488 (-0.111) 0.699 0.683 (-0.016)
MacBERT 0.644 0.563 (-0.081) 0.685 0.677 (-0.008)

F1 0.259 0.221 BERT 0.273 0.154 (-0.119) 0.338 0.262 (0.076)
(-0.038) BERT-wwm 0.280 0.154 (-0.126) 0.337 0.249 (-0.088)

RoBERTa 0.256 0.147 (-0.109) 0.335 0.273 (-0.062)
MacBERT 0.307 0.198 (-0.109) 0.348 0.276 (-0.072)

QWK 0.739 0.475 BERT 0.759 0.633 (-0.126) 0.841 0.817 (-0.024)
(-0.264) BERT-wwm 0.755 0.612 (-0.143) 0.833 0.782 (-0.051)

RoBERTa 0.731 0.597 (-0.134) 0.841 0.822 (-0.019)
MacBERT 0.768 0.712 (-0.056) 0.829 0.832 (+0.003)

Table 3: Performance of the Hybrid Model and the two baselines. The gap between in-domain and cross-domain
performance is shown in brackets

Training Linguistic Model (RF) Neural Model Hybrid Model
dataset In- Cross- In- Cross- In- Cross-
size domain domain domain domain domain domain
20% 0.281 0.247 (-0.034) 0.267 0.231 (-0.036) 0.325 0.294 (-0.031)
60% 0.286 0.259 (-0.027) 0.307 0.236 (-0.071) 0.337 0.299 (-0.036)
100% 0.276 0.263 (-0.013) 0.333 0.239 (-0.106) 0.353 0.309 (-0.044)

Table 4: Model accuracy at different training dataset size, expressed in percentage of the full dataset. The gap
between in-domain and cross-domain performance is shown in brackets

Model in terms of accuracy (0.263 vs. 0.239) and
F1, though worse in terms of adjacent accuracy
and QWK. Its competitive performance can be at-
tributed to the robustness of linguistic features in
the face of dissimilar materials. While the Lin-
guistic Model degraded only slightly (-0.013) in
accuracy on cross-domain data, the Neural Model
suffered a much more substantial drop (-0.094).

Hybrid Model. The Hybrid Model outperformed
both baselines in all metrics and all transformers.6

MacBERT again led to the best performance in
terms of accuracy (0.309), F1 and QWK, but was
slightly worse than RoBERTa in adjacent accuracy.

The superior performance of the Hybrid Model
resulted from its smaller degradation on cross-
domain data. This can be seen by the gap be-

6The improvement of the hybrid model over the neural
model is statistically significant for BERT, BERT-wwm and
RoBERTa at p < 0.00001 according to McNemar’s Test.

tween in-domain and cross-domain performance,
shown in brackets in the “Cross-domain” column
in Table 3). For all transformers and all metrics,
the gap was substantially smaller with the Hybrid
Model. For example, the gap was only 0.044 cross-
domain but more than doubled (0.094) in-domain
for MacBERT. This suggests that some textual char-
acteristics learned by the Neural Model may be
only accidentally correlated with readability in the
training corpus, while the Hybrid Model benefits
from linguistic features that are more generally rel-
evant to readability and therefore transferable to
new domain.

Our hypothesis can be corroborated with the
analysis on various dataset sizes in Table 4. When
trained on only 20% of the dataset, all three mod-
els exhibited a similar gap between in-domain and
cross-domain performance. With additional train-
ing data, the Neural Model became more accurate
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in-domain (0.267 to 0.333). However, the improve-
ment hardly carried over cross-domain, leading to
a growing performance gap (-0.036 to -0.106), pos-
sibly indicating overfit to corpus-specific textual
characteristics. In contrast, the gap shrank for the
Linguistic Model, and remained relatively stable
for the Hybrid Model, even as it improved steadily
in accuracy.

6 Conclusions

We have presented the first cross-domain compar-
ison of hybrid, neural and linguistic models for
ARA. Results on a Chinese dataset show that the
hybrid model outperforms the neural model both
in-domain and cross-domain. Analyses on the gap
between in-domain and cross-domain performance
further demonstrate the robustness of linguistic fea-
tures. While the gap grows for the neural model as
more training data becomes available, it remained
more stable for the hybrid model. These results are
expected to inform future ARA research by show-
ing that linguistic features can help neural models
capture more generalizable characteristics for text
difficulty, especially in the cross-domain context.
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Abstract

We argue that declarative programs can be writ-
ten in precise natural language and back this
claim by using a complex optimisation prob-
lem. The problem specification is expressed in
natural language and automatically translated
into an executable answer set program, and an
answer set solver is then used to find (optimal)
solutions for natural language questions. Our
approach enables subject matter experts to ex-
press their knowledge in a natural and truly
declarative notation without the need to encode
this knowledge in a formal way.

1 Introduction

Declarative programming involves stating what is
to be computed, but not how it is to be computed;
it is a programming paradigm that expresses the
logic of computation without describing its con-
trol flow (Lloyd, 1994). Logic programming lan-
guages (Körner et al., 2022) and functional pro-
gramming languages (Hu et al., 2015) belong to
the declarative programming paradigm and result
in code that is characterised by a high level of
abstraction. One of the main benefits of declar-
ative programming languages is their ability to
describe problems with less code than imperative
programming languages. Furthermore, declarative
languages are known to be elaboration-tolerant,
precise, and easier to optimise than imperative
languages. In the context of logic programming,
the development of the stable model semantics
for logic programs (Gelfond and Lifschitz, 1988)
has led to answer set programming (Janhunen and
Nimelä, 2016), a powerful model-based language
for knowledge representation and non-monotonic
reasoning with industrial applications (Falkner
et al., 2018). Writing an answer set program in-
volves identifying objects and the relations between
them and formally encoding this information as

facts, rules and constraints. However, the resulting
formal notation may be difficult to understand by
subject matter experts who have detailed knowl-
edge about the application domain but do not have
a background in formal logic. Instead of encoding
a problem specification in answer set programming
notation, we suggested in previous work to express
such a specification in a precise subset of natural
language (Schwitter, 2018). Such a precise subset
of natural language is also known as a controlled
natural language (Kuhn, 2014). It has been shown
that the writing of a specification in controlled lan-
guage can be supported by a predictive authoring
tool like the writing of code with the help of a code
editor (Schwitter, 2020; Schwitter et al., 2003).
That means the authoring tool instructs the user
about the language constructs that can be used to
construct a textual specification. As in the case of
writing code, writing a specification in controlled
language is a process that requires careful planning
and an understanding of the application domain. In
this paper, we focus on an extension of our con-
trolled language PENGASP and illustrate how this
controlled language can be used to specify a com-
plex optimisation problem that goes beyond our
previous work but uses similar unification-based
techniques for the translation into an answer set
program (Guy and Schwitter, 2017). The novelty
is the use of choice rules, aggregates, and optimi-
sation statements that can be expressed directly on
the level of the controlled language. A state-of-the-
art answer set solver like clingo1 can then be used
to find the (optimal) solutions to the problem.

2 Answer Set Programming

Answer set programming (ASP) has its roots in the
fields of logic programming and non-monotonic
reasoning (Lifschitz, 2019; Gelfond and Kahl,

1https://potassco.org/clingo/
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2014) and has been applied to a wide range of areas
in artificial intelligence, among them also to natu-
ral language processing tasks (Mitra et al., 2019;
Sharma, 2019; Schüller, 2018; Dzifcak et al., 2009).
ASP is supported by powerful reasoning tools and
offers a rich representation language that allows for
recursive definitions, (strong and weak) negation,
(strong and weak) constraints, aggregates, optimi-
sation statements, and external functions (Gebser
et al., 2019). An ASP program consists of a set of
rules of the following form:

l1 ;...; lm :-
lm+1,..., ln, not ln+1,..., not lo.

Here each li is a literal. A literal is either a pos-
itive atom of the form p(t1,...,tk) or its strong
negation -p(t1,...,tk), where p is a predicate
name and all ti are terms that are composed of func-
tion symbols and variables. The symbol :- (“if”)
separates the head of a rule from its body. The sym-
bol ; in the head of a rule stands for an (epistemic)
disjunction, and the symbol not in the body for
default negation (aka negation as failure). A rule
is called a fact if m = o = 1, normal if m = 1, and
an integrity constraint if m = 0. Semantically, the
rule above states that if lm+1,...,ln are true and
there is no reason to believe that ln+1,...,lo are
true, then at least one of l1,...,lm is believed to
be true.

To ease the use of ASP for practical applications,
several simplifying notations and extensions have
been developed (see (Gebser et al., 2019) for de-
tails). The most notable ones in our context are:
choice rules, aggregates, and objective functions.

A choice rule has the following form:

s { e1 ;...; em } t :- body.

Here ei is a choice element of the form
a:L1,...,Lk, where a is an atom; Li are possible
default-negated literals; and s and t are integers
which express lower and upper bounds on the cardi-
nality of elements. Intuitively, a choice rule means
that if the body of the rule is true, then an arbitrary
number of elements can be chosen as true as long
as this number complies with the lower and upper
bounds. Note that if ei ≥ 2 and s = t = 1, then
a choice rule implements an exclusive disjunction;
similarly, if s = 1, t = nil, then it implements
an inclusive disjunction. Aggregates are functions
that apply to sets and can be used to calculate for
example the number of elements of a set. For in-
stance, the expression:

#count { X, Y : p(X, Y) }

represents the number of elements of the set p/2.
Expressions like this can be used in the body of
an ASP rule as one side of a comparison, with a
variable on the other side, for example:

number of elements(N) :-

N = #count { X, Y : p(X, Y) }.

When an ASP program has several answer sets,
we may be interested in finding the best possible
one, according to some measure of quality. Objec-
tive functions can be used in this case to minimise
or maximise the sum of a set of weighted tuples (wi,
ti) that are subject to some conditions ci. These ob-
jective functions are expressed in ASP as directives
of the following form:

#minimize { w1@l1, t1 : c1 ;...;

wn@ln, tn : cn }.

Note that wi is a numerical constant, li is an op-
tional (lexicographically ordered) priority level, ti

is a sequence of terms, and ci is a sequence of
possibly default-negated literals. Alternatively, op-
timisation statements can be implemented as weak
constraints. In contrast to integrity constraints that
weed out answer sets as solutions, weak constraints
rank solutions.

3 Finding an Optimal Accommodation

Let us assume a traveller wants to choose the best
one among three different accommodations (Aloe,
Metro, Oase); each of them comes with a star rating
and a weekly room rent. Furthermore, one of the
accommodations is located on the main street and
known to be noisy. Considering the available op-
tions, the traveller faces the following optimisation
problem: (a) minimising noise has the highest prior-
ity; (b) minimising the cost per star has the second
highest priority; and (c) maximising the number
of stars of an accommodation that is otherwise not
distinguishable has the lowest priority.2

We can start expressing the factual information
about these three different accommodations in a
precise way in controlled language:

1. The bedroom apartment Oase is rated three
stars and costs 240 dollars.

2. The bedroom apartment Aloe is rated two
stars and costs 160 dollars.

2This example is inspired by (Gebser et al., 2019).
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3. The studio apartment Metro that is located on
the main street is rated three stars and costs
200 dollars.

Furthermore, we specify ontological statements
that are necessary to solve the problem directly in
controlled language and describe what counts as an
accommodation (4 and 5); as a noisy accommoda-
tion (6); as the cost per star of an accommodation
(7); and as the star rating of an accommodation (8):

4. Every studio apartment is an accommodation.
5. Every bedroom apartment is an accommoda-

tion.
6. If an accommodation is located on a main

street then the accommodation is noisy.
7. If an accommodation costs N dollars and is

rated M stars then N / M is the cost per star
of the accommodation.

8. If an accommodation is rated N stars then N
is the start rating of the accommodation.

Next, we specify that one of the accommodations
is the optimal one, using an exclusive disjunction
in controlled language:

9. Either one of Aloe or Metro or Oase is opti-
mal.

The relevant optimisation statements are ex-
pressed with the help of predefined key phrases
Minimise/Maximise with a priority of I that include
a priority level, where a higher integer (I) indicates
a higher priority:

10. Minimise with a priority of 3 that an optimal
accommodation is noisy.

11. Minimise with a priority of 2 that C is the cost
per star of an optimal accommodation.

12. Maximise with a priority of 1 that S is the star
rating of an optimal accommodation.

Finally, the questions to be answered can be ex-
pressed as follows:

13. How many accommodations are there?
14. Which accommodation is optimal?

This entire specification can be translated auto-
matically into an executable ASP program. The
three factual statements (1-3) result in a number
of ASP facts. In our case, these facts are based on
a reified notation that relies on a small number of
predefined predicates. Constants that start with c

followed by a positive integer I are Skolem con-
stants and replace existentially quantified variables.

class(c1, bedroom_apartment). % 1
named(c1, oase).
prop(c1, c2, rated).
data_prop(c2, 3, cardinal).
class(c2, star).
pred(c1, c3, cost).
data_prop(c3, 240, cardinal).
class(c3, dollar).

class(c4, bedroom_apartment). % 2
named(c4, aloe).
prop(c4, c5, rated).
data_prop(c5, 2, cardinal).
class(c5, star).
pred(c4, c6, cost).
data_prop(c6, 160, cardinal).
class(c6, dollar).

class(c7, studio_apartment). % 3
named(c7, metro).
prop(c7, c8, located_on).
class(c8, main_street).
prop(c7, c9, rated).
data_prop(c9, 3, cardinal).
class(c9, star).
pred(c7, c10, cost).
data_prop(c10, 200, cardinal).
class(c10, dollar).

The ontological statements (4-8) result in five
ASP rules that define classes and properties:

class(A, accommodation) :- % 4
class(A, studio_apartment).

class(B, accommodation) :- % 5
class(B, bedroom_apartment).

prop(C, noisy) :- % 6
class(C, accommodation),
prop(C, D, located_on),
class(D, main_street).

prop(E/F, G, cost_per_star) :- % 7
class(G, accommodation),
pred(G, H, cost),
data_prop(H, E, cardinal),
class(H, dollar),
prop(G, I, rated),
data_prop(I, F, cardinal),
class(I, star).

prop(J, K, star_rating) :- % 8
class(K, accommodation),
prop(K, L, rated),
data_prop(L, J, cardinal),
class(L, star).

The two rules for the ontological statements 7
and 8 are interesting since both of them contain
an atom as rule head that has been derived from a
relational noun (cost per star and star rating) and
introduce properties. The property that represents
cost per star contains an arithmetic function (E/F)
with two variables as its first argument. This arith-
metic function picks up two cardinal numbers and
evaluates their ratio during grounding. The prop-
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erty that represents star rating picks up a cardinal
number (J) as its first argument.

The statement 9 is translated into a choice rule.
The integers before and after the expression in the
braces express lower and upper bounds on the car-
dinality. In our case, the lower bound and upper
bound is 1, meaning that exactly one accommoda-
tion is optimal:

1 { prop(M, optimal) : % 9
named(M, (aloe ;

metro ;
oase)) } 1.

The optimisation statements (10-12) are trans-
lated into weak constraints with the help of
#minimize and #maximize directives. The first ar-
gument w@l of these directives consists of a weight
(w) and priority level (l), greater levels being more
significant than smaller ones. These directives in-
struct clingo to look for the best stable model of
the given ASP program.

#minimize { 1@3, % 10
N : prop(N, optimal),

class(N, accommodation),
prop(N, noisy) }.

#minimize { O@2, % 11
P : prop(O, P, cost_per_star),

prop(P, optimal),
class(P, accommodation) }.

#maximize { Q@1, % 12
R : prop(Q, R, star_rating),

prop(R, optimal),
class(R, accommodation) }.

Questions such as (13 and 14) are translated
into an ASP rule with a specific answer literal
(answer/1) as head. These literals will contain
the answer to the question after grounding and will
be displayed using the #show directive (15):

answer(T) :- T = #count { % 13
S : class(S, accommodation) }.

answer(V) :- % 14
named(U, V),
class(U, accommodation),
prop(U, optimal).

#show answer/1. % 15

Note that question (13) is not necessary to find
the optimal solution but illustrates the use of an
aggregate construct.

4 Evaluation

If we submit our ASP program to the answer set
solver clingo, then the solver will generate and
display three answer sets (models), one for each

accommodation together with the weights used for
finding the optimal solution. These answer sets
also contain the answers to the questions (13 and
14) that are displayed with the help of the #show

directive (15):
clingo version 5.6.1
Reading from asp.lp
Solving...
Answer: 1
answer(3) answer(metro)
Optimization: 1 66 -3
Answer: 2
answer(3) answer(aloe)
Optimization: 0 80 -2
Answer: 3
answer(3) answer(oase)
Optimization: 0 80 -3
OPTIMUM FOUND

Models : 3
Optimum : yes

Optimization : 0 80 -3
Calls : 1
Time : 0.037s (...)
CPU Time : 0.000s

We can see in the output that the accommodation
Metro is noisy (1) and therefore not optimal with
respect to the most important optimisation state-
ment. The accommodations Aloe and Oase are not
noisy (0) and are both optimal with respect to the
cost per star ratio (80); the second most important
optimisation statement. This tie is broken by the
least important optimisation statement that looks at
the number of stars. Note that since we maximise
the number of stars, the values are displayed as neg-
ative integers (-2 and -3). In summary, the optimal
accommodation is Oase, since it is not noisy, has a
cost per star ratio of 80 and is rated three stars.

5 Conclusion

We showed in this paper that complex optimisa-
tion statements can be expressed directly in precise
natural language. The resulting specification can
then be automatically translated into an executable
ASP program. The writing of such a specification
in controlled language is usually supported by a
predictive authoring tool that has similar features
as a code editor for a programming language. As
in the case of writing declarative code, writing a
textual specification in controlled language needs
to be carefully planned and will never be a fast pro-
cess, but our approach has the potential to close the
gap between a (seemingly) informal textual spec-
ification and a declarative program. In this sense,
programming in controlled language is the most
extreme form of declarative programming.
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Abstract

Modeling text-based time-series to make pre-
diction about a future event or outcome is an
important task with a wide range of applica-
tions. The standard approach is to train and test
the model using the same input window, but this
approach neglects the data collected in longer
input windows between the prediction time and
the final outcome, which are often available
during training. In this study, we propose to
treat this neglected text as privileged informa-
tion available during training to enhance early
prediction modeling through knowledge distil-
lation, presented as Learning using Privileged
tIme-sEries Text (LuPIET). We evaluate the
method on clinical and social media text, with
four clinical prediction tasks based on clin-
ical notes and two mental health prediction
tasks based on social media posts. Our re-
sults show LuPIET is effective in enhancing
text-based early predictions, though one may
need to consider choosing the appropriate text
representation and windows for privileged text
to achieve optimal performance. Compared
to two other methods using transfer learning
and mixed training, LuPIET offers more sta-
ble improvements over the baseline, standard
training. As far as we are concerned, this is the
first study to examine learning using privileged
information for time-series in the NLP context.

1 Introduction

Time-series forecasting, or early prediction, is
an important machine learning task with a wide
range of applications, such as weather predic-
tion (Krasnopolsky and Fox-Rabinovitz, 2006; Es-
peholt et al., 2022) and stock forecasting (Xu and
Cohen, 2018; Sharma et al., 2017). Predicting fu-
ture events or outcomes would enable timely re-
sponses that can bring significant social and eco-
nomic benefits. Meanwhile, most existing works
on forecasting or early prediction use structured
measurements or features as input (Steyerberg,
2009), and studies to leverage unstructured text
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1day
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Model 3
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(c) Transfer learning
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Figure 1: Different methods to leverage later data from
the time-series to assist early prediction. LuPIET refers
to learning using privileged time-series text in training
via knowledge distillation. Here 1-day is the baseline
prediction window at test time. Models may leverage
data from the prolonged training windows, e.g., 3-day,
to enhance the performance for the shorter test window.

to explore temporal patterns are still scarce (Assale
et al., 2019). Moreover, user-generated, domain-
specific textual data, such as clinical and social me-
dia texts, can be noisy and complex to model (Bald-
win et al., 2013; Huang et al., 2020). This creates
challenges in utilizing text for early prediction.

The standard framework for early prediction
trains and tests machine learning models using the
same input window, depicted in Figure 1a. Though
this is the widely adopted approach, it discards
data that are outside the prediction window but are
collected in practice as part of the training set. Ide-
ally, these data can be utilized to enhance early
prediction, such as learning the future trajectory
of the time-series to assist modeling. Leveraging
data available at training time but not at test time –
referred to as privileged information – for training
has been proposed as Learning using Privileged
Information (LuPI) (Vapnik and Vashist, 2009;
Vapnik and Izmailov, 2015). Recent studies have
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shown LuPI can be successfully applied to utilize
time-series privileged information for early predic-
tion (Hayashi et al., 2019; K.A. Karlsson et al.,
2022). However, these experiments focus on struc-
tured features from synthetic data or distributions
under certain assumptions. It remains unknown
whether the approach applies to text-based early
prediction applications, where natural language
presents distinct characteristics and variation.

In this study, we adapt the time-series LuPI
to textual data, presented as Learning using
Privileged tIme-sEries Text (LuPIET). We eval-
uate LuPIET on a range of tasks to evaluate its
efficacy. LuPIET trains a more performant model
using a longer predictive window that includes data
created after the target prediction point as a teacher
model. This is applied to guide the training of the
early model through knowledge distillation. Fig-
ure 1b gives an example where the prediction win-
dow is 1-day, and we aim to guide the training
of the early model with the teacher model trained
from a 3-day window. To compare with LuPIET,
we also apply two other methods, common in other
domains but not well-examined for text-based time-
series, to leverage data collected after the prediction
time but available for training. These are transfer
learning and mixed training, depicted in Figure 1c
and Figure 1d, respectively.

We examine LuPIET using two challenging and
domain-specific datasets containing clinical and
social media text. Specifically, we explore four risk
and diagnosis prediction tasks with clinical text
and two mental health status prediction tasks with
social media. The results show LuPIET can be an
effective and stable approach for improving early
prediction based on textual input.

In summary, this work examines the usefulness
of privileged time-series information in the NLP
context to support early prediction. Our main con-
tributions include:

1. Proposing LuPIET to improve time-series
modeling for text-based early prediction.

2. Evaluating the performance of LuPIET on two
domains using clinical and social media cor-
pora, presenting results on six prediction tasks.
We show that when the privileged text is ap-
propriately chosen and represented, LuPIET
can improve over the baseline for early pre-
diction by being more sample efficient.

3. Benchmarking the performances of two other

competitive methods to support early predic-
tion. We find although they can sometimes
outperform LuPIET, they are in certain cases
detrimental to modeling. LuPIET offers more
consistent and stable improvements over the
baseline.

2 Related Work

Early prediction with text Forecasting or early
prediction has been widely studied in various do-
mains and applications. For example, Steyerberg
(2009) demonstrates the different facets and mod-
eling strategies for clinical prediction modeling.
Most initial works in the field focus on structured
measurements as input features, with some at-
tempts to extract and include shallow textual fea-
tures or topics (Suresh et al., 2017; Ghassemi et al.,
2015, 2014). More recent studies aim to put more
stress on text by applying more powerful mod-
els to handle the complexity of language (Matero
and Schwartz, 2020; Seinen et al., 2022). They
have shown promise in modeling various types of
text to support the prediction of mental health is-
sues (Halder et al., 2017), stock market trends (Xu
and Cohen, 2018), and clinical outcomes (Hsu
et al., 2020).

Learning using privileged information LuPI
presents a framework to leverage features only
available at the train time but not at test time (Vap-
nik and Vashist, 2009). It has shown improved
results in a range of applications, including rec-
ommendation (Xu et al., 2020) and image pro-
cessing (Lee et al., 2020). Recently, the approach
has been applied to improve early prediction using
time-series data, which leverages data observed be-
tween the prediction time and the future outcome as
privileged information. Hayashi et al. (2019) exam-
ines this approach on a synthetic dataset and a real-
world dataset on air conditions with eight variables.
K.A. Karlsson et al. (2022) further formalizes the
framework for time-series as Learning using Privi-
leged Time-Series (LuPTS) and proves it is guar-
anteed to result in more efficient learning when
the time-series are drawn from a non-stationary
Gaussian-linear dynamic system. However, none
of the prior works examines text as input.

Knowledge distillation In knowledge distilla-
tion (KD), a more performant teacher model guides
a smaller student model to achieve better results
by matching the distributions of their predictions
or output logits (Hinton et al., 2015). By training
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with the teacher output, the student model is pro-
vided with soft targets that contain more nuanced
information about the label distribution compared
to the true, hard labels. KD has been widely used
for model compression (Sanh et al., 2019; Tung
and Mori, 2019; Jiao et al., 2020) and other ma-
chine learning applications (Furlanello et al., 2018;
Clark et al., 2019) to transfer knowledge across
models with different strengths, sizes, or even ar-
chitectures. In contrast, the classic transfer learn-
ing focuses on a single model and transfers knowl-
edge across datasets, often from larger datasets to
smaller ones (Devlin et al., 2019). Early works
have shown the connection between LuPI and KD,
unified them under generalized distillation (Lopez-
Paz et al., 2016). Distillation has become a standard
implementating technique to leverage privileged in-
formation (Hayashi et al., 2019; Xu et al., 2020).

3 Methods

Here we present the problem setting for early pre-
diction and then describe how learning using privi-
leged time-series text (LuPIET) works.

3.1 Problem setting

The goal for early prediction is to learn a mapping
function f(θ) between input Xt,n ∈ Rn×d and
future events or outcomes Y ∈ R, where t =
1 . . . T is a time point of the time-series defined by
the prediction window, and n = 1 . . . N is a textual
note or post available in the window Xt. Since N
can vary across prediction windows, we neglect the
notation of n from now on for simplicity. Note that
[X1, X2, ..., XT ] share the same label Y as they
come from the same sample, where Xt is always a
subset of Xt+1. We assume the baseline prediction
window by setting t = 1, and the baseline model
trained in Figure 1a is obtained as

θbase = argmin
θ∈Θ

H(f(X1), Y ) (1)

whereH is the cross entropy loss. We then aim
to improve θbase by leveraging texts created chrono-
logically after X1, namely [X2, X3, ...XT ].

3.2 Learning with privileged time-series text

LuPIET optimizes a knowledge distillation loss that
maps the predictions between the baseline model
and the new model trained with privileged text,
which can be viewed as a teacher model. We train
this teacher model using input from a prolonged

prediction window compared to baseline, namely
Xt where t ≥ 2, to obtain

θt = argmin
θ∈Θ

H(f(Xt), Y ) (2)

Then let pbase(x) and pt(x) be the output log-
its from the base model and teacher model, and
we scale them with a temperature τ before taking
the softmax, as defined in the original setting of
knowledge distillation (Hinton et al., 2015):

pτbase(xi) =
epbase(xi)/τ

∑K
j=1 e

pbase(xj)/τ
(3)

pτt (xi) =
ept(xi)/τ

∑K
j=1 e

pt(xj)/τ
(4)

where K is the number of labels. We calculate
the distillation loss as the KL-divergence between
the two scaled logit distributions as

LKD = DKL(p
τ
base(x)||pτt (x)) (5)

This distillation loss is then added to the cross en-
tropy loss to train the final model that consumes the
baseline input X1, which is obtained by optimizing
the following training objective:

L = (1− α)H(f(X1), Y ) + αLKD (6)

where α is a hyperparameter and 0 ≤ α ≤ 1.

3.3 Other options to improve early baseline
Besides LuPIET, we also examine two other sim-
ple methods to leverage privileged text to assist
early training — transfer learning and mixed train-
ing. Transfer learning (Zhuang et al., 2021) refers
to further fine-tuning θt using X1 by minimizing
the standard cross entropy loss. In other words,
we initialize the training in Eq 1 using the model
parameters from Eq 2, as shown in Figure 1c.

In the mixed training method, the approach is to
mix Xt with X1 and train the model from scratch.
This can be considered as a data augmentation ap-
proach (Wen et al., 2021) which enriches the train-
ing set and encourages the model to learn from all
variations of the same sample. This is depicted in
Figure 1d.

4 Experiments

We examine LuPIET using datasets from two chal-
lenging textual domains: clinical notes and social
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media posts. All datasets contain notes or posts
that are created chronologically, naturally forming
the text-based time series. Here we introduce them
in more detail.

4.1 Clinical datasets and tasks
For clinical text, we use the MIMIC-III
database (Johnson et al., 2016) to construct the
datasets to predict four clinical outcomes and tar-
gets, which are in-hospital mortality, in-ICU mor-
tality, length-of-stay (LOS) over 3 days, and di-
agnostic related groups (DRG). These are popular
tasks in the literature for clinical early prediction
and we follow previous works to define and ex-
tract cohorts for them (Wang et al., 2020; Liu et al.,
2021, 2022a). We note that the early DRG predic-
tion is different from the typical medical coding
performed post-discharge (Dong et al., 2022; Liu
et al., 2022b) as it aims to predict diagnosis and
estimate care costs while patients are still in the
hospital (Gartner et al., 2015; Islam et al., 2021).

For each patient in the cohort, we extract all clin-
ical notes during the hospital course that are created
before the prediction time, sort them chronologi-
cally, and remove empty or duplicated notes. The
prediction window is defined by the number of
days after the patient ICU admission. For exam-
ple, the 3-day window would include all clinical
notes charted by the end of the third day of ICU
admission.

We define the baseline window for the clini-
cal prediction tasks as 1-day, which would allow
timely interventions and resource arrangements to
be made for the hospitalized patients. This is also a
common choice made in the literature (Wang et al.,
2020; Hsu et al., 2020). We then examine two ex-
tended prediction windows to train LuPIET, which
are 3-day and 7-day. Notice there are cases whose
time-series lengths are less than 3-day or 7-day. We
did not distinguish these cases from others in the
data extraction process to ensure we can directly
compare with baseline results. For example, if a
case has a length of 2 days, then the input texts for
this case under 3-day and 7-day are the same. The
numbers of train/validation/test cases are presented
in Table 1. Notice the two mortality predictions
and LOS prediction share the same cohort.

4.2 Social media datasets and tasks
For social media texts, we focus on the eRisk 2018
datasets (Losada and Crestani, 2016; Losada et al.,
2018) to use Reddit posts to predict potential men-

# train # validation # test # labels
Mortality & LOS 26729 3407 3392 2
DRG 16296 972 1866 570
eRisk Depression 656 82 82 2
eRisk Anorexia 376 47 48 2

Table 1: Number of cases for the train, validation, and
test sets of the examined prediction tasks.

tal health issues, which are depression and anorexia.
Predicting mental health status using social media
data is an important yet challenging task (Gun-
tuku et al., 2017) that draws much attention in re-
cent years from the NLP community (Benton et al.,
2017; Cohan et al., 2018). To parse the datasets,
we use both the title and the content as input text
for the post. The datasets present the posts in ten
chunks, which are evenly split by time and sorted
in the chronological order. We follow this format
to define the prediction window by the number of
chunks used as input, e.g., a 3-chunk window in-
cludes all posts in the first three chunks.

Since social media text could present noisier tem-
poral patterns, we examine two baseline windows
for the prediction tasks, which are 3-chunk and 7-
chunk, and only use the full 10-chunk as prolonged
prediction window. We make this choice also be-
cause the eRisk datasets are relatively small and
the performance can be unstable. We use all sam-
ples from the datasets for each task and split them
in a 0.8/0.1/0.1 ratio, and the numbers are again
presented in Table 1.

4.3 Text representation and modeling

We examine two text representations for the text-
based time-series modeling. The first one is to
model all input text as a single text string by con-
catenating all notes or posts together. This allows
us to model the input as a sequence of words, which
considers the word-level details. This is a stan-
dard practice in NLP. The other representation is
to encode all notes or posts into document embed-
dings and model them at the document level. This
method, on the other hand, may lose details dur-
ing the document encoding process, but it helps to
maintain the temporal patterns of the texts.

For word-level representation, we use domain-
specific pretrained word embeddings for the two
datasets. Specifically, we use BioWordVec (Zhang
et al., 2019) for clinical text and GloVe-840B (Pen-
nington et al., 2014) for social media. Since the
concatenated text string is rather long, we adapt
MultiResCNN (Li and Yu, 2020) for modeling,
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which is a CNN-based model that has shown strong
results in long-document classification. The model
enhances the vanilla text-CNN model by adding
more filters with residual connections. Given space
restrictions here, we do not introduce the architec-
ture in detail and refer readers to the original paper
for more information.

For document-level modeling, we first encode
notes or posts using BERT (Devlin et al., 2019) by
extracting the [CLS] token as the final represen-
tation. We again try to align BERT with the do-
mains of the text by using ClinicalBERT (Alsentzer
et al., 2019) for clinical notes and RoBERTa (Liu
et al., 2019) for Reddit posts. We then apply
LSTM (Hochreiter and Schmidhuber, 1997) to
model the sequence of notes and use the last hidden
state for final prediction. We use LSTM due to its
power to extract and model temporal patterns.

4.4 Training and evaluation

We tune the hyperparameters for all examined
methods based on the validation set and then re-
train the model with the best configuration with
multiple random seeds. Specifically, we tune the
filter number and sizes for the CNN model, hid-
den size for the LSTM model, and the number of
layer, dropout, learning rate, weight decay for both
models. Adam (Kingma and Ba, 2014) is used as
the optimizer throughout the experiments. After
obtaining the best architectural configuration for
the baseline model, we fix the setup and tune τ
and α for LuPIET. We adopt random search for
the clinical datasets and grid search for social me-
dia datasets given the former takes much longer
to run. We facilitate the hyperparameter search-
ing with asynchronous successive halving algo-
rithm (Li et al., 2020), based on the implementation
from Ray Tune (Liaw et al., 2018). We perform all
our experiments using pytorch (Paszke et al., 2019)
and pytorch-lightning1 on V100 GPUs.

For evaluation, we use area under the re-
ceiver operating characteristics curve (AUROC)
and precision-recall curve (AUPR) for the binary
classification tasks, and accuracy and macro F1 for
multiclass classification. We run the final, tuned
model for each task with five random seeds for the
clinical datasets and average the results, and run
with ten seeds for the social media datasets given
the small data size.

1https://www.pytorchlightning.ai/

5 Results

5.1 Comparing LuPIET with baseline
We present our main results with the word-level
modeling for clinical prediction tasks in Table 2.
We observe LuPIET using the extended 3-day and
7-day windows improves over the standard base-
line window on 1-day for in-hospital mortality, in-
ICU mortality, and DRG predictions. Meanwhile,
LuPIET does not provide much benefit for predict-
ing LOS>3days. We believe this is related to the
nature of the task as the extended windows are al-
ready longer than the target in consideration, so the
teacher models can take advantage of this shortcut
to make accurate and confident predictions that are
close to the true labels and can no longer serve as
soft targets (Hinton et al., 2015; Cho and Hariharan,
2019).

The results for social media datasets are pre-
sented in Table 3. Here we examine 3-chunk and
7-chunk as the baseline windows and apply LuPIET
trained using full length, i.e., 10-chunk. We again
observe the benefit of LuPIET over the baseline
results, especially under AUROC. However, we
note that due to the much smaller dataset size, the
variances in the results can be large. In a couple
of cases, LuPIET achieves slightly lower AUPR
scores than the baseline, but the results are still
comparable given the variance.

5.2 Comparing LuPIET with other methods
We focus on the clinical datasets to compare
LuPIET with transfer learning and mixed train-
ing approaches given they have relatively sufficient
data to observe their behavior. In Table 2, we find
LuPIET still performs strongly when compared to
these two approaches, but other methods may out-
perform LuPIET, such as mixed training on DRG
prediction. In this particular case, we believe this
is caused by the DRG dataset being a multiclas-
sification task with 570 labels, thus not having
enough samples for training. By mixing differ-
ent windows of the same sample together serves as
a data augmentation strategy, which alleviates the
low-resource situation for DRG to achieve better
results. Similarly, when modeling at the note level
(Table 4), transfer learning may be able to better
transfer the temporal relations across windows thus
achieving slightly better results.

However, we observe that transfer learning and
mixed training do not always improve over the
baseline, which is further shown when we examine

77



In-hospital Mortality In-ICU Mortality LOS>3days DRG
AUROC AUPR AUROC AUPR AUROC AUPR Acc MacroF1

Baseline

1-day
0.867

(0.0032)
0.474

(0.0151)
0.862

(0.0110)
0.373

(0.0252)
0.690

(0.0034)
0.625

(0.0047)
0.282

(0.0058)
0.105

(0.0106)
LuPIET

3-day→ 1-day
0.876

(0.0027)
0.491

(0.0039)
0.880

(0.0020)
0.429

(0.0092)
0.693

(0.0042)
0.626

(0.0058)
0.287

(0.0068)
0.116

(0.0067)

7-day→ 1-day
0.879

(0.0029)
0.501

(0.0093)
0.880

(0.0024)
0.413

(0.0076)
0.692

(0.0035)
0.627

(0.0041)
0.290

(0.0097)
0.115

(0.0130)
Transfer

3-day→ 1-day
0.863

(0.0026)
0.466

(0.0063)
0.866

(0.0060)
0.381

(0.0231)
0.695

(0.0036)
0.612

(0.0049)
0.293

(0.0033)
0.134

(0.0059)

7-day→ 1-day
0.865

(0.0040)
0.482

(0.0073)
0.860

(0.0051)
0.379

(0.0089)
0.691

(0.0046)
0.616

(0.0068)
0.284

(0.0027)
0.113

(0.0072)

7-day→ 3-day→ 1-day
0.864

(0.0040)
0.482

(0.0110)
0.855

(0.0073)
0.374

(0.0098)
0.683

(0.0031)
0.606

(0.0054)
0.285

(0.0093)
0.112

(0.0081)
Mix-train

1-day + 3-day + 7-day
0.866

(0.0031)
0.490

(0.0031)
0.860

(0.0079)
0.398

(0.0077)
0.642

(0.0037)
0.561

(0.0057)
0.298

(0.0025)
0.140

(0.0081)

Table 2: Results of word-level modeling for the four clinical prediction tasks.

Depression Anorexia
AUROC AUPR AUROC AUPR

Baseline - 3-chunk 0.819
(0.0636)

0.458
(0.1606)

0.796
(0.0742)

0.334
(0.1071)

+ LuPIET 0.868
(0.0203)

0.431
(0.1150)

0.830
(0.0742)

0.339
(0.0963)

Baseline - 7-chunk 0.836
(0.0303)

0.470
(0.1374)

0.798
(0.0401)

0.429
(0.1217)

+ LuPIET 0.869
(0.0332)

0.495
(0.0792)

0.807
(0.0239)

0.423
(0.0705)

Table 3: Results for the two mental health prediction
tasks using social media posts.

the note-level modeling results in Table 4. For
example, though it could bring benefits to tasks
like DRG, mixed training is rather detrimental to
the LOS>3days prediction. On the other hand,
LuPIET either improves over the baseline or at
least maintains the performance under both text
representation and modeling strategies.

We also see LOS>3days task does not benefit
much from transfer learning and mixed training ei-
ther, similar to the results with LuPIET. This shows
when adopting these methods to improve the time-
series modeling, it can be important to consider the
nature of the task and to choose proper windows
accordingly.

5.3 Comparing text representations

The results presented in Table 2 and Table 4 for
word- and note-level modeling are comparable for
all the four tasks. Overall, we see modeling at

word level performs much better than at note level,
demonstrating the need to attend to the fine-grained
textual details for these tasks. The LOS>3days is
again an exception where the two sets of results are
similar, showing the task can be inherently more
difficult. Furthermore, modeling at word level
tends to benefit more from LuPIET. For example,
we see much better mortality prediction scores with
LuPIET in Table 2. This indicates that the proper
training of LuPIET exploits the nuances in the data
and it would benefit more when modeling at a finer
granularity.

We do not present the results with document
embeddings for the social media tasks as their AU-
ROC results are sub-optimal and barely over 0.5.
We suspect this is because the Reddit posts are
much noisier and the model needs to sift away
much unrelated information, so encoding all posts
into embeddings is unhelpful.

6 Discussion

6.1 Sampling efficiency
K.A. Karlsson et al. (2022) shows under certain
conditions, such as when the time-series is from
linear dynamical systems with Gaussian noise and
is in Markov structure, privileged information is
guaranteed to improve the learning efficiency of
time-series models. Given these conditions do not
necessarily hold for the natural language that has
distinctive data distribution, here we empirically ex-
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In-hospital Mortality In-ICU Mortality LOS>3days DRG
AUROC AUPR AUROC AUPR AUROC AUPR Acc MacroF1

Baseline

1-day 0.844
(0.0058)

0.417
(0.0122)

0.860
(0.0049)

0.369
(0.0172)

0.695
(0.0059)

0.629
(0.0061)

0.228
(0.0057)

0.056
(0.0043)

LuPIET

3-day → 1-day 0.850
(0.0040)

0.428
(0.0108)

0.861
(0.0060)

0.362
(0.0178)

0.696
(0.0034)

0.631
(0.0054)

0.238
(0.0063)

0.056
(0.0055)

7-day → 1-day 0.851
(0.0033)

0.430
(0.0125)

0.860
(0.0046)

0.370
(0.0168)

0.698
(0.0027)

0.635
(0.0039)

0.237
(0.0042)

0.057
(0.0029)

Transfer

3-day → 1-day 0.853
(0.0038)

0.439
(0.0080)

0.862
(0.0069)

0.384
(0.0093)

0.688
(0.0022)

0.615
(0.0044)

0.232
(0.0067)

0.059
(0.0043)

7-day → 1-day 0.833
(0.0037)

0.415
(0.0086)

0.861
(0.0065)

0.371
(0.0123)

0.686
(0.0056)

0.623
(0.0057)

0.230
(0.0070)

0.064
(0.0039)

7-day → 3-day → 1-day 0.829
(0.0073)

0.405
(0.0108)

0.861
(0.0080)

0.362
(0.0147)

0.688
(0.0029)

0.621
(0.0022)

0.232
(0.0052)

0.066
(0.0049)

Mix-train

1-day + 3-day + 7-day 0.838
(0.0019)

0.416
(0.0113)

0.866
(0.0055)

0.382
(0.0125)

0.671
(0.0035)

0.605
(0.0066)

0.236
(0.0073)

0.061
(0.0043)

Table 4: Results of document-level modeling for the four clinical prediction tasks.

Figure 2: Learning curves for the four clinical prediction tasks under two evaluation metrics. The blue curves depict
the results of standard training and the red curves depict those of LuPIET.

amine if privileged text can still benefit NLP mod-
eling efficiency without making other assumptions.
Figure 2 shows the learning curves for the four
clinical prediction tasks, with x-axis is the ratio of
the full dataset used to train the model. We find
LuPIET can lead to more sample efficient learning
in multiple tasks. For example, when training with
only 10% of the whole dataset, privileged learning
achieves significant improvements over the base-
line on in-hospital mortality, LOS, and DRG. When
the model is fed with more samples, we see the dif-
ference between LuPIET and the baseline gradually
converge. This also happens to the much smaller
social media datasets, where we see the larger ex-
tent of improvements with LuPIET under AUROC
in Table 3. Furthermore, LuPIET could reduce the
modeling variance compared to baseline, consistent
with findings on structured time-series (K.A. Karls-
son et al., 2022).

Meanwhile, in certain scenarios, such as for the

in-ICU mortality prediction and for the LOS pre-
diction with sufficient data, we find the benefits of
LuPIET are much weaker. This may reflect our ob-
servations on LOS in Sec 5.1, where the choice of
input windows can be important. Extending input
windows in certain scenarios may not necessarily
include more data. For instance, in the ICU admis-
sions stays are much shorter compared to hospital
stays. This may explain why little benefit is ob-
served for in-ICU mortality prediction.

6.2 Limitations

There are a few limitations with our study. Firstly,
we find it is important to apply LuPIET to ap-
propriate task settings but we did not formalize
the definition of appropriateness, though we of-
fer some possible intuitions (e.g., on the case of
LOS in Sec 5.1). Domain knowledge about the
nature of the task may be needed to realize op-
timal results with LuPIET, which could in some
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ways correspond to the assumptions about data
distribution made for successful LuPI in previous
works (Lopez-Paz et al., 2016; K.A. Karlsson et al.,
2022). Future works are needed to provide the the-
oretical explanation for the empirical results and to
guide more effective application of LuPIET.

Secondly, we find sometimes the teacher models
do not benefit from extending the input window
and consuming more time-series data, for example,
the shorter 3-chunk can outperform 7-chunk for
anorexia prediction (Table 3). We did not further
investigate this phenomenon and leave it to future
work to explore the potential causes. We also fo-
cused on the specific time steps for baseline and ex-
tended input windows and did not evaluate in more
time steps, but in the future we would like to con-
sider various time steps in the time-series for both
training and evaluation. Similar evaluation setup
has been examined in prior work (Harutyunyan
et al., 2019), such as framing patient deterioration
assessment as hourly patient mortality predictions.
We regard this setup a promising extension of our
current experiments to examine LuPIET. Lastly, we
do not explore how factors in successful KD ap-
plications (Gou et al., 2021), such as creating con-
sistent teacher models (Beyer et al., 2022), affect
LuPIET, which we consider as a future direction to
better utilize privileged information and to enhance
LuPI in general.

7 Conclusion

In this study, we present LuPIET, a framework to
incorporate longer-range time-series data available
during training to improve text-based early predic-
tions. Though similar ideas have been examined
recently for structured time-series (Hayashi et al.,
2019; K.A. Karlsson et al., 2022), we are not aware
of any previous studies on the use of this privileged
information in the context of text-based time-series.
We find LuPIET is an effective strategy for enhanc-
ing early prediction and for efficient time-series
modeling when applied to appropriate task settings.

LuPIET is implemented by simply optimizing
a distillation loss. Therefore, future works may
extend LuPIET by training with more advanced
distillation techniques, e.g., matching hidden state
instead of logits (Zhang et al., 2018), or combining
with other inputs, e.g., using multi-modal privi-
leged information.
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Abstract

The analysis of short text documents has be-
come a vital and challenging task. Topic mod-
els are utilized to extract topics from a large
amount of text data. However, these topic mod-
els typically suffer from data sparsity problems
when applied to short texts because of relatively
lower word co-occurrence patterns. As a result,
they tend to provide repetitive or trivial top-
ics of poor quality. Therefore, we presented a
DistilBERTopic model to remove the sparsity
problem and discover quality topics more accu-
rately from short texts. DistilBERTopic model
utilized the pre-trained transformer-based lan-
guage models, reduced the dimensionality ef-
fect on embedding, clustered these embeddings,
and discovered the topics from short text docu-
ments. Experimental results demonstrate that
the DistilBERTopic model achieves better clas-
sification and topic coherence than other state-
of-the-art topic models for real-world datasets.

1 Introduction

Numerous Web applications, including online so-
cial networks, recommendation systems, and ques-
tion and answer systems, have recently grown in
popularity. User-generated content has prolifer-
ated, particularly the massive increase in short text
in various contexts like blogging, text messages,
or customer reviews. It has become a crucial and
difficult challenge in many applications to automat-
ically discover latent semantic topics from huge
amounts of short texts.

Considerable effort has been devoted to tack-
ling the issue of data sparsity in topic modeling for
short text documents. In prior work, for instance, a
method is developed for aggregation of a few spe-
cific sentences that recreate a lengthier pseudo doc-
ument by employing appropriate strategies like as
combining all text messages originating from a sin-
gle author (Hong and Davison, 2010a) or establish-
ing relation information between hashtags (Wang,

Liu, Qu, Huang, Chen, and Feng, 2014). In addi-
tion, some brief messages can contain contextual
information such as URL, location, or timestamp.
A large amount of the world’s textual data comes
from news sources and web portals, and all these
sources often include various descriptions (Ram-
age, Hall, Nallapati, and Manning, 2009). How-
ever, these strategies may fail in the absence of
contextual information (Naseem, Razzak, Khan,
and Prasad, 2021). Conventional topic modeling
techniques like Latent Semantic Analysis (LSA)
(Deerwester, Dumais, Furnas, Landauer, and Harsh-
man, 1990), Probabilistic Latent Semantic Analysis
(PLSA) (Hofmann, 1999), and Latent Dirichlet Al-
location (LDA) (Blei, Ng, and Jordan, 2001) is
extensively employed for discovering the topics
from documents.

The formation of co-occurring word pairs across
the same document is explicitly modeled in the
biterm topic model (BTM) (Cheng, Yan, Lan, and
Guo, 2014). The technique avoids the sparsity issue
at the document level by aggregating the corpora
biterms into a big pseudo document from which
the topic distribution is inferred. However, the
method does not consider word order. LF-DMM
(Nguyen, Billingsley, Du, and Johnson, 2015) en-
riches Dirichlet Multinomial Mix with latent fea-
ture word representations by substituting the topics
term with a combination of a Dirichlet multinomial
and word embedding. In particular, (Weng, Lim,
Jiang, and He, 2010) combines all of the shorter
texts produced by that particular individual into
a trained model before applying a standard LDA
model. The two different aggregation strategies for
short texts include the authors of the text and each
word in the corpus(Hong and Davison, 2010b). The
data preprocessing step for LDA (Mehrotra, Sanner,
Buntine, and Xie, 2013) presents alternative tweet
clustering strategies to build pseudo documents.

A word network topic model is presented that
generates pseudo documents based on the network

84



of words used together in the network (Zuo, Zhao,
and Xu, 2016c). In (Zuo, Wu, Zhang, Lin, Wang,
Xu, and Xiong, 2016a), inferring topic distribution
from the high number of hidden pseudo documents
with a drastically reduced amount of these docu-
ments. WNTM (Zuo, Zhao, and Xu, 2016d) con-
structs a network based on how often certain words
appear, find word groups and distribute across word
topics, as opposed to documents. The model makes
the conceptual density in a dataset and creates topic
inference slightly sensitive to differences in text
length and how topics are spread out. Previous
studies showed that using fuzzy clustering for ex-
tracting topics from documents also improved the
performance for classification and clustering tasks
(Rashid et al., 2022).

An efficient topic model derived from the Dirich-
let Multinomial Mixture (DMM) model is called
GPU-DMM (Li, Duan, Wang, Zhang, Sun, and Ma,
2017). They use the extended Polya urn (GPU)
model for short texts, which uses auxiliary embed-
dings to get generic word semantic information
(Mahmoud, 2008). PTM (Zuo, Wu, Zhang, Lin,
Wang, Xu, and Xiong, 2016b) assumes that a sub-
stantial majority of text documents are produced
from a small number of frequent texts and that the
idea of a "pseudo document" is used to affirma-
tively group shorter text together in the presence of
sparse data without the necessity of further context.
TRNMF (Yi, Jiang, and Wu, 2020) topic model uti-
lizing regularized nonnegative matrix factorization
for short documents. Some methods (Gruber et al.,
2007) attempt to reduce the sparsity problem by
presuming that terms in all sentences interact with
the same topic. In addition, the findings of these
topic models are typically attained at the posterior
in topics, which makes the topic model susceptible
to overfitting (Blei et al., 2001).

Therefore, in this research, we presented a Dis-
tilBERTopic model that discovers the semantically
relevant quality topics and removes the sparsity is-
sue for short text, where probabilities of documents
and topics are defined. DistilBERTopic model used
the pre-trained transformer-based language models,
and before Density-based Spatial clustering, the
detrimental impact of high dimensionality is mini-
mized by singular value decomposition. DistilBER-
Topic model is compared with the state-of-the-art
short text topic models using real-world short text
document datasets. Experimental results show that
DistilBERTopic performs better than other models
in terms of topic coherence and classification.

2 Methodology

Consider a variety of Z short text containing vo-
cabulary of size V, which are denoted by X =
x1, x2, x3, ......., xV and K is the number of topics.
Dirichlet parameters are α and β.

2.1 Pre-processing

The text data probably contain a significant amount
of noise, including different word forms, stop
words, punctuation, and special characters. The
text data is converted to lowercase to eliminate
any potential confusion caused by word variances.
The text is first broken up into phrases, which are
subsequently tokenized into individual words. A
document is broken down into tokens. Stop words
are eliminated. Words are normalized by deploy-
ing Porter’s stemmer algorithm (Patil and Sandip,
2013; Porter, 1980), which culminates in eliminat-
ing inflectional endings for the words.

2.2 DistilBERT

DistilBERT (Sanh, Debut, Chaumond, and Wolf,
2019) is developed from BERT by applying knowl-
edge distillation (Kenton and Toutanova, 2019).
DistilBERT is a compact Bidirectional Encoder
Representation of BERT that preserves the BERT
comprehension capabilities by adopting a knowl-
edge distillation technique. The model is distilled
in very large batches through the use of dynamic
masking and with the assistance of the next sen-
tence prediction. In this context, masking and next
sentence prediction refer to the procedure in which
a word that is to be predicted is transformed to the
value ["MASK"] in the Masked Language model,
and the entire sequence is trained to predict that
specific word. The trained model aids in establish-
ing the context of words by attempting to identify
the meaning of a document. The implementation
comprises a loss function comprised of a distilla-
tion loss and a cosine embedding loss. To build a
more compact version of BERT, the architects of
DistilBERT eliminated token-type embeddings and
the pooler from the architecture and decreased the
number of layers by a factor of two. DistillBERT
is used to turn the documents into embeddings.

2.3 Singular Value Composition

The documents with related topics are clustered
together to discover the topics in these clusters.
The embedding dimensionality is reduced because
many clustering methods poorly handle high di-
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mensionality. To reduce the negative effects of
higher dimensionality, we apply singular value de-
composition (SVD), a well-known technique for
reducing data dimension before clustering (Fodor,
2002).

2.4 Hierarchical Density-based Spatial
Clustering

The HDBSCAN (Hierarchical Density-based Spa-
tial Clustering) (Campello, Moulavi, and Sander,
2013) is used. HDBSCAN clustering technique
represents clusters and allows noise to be treated
as outliers. When dealing with noise and varied
cluster densities, HDBSCAN is used to discover
the dense regions of document vectors. The uti-
lization of HDBSCAN is motivated by the fact that
it produces only significant clusters and does not
cluster noise. Thus, compared to other clustering
algorithms, the quality of the clusters is high. The
interactive use of cluster selection epsilon, which
hierarchically mixes and separates clusters, allows
us to control the size of the clusters. This allows us
to discover more specific topics within a specific
cluster.

2.5 Probability of the Documents

The probability of Z documents j is calculated by
equation 1. Where n is the amount of data.

P (Zj) =

∑m
i=1 (Xi, Zj)∑m

i=1

∑n
j=1 (Xi, Zj)

(1)

2.6 Probability of the Documents to Topics

Equation 2 calculates the probability for documents
j with topics k.

P (Zj , Yk) = P (Yk|Zj)× P (Zj) (2)

Then, for each topic, the normalization probability
of documents in the topic is defined by equation 3.

P (Zj |Yk) =
P (Zj |Yk)∑n
j=1 P (Zj |Yk)

(3)

2.7 Probability of the Words in Documents

Equation 4 finds the probability of words in the
documents.

P (Xi|Zj) =
P (Xi|Zj)∑m
j=1 P (Xi|Zj)

(4)

Table 1: Dataset statistics

Datasets Labels Z X V

TMNews 7 32503 4.9 6347
Twitter 4 2520 5.0 1390

3 Experiments and Results

In this section, DistilBERTopic model is compared
with other state-of-the-art topics models. The clas-
sification and topic coherence results are given for
two real-world datasets TMNews and Twitter.

3.1 Datasets

TWNews and Twitter datasets are selected for the
experiments due to the diversity between datasets.
TWNews dataset is English news articles taken
from the RSS feeds of three prominent newspaper
websites1. The dataset comprises business, sports,
health, U.S., science technology, world, and enter-
tainment. We keep news descriptions because it is
often comprised of brief sentences.

The Twitter corpus contains categorized tweets2.
These tweets are assigned to one of four categories:
Apple, Google, Microsoft, and Twitter. Table 1
shows the statistics of the datasets.

3.2 Baseline Topic Models

We compared the presented DistilBERTopic model
with BTM (Cheng, Yan, Lan, and Guo, 2014),LF-
DMM (Nguyen, Billingsley, Du, and Johnson,
2015), WNTM (Zuo, Zhao, and Xu, 2016d), GPU-
DMM (Li, Duan, Wang, Zhang, Sun, and Ma,
2017), PTM (Zuo, Wu, Zhang, Lin, Wang, Xu, and
Xiong, 2016b) and TRNMF (Yi, Jiang, and Wu,
2020) over short text data. The topic models BTM,
WNTM, and GPU-DMM all use the same hyperpa-
rameter values of alpha = 50/K and beta = 0.01.
For WNTM, the sliding window length was set
at 10. As indicated by the authors, for LF-DMM,
we adjusted the parameters λ = 0.6, α = 0.1
and β = 0.01. We used the values of α = 0.1,
λ = 0.1, and β = 0.01, respectively, for PTM
and TRNMF. Therefore, in the evaluation of exper-
iments, α = 0.1, β = 0.01 and λ = 0.1 values
are set. The Gibbs sampling method is applied to
each model for a total of 1,000 iterations, with the

1(http://acube.di.unipi.it/tmn-dataset/), (nyt.com, usato-
day.com, reuters.com),

2(http://www.sananalytics.com/lab/index.php)
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Table 2: Classification accuracy for TMNews and Twitter datasets with 30, 50 and 90 topics

Dataset Model K=30 K=50 K=90

BTM 0.626 0.526 0.395
LF-DMM 0.635 0.592 0.658
WNTM 0.705 0.691 0.701
GPU-DMM 0.424 0.364 0.336

TMNews PTM 0.443 0.310 0.296
TRNMF 0.763 0.735 0.646
DistilBERTopic 0.785 0.757 0.668

BTM 0.586 0.474 0.272
LF-DMM 0.183 0.234 0.241
WNTM 0.810 0.807 0.764
GPU-DMM 0.683 0.568 0.510

Twitter PTM 0.340 0.0.248 0.267
TRNMF 0.821 0.816 0.771
DistilBERTopic 0.842 0.837 0.792

Figure 1: Topic coherence with TMNews dataset with 5
topic words

number of latent topics set to 30, 50, and 90.

3.3 Classification

We represent each document using topic model-
ing by using P(Y|Z) for topic distribution. P(Y|Z)
means the probability of topics with the documents.
P(Y|Z) represents the probability of a given topic
appearing in a given set of documents. As a result,
the topic’s quality is efficiently assessed using text
classification accuracy. The high classification ac-
curacy shows that the topics are more discriminate
and comprehensive. We used Weka for the classifi-
cation with Naive Bayes. A 5-fold cross-validation
method is utilized to assess classification accuracy.
The classification accuracy for two datasets with
baseline topic models is shown in Table 2. In terms
of accuracy of classification across a diverse range
of topics, DistilBERTopic model performs signif-
icantly better than the other topic models. The

Figure 2: Topic coherence with Twitter dataset with 5
topic words

classification results showed that DistilBERTopic
performs better than several baseline topic models
for both datasets with 30, 50, and 90 topics.

3.4 Topic Coherence

Topic coherence is determined by the co-
occurrence of words in external corpora. It is re-
vealed that a correlation exists between topic coher-
ence and human judgments and that this correlation
has a high degree of generalizability. Topic coher-
ence numerous approaches have been presented
for the automatic assessment of individual topics
and the automatic evaluation of entire topic models
(Newman, Lau, Grieser, and Baldwin, 2010; Lau,
Newman, and Baldwin, 2014). We prefer to use the
CV approach (Röder, Both, and Hinneburg, 2015).
This consistency metric retrieves the co-occurrence
value counts of the specified words using a sliding
window. The normalized point-wise mutual infor-
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mation calculates co-occurrence counts (NPMI)
(Bouma, 2009) between each top word. Equation 5
is used to calculate the NPMI score.Where, P (wi)
probability of encountering the word wi in any text
and P (wi, wj) probability of finding the words wi

and wj together in a randomized documents. The
most likely word sequence is x, 1,x, 2, x, 3, ...x,
with N as the total.

NPMI (xi, xj) =
N−1∑

j

log
P (xi,xj)

P (xi)P (xj)

−logP (xi, xj)
(5)

Figures 1 and 2 demonstrate the TWNews and Twit-
ter topic coherence outcomes of DistilBERTopic
model and all comparable topic models. We specif-
ically set T = 5 for the number of top words per
topic, K = 30, and 50 as the number of topics.

DistilBERTopic model outperforms and compet-
ing others baseline topic models on all two datasets,
whereas the WNTM model beats other models on
Twitter. Our proposed topic model gives a higher
performance in comparison to WNTM and LF-
DMM. PTM performs the best among baseline ap-
proaches on TWNews datasets, but BTM provides
the lowest coherence score. Despite poor prior re-
sults, GPU-DMM outperforms LF-DMM in terms
of topic coherence. GPU-DMM performs poorly
on TMnews, which may indicate that news descrip-
tions frequently encompass multiple topics. On the
other hand, GPU-DMM gives a fairly high score of
topic coherence for Twitter, which may mean that
titles in Twitter data hide rarer topics than news
descriptions. Overall, the DistilBERTopic model
achieved higher topic coherence results than other
baseline topic models.

4 Conclusion

Finding informative content is becoming more chal-
lenging as the volume of short texts available in-
creases. In the absence of context information,
the short text has sparseness issues. In this paper,
we presented the DistilBERTopic model, which
extracts semantically coherent topics from short
text and ameliorates the sparsity issue. The doc-
ument embedding is constructed with pre-trained
transformer-based language models and clustered
using Hierarchical Density-based Spatial Cluster-
ing. The singular value composition method re-
duced the higher dimensionality effect before clus-
tering. We conducted comprehensive experiments
on two short corpora of real-world short text data.

The experimental outcomes demonstrate that the
DistilBERTopic model is more effective and ef-
ficient than existing state-of-the-art topic models.
DistilBERTopic model achieved better classifica-
tion and topic coherence results. We will use other
word embedding methods with hierarchical and
partitioning clustering in the future.
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Abstract

Various methods have been proposed to
generate code-switched texts. Many of
these involve training neural networks
and, in turn, require some (albeit small)
amounts of code-switched texts or parallel
corpora to train the model itself. In this pa-
per, we propose a method to convert mono-
lingual text into a bilingual code-switched
sentence using a dependency parser and
machine translator. We leverage the char-
acteristics of the dependency tree to iden-
tify the switching point and then pass
it to machine translation to generate the
code-switched sentence. We then surveyed
multilingual people of respective language
pairs to review the generated sentences
and categorize the result. We found that
our method is capable of generating nat-
ural code-switched text for various lan-
guage pairs with the same algorithm. Our
method does not require training and thus
does not require training data. Our imple-
mentation of the model uses off-the-shelf
components. The implementation is also
built with the possibility of using purpose-
built components and rapid deployability
in mind.

1 Introduction
Code-Switching (CS) is a phenomenon where
a speaker alternates between two or more lan-
guages in a single conversation. This phe-
nomenon is frequently observed in multilin-
gual communities, with sentences alternating
between a base language and one or more in-
serted languages. One of the reasons for do-
ing CS is to clarify important information that
cannot be explained in one language or code.

An example of this can be seen in Table
1. Here, while the English translation ap-
pears natural, the concept “内々定” (informal

promise of employment) does not exist in En-
glish. Therefore, the word “offer” is a good
substitute. However, for people who under-
stand Japanese, “内々定” provides more con-
text. In this example, the base language that
provides the grammatical structure is English,
and the inserted language is Japanese.

CS-related research is integral to Natural
Language Processing (NLP) research, as it
helps us understand how multilingual people
use and understand languages. Most NLP-
related corpora are an aggregation of scripts
taken from books, movies, and other media.
However, those media are primarily targeted
at a particular demographic and, thus, mostly
monolingual. This makes CS-related corpus
scarce and CS corpus generation a research
topic of interest. Furthermore, CS corpus gen-
eration is but a step in building CS language
models. As such, there is a demand for rapidly
deployable CS sentence generators.

In this paper, we propose a method to gener-
ate CS sentences from monolingual sentences.
Our model is designed to work on various lan-
guage pairs. Our model implementation is eas-
ily expandable to other language pairs and is
made with the possibility of being used in tan-
dem with custom components in mind. To our
knowledge, we are the first to build a highly
extensible code-switched generator that only
needs monolingual inputs while also support-
ing the generation of multiple language pairs
with the same algorithm.

2 Related Research

Research in CS is being done extensively. An
example of a topic in this field is researching
the model itself, such as using subword level
aspects in addition to word level aspects to rep-
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Table 1: Lost in translation code-switching sentence example

CS Sentence My 内々定承諾期限 is in July.
English Translation My offer acceptance deadline is in July.

resent CS data (Winata et al., 2019) and mea-
suring the effectiveness of multilingual models,
such as mBERT on CS tasks (Winata et al.,
2021).

Since the nature of CS is a mix of two or
more languages, it takes mastery in all the lan-
guages involved to do research and validation.
Therefore, it is understandable that most of
the work involves only a pair of two languages.
Even then, it is hard for a reader that does not
understand both languages to tell how well a
model performs. There is also always a possi-
bility that a good CS breakthrough might be
left undetected because it is written in a lan-
guage pair that is not well known. To alleviate
these issues, there are several benchmarks to
measure a model’s performance on CS tasks.
The LinCE Benchmark (Aguilar et al., 2020) is
one example of it. However, the problem per-
sists even with these benchmarks. Ultimately,
only multilingual people who understand both
languages can rate the models’ performance
from a human perspective.

Due to extensive research being done on
modeling CS, great demand for CS corpora ex-
ists. There have been efforts to provide natu-
ral CS corpora both in text form, such as in
Barik et al. (2019) and in speech form, such as
in Nguyen and Bryant (2020). However, the
number of CS corpora pales compared to even
parallel or multilingual ones. This, in turn,
increases the interest in research fields in CS
corpora generation.

In regards to CS corpora generation, there
has been an effort to implement findings of CS
from the linguistics field, namely the equiva-
lence constraint (EC) theory (Poplack, 1980)
by Pratapa et al. (2018). Pratapa et al. used
a constituency-based parse tree and parallel
monolingual sentences (two monolingual sen-
tences of the same meaning) to generate CS
sentences. Although simple, this synthetic CS
generation method has been proven to be help-
ful in training neural network models, such
as neural networks that generate even higher

quality CS texts (Tarunesh et al., 2021).
Pratapa et al. modeled their method on

the Spanish-English language pair, which is
linguistically close and has some parallel cor-
pora. Our proposed model works on multi-
ple language pairs, even on linguistically dis-
tant pairs such as Japanese-English (Chiswick
and Miller, 2005). Our model does not need a
parallel monolingual sentence to function and
provides an alternative to Pratapa et al.’s pro-
posed model.

3 Model and Implementation

3.1 Proposed Method

The dependency-based parse tree is one of
two types of parse trees, the other being the
constituency-based parsed tree used in (Prat-
apa et al., 2018). The dependency-based parse
tree differs from constituency-based parsed by
lacking phrasal categories, thus making the
tree more straightforward. In an English
constituency-based parse tree, the number of
words usually equals the number of leaves.
On the other hand, in English dependency-
based parse trees, the number of words usu-
ally equals the number of vertices. There are
several types of dependency-based parse trees,
but we will focus on the syntactic dependency
tree (we will refer to this as just dependency
tree from hereon). The dependency tree is an
ordered tree; as such, flattening the tree can
be defined as concatenating the vertices of the
tree in the order of the original sentence. Fig-
ure 1 is an example of a dependency tree.

Our proposed model works by first getting
the dependency tree of a monolingual sen-
tence (base sentence or [X]-base from hereon)
by passing said sentence into a dependency
parser. We then determine the switching point
from the dependency tree and translate the
switching point in place with a machine trans-
lation model. We define the switching point
as the part of the sentence that will later be
passed to a machine translator and gets trans-
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Figure 1: English dependency tree example

lated into the inserted language. We assume
access to both a dependency parser and a ma-
chine translator. Therefore, to create a [X]-
[Y] Code-Switched sentence, we need a depen-
dency parser that can output a dependency
tree of [X] and a machine translator that can
translate from [X] to [Y]. Here, [X] and [Y]
are languages represented by the ISO 639-1
code. For example, EN-JA means a code-
switched sentence generated from a monolin-
gual English base sentence (EN-Base) and the
switching point translated into Japanese.

3.2 Determining the Switching Point
Given a dependency tree T with root vertex r,
let Vi be the set of all vertex at depth i of T .
We define the root as the only depth 0 vertex,
as such V0 = {r}. Here, we define |v| as the
number of vertex of a subtree of T with vertex
v as the root, given v ̸= r and v is a vertex of
T . The switching point is the flattened subtree
of T with any vertex s ∈ S as its root. S is
given by

S =

{
argmaxV1

f, if maxV1 f > 1

{v | v is noun, v ∈ V1}, if maxV1 f = 1

where
f(v) = |v|.

In Figure 1, V1 = {report, ago} and
f(report) = 3, f(ago) = 5. As such, S =
{ago} and the switching point is the flattened
subtree with the root “ago”, which is “more
than two weeks ago.”

In other words, we propose the switching
point to be the flattened largest subtree with
the dependency tree root’s direct children as
the subtree’s root. By choosing the largest sub-
tree, we maximize the chance that the switch-
ing point is contextually independent enough

to produce a good translation, especially since
the machine translator is an independent com-
ponent and cannot access the whole sentence
to infer additional context. In most cases, the
largest subtree size should be at least 2. How-
ever, in simple sentences such as “I eat meat,”
we choose to translate nouns only as it has the
highest likelihood of being contextually inde-
pendent.

3.3 Implementation
We implemented our solution with Spacy
(Honnibal et al., 2020) as the dependency
parser and both DeepL and Google Cloud
Translation AI as the machine translators. We
use Google Cloud Translation AI for language
pairs not supported by DeepL. In our imple-
mentation, if there are multiple vertices in S,
we choose the leftmost vertex as the switching
point root. The repository of our implementa-
tion can be found at (Gregorius, 2022).

This implementation is made with rapid de-
ployability in mind; hence adding a language
pair is relatively simple. The implementation
also features a demo that generates EN-JA
and JA-EN sentences from the JESC corpus’s
(Pryzant et al., 2018) test data using DeepL.
There are 2000 lines of English and Japanese
sentences in that data. Generating EN-JA sen-
tences took 13 minutes and 24 seconds and
JA-EN 15 minutes and 27 seconds, which re-
sults in average speeds of 2.49 lines/second
and 2.16 lines/second, respectively. For more
information about the implementation, we rec-
ommend visiting the repository itself.

4 Results

We generated sentences using our implementa-
tion and asked multilingual people of respec-
tive language pairs for review (the reviewers
from hereon). We conducted the review by
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asking if the sentence was natural and asking
for an explanation of the unnatural sentences.
From the response, we observed that the code-
switched sentence could be categorized into
four categories: natural, incorrect grammar
with correct context, context changed but nat-
ural grammar usage, and incomprehensible.
Moving forward, the notation Tm

n to refer the
n-th entry in Table m. For example, T2

1 refers
to the pair of EN-Base sentence of “your last
report was more than two weeks ago.” and its
EN-JA generated sentence of “your last report
was 二週間以上前.”

4.1 Results : Natural Code-Switched
Texts

All entries in Table 2 are deemed natural by
the reviewers. These texts require no addi-
tional grammar correction and lose no con-
text during translation. In testing, we ob-
serve more natural results like this, but we will
only show one sentence for each directional lan-
guage pair due to space limitations.

4.2 Results: Incorrect Grammar with
Correct Context

All the entries in Table 3 need grammatical
correction to varying degrees but have correct
context and are understandable.

T3
1 and T3

2 require preposition to be added.
In T3

2, “First” should be “At first” for it to be
natural. T3

3 can sound more natural by adding
a verb at the end. These required changes are
relatively minor.

T3
4 and T3

5 have double subjects in its code-
switched sentences. In T3

4 the model generated
“저는” and “I” which both mean “I” and in T3

5

it generated “저는” and “我” which also both
means “I”.

4.3 Results: Context Changed but
Natural Grammar

All the code-switched text entries in Table
4 are grammatically correct. However, com-
pared to the base texts, these texts lost or
changed the context from the original.

T4
1, T4

2, and T4
3 context changed due to vo-

cabulary choice. In T4
1 base text, “忠告” (ad-

vice, warning) gets translated to “建议” (sug-
gestion) even though the word “忠告” exists
in Chinese. T4

2 ZH-Base’s “商家” (business-
man, merchant) gets translated to “加盟店”

(member store [of a store association]) where
it should be “商人” (businessman, merchant).
There are also better word choices to explain
“弱者と危機に瀕している” (socially vulnera-
ble and at-risk) than “संवेदनशील और जोिखम वाल”
for T4

3.
T4

4, T4
5, and T4

6 lost context implication
during translation. T4

4 and T4
5 base sentence

translates implies that the writer has not been
able to buy a ticket despite waiting for a long
time. This context got lost in both sentences.
A proper substitute for T4

4 inserted language
part would be “But I haven’t been able to buy
a ticket yet” and T4

5 “でも、まだチケット取れ
てないんです”. The Thai part of T4

6 translates
to “might be yours,” but by the wording, its
closer to “(things) might be yours” compared
to the JA-Base sentence which translates to
“you may think like that (but I don’t).”

4.4 Results: Incomprehensible
Code-Switched Texts

All code-switched text in Table 5 is incompre-
hensible. The reviewers cannot understand
the meaning without looking at the base sen-
tence.

The machine translator failed to detect the
name “tup” In T5

1 and tries to translate it, re-
sulting in an incomprehensible sentence. Also,
the second sentence’s “今がそのとき” trans-
lates to “it’s now the time,” contains an im-
plied subject. Thus the sentence also has
a double subject just like T3

4 and T3
5. T5

2’s
“社会的弱者と危機に瀕しているグループ”
(socially vulnerable and at-risk groups) trans-
lates to “กลุ่มเสี่ยงและกลุ่มเสี่ยง” (risk group
and risk group) which is incomprehensible. In
T5

3, the translator failed to translate “商家的
诚信,” and the generated Korean is incompre-
hensible.

5 Discussion

Our model heavily relies on a dependency
parser and machine translator. As a result,
any errors in those components reflect directly
on the performance of our model. The ma-
chine translator may output different transla-
tion results even with the same machine trans-
lator and input. For example, T2

13’s JA-ID is a
natural result but sometimes the DeepL trans-
lator outputs “kelompok rentan dan berisiko”

93



Table 2: Natural Generated Code-Switched Texts

1
EN-Base your last report was more than two weeks ago.
EN-JA your last report was 二週間以上前.

2
EN-Base you are a good soldier, tup. it’s time to go now.
EN-ZH this symbol is you are 一个好的士兵，Tup . it ’s 现在是时候走了

3
JA-Base 私の忠告がほとんど重要でないというのか?
JA-EN My advice ほとんど重要でないというのか?

4
ZH-Base 商家的诚信和口碑有着密不可分的联系。
ZH-EN Merchant’s integrity and reputation 有着密不可分的联系。

5
JA-Base この記号は 昔の 地下鉄トンネル網の地図よ
JA-ZH この記号は古老的地下隧道网络地図よ

6
JA-Base しかし社会的弱者と危機に瀕しているグループに力点を置いています
JA-KO しかし사회적 약자와 위기에 처한 그룹力点を置いています

7
KO-Base 저는 어제 약국에 가서 약을 많이 샀어요.
KO-JA 저는昨日薬局に行って약을많이샀어요.

8
EN-Base so you quit school and quit looking for work and decided to become a chef.
EN-TH so you quit school and quit looking for work and ตัดสินใจเป็นเชฟ

9
EN-Base you are a good soldier, tup. it’s time to go now.
EN-HI you are एक अच्छा सैिनक , tup. it’s अब जाने का समय .

10
JA-Base あなたにはそうかもしれないが 私そう思わない
JA-HI यह आपके िलए हो सकता है 私そう思わない

11
EN-Base you are a good soldier, tup. it’s time to go now.
EN-ID you are prajurit yang baik, tup. it’s waktu untuk pergi sekarang.

12
JA-Base しかし社会的弱者と危機に瀕しているグループに力点を置いています
JA-ID しかし untuk kelompok rentan dan berisiko 力点を置いています

Table 3: Incorrect Grammar Generated Code-Switched Texts

1
EN-Base you are a good soldier, tup. it’s time to go now.
EN-TH you are ทหารที่ดี tup. it’s เวลาไปตอนน้ี .

2
JA-Base 最初はうまく いかなかったんだよ
JA-EN First うまくいかなかったんだよ

3
EN-Base so you quit school and quit looking for work and decided to become a chef
EN-KO so you quit school and quit looking for work and 요리사가 되기로 결심.

4
KO-Base 저는 어제 약국에 가서 약을 많이 샀어요.
KO-EN 저는 I went to the pharmacy yesterday 약을많이샀어요.

5
KO-Base 저는 어제 약국에 가서 약을 많이 샀어요.
KO-ZH 저는昨天去了药房약을많이샀어요.

94



Table 4: Context Changed Natural Generated Code-Switched Texts

1
JA-Base 私の忠告がほとんど重要でないというのか?
JA-ZH 我的建议ほとんど重要でないというのか?

2
ZH-Base 商家的诚信和口碑有着密不可分的联系
ZH-JA 加盟店の誠実さ、評判有着密不可分的联系。

3
JA-Base しかし社会的弱者と危機に瀕しているグループに力点を置いています
JA-HI しかし संवेदनशील और जोिखम वाले समूह 力点を置いています

4
ZH-Base 尽管我早晨六点到了售票处，但是我还没买到票
ZH-EN 尽管我早晨六点到了售票处，But I haven’t bought a ticket yet

5
ZH-Base 尽管我早晨六点到了售票处，但是我还没买到票
ZH-JA 尽管我早晨六点到了售票处，でも、まだチケット取ってないんです

6
JA-Base あなたにはそうかもしれないが 私そう思わない
JA-TH อาจเป็นของคุณ 私そう思わない

Table 5: Incomprehensible Code-Switched Texts

1
EN-Base you are a good soldier, tup. it’s time to go now.
EN-JA you are けいぐんたいとう . it ’s 今がその時 .

2
JA-Base しかし社会的弱者と危機に瀕しているグループに力点を置いています
JA-TH しかし กลุ่มเสี่ยงและกลุ่มเสี่ยง 力点を置いています

3
ZH-Base 商家的诚信和口碑有着密不可分的联系。
ZH-KO 비즈니스 무결성 및 평판有着密不可分的联系。

Table 6: Code-Switching Generation Comparison Between DeepL and Google Cloud Translation AI

EN-Base you are a good soldier, tup. it’s time to go now.
EN-JA (DeepL) you are けいぐんたいとう . it ’s 今がその時 .
EN-JA (Google) you are 良い兵士、タップ . it ’s 今行く時間 .
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(vulnerable and at-risk groups) and truncates
“untuk” (for) which gets categorized as incor-
rect grammar with correct context instead of
natural (due to needing preposition).

If we change the machine translator, the
result is even more apparent. Table 6 EN-
Base and EN-JA (DeepL) is the same entry
as T5

1, which is incomprehensible. In compar-
ison, the Google Cloud Translation AI man-
aged to translate it flawlessly, even localizing
the name “tup” into its Japanese version,“タ
ップ.” This turns it from being categorized as
incomprehensible to being categorized as natu-
ral translation, or at worst incorrect grammar
with correct context due to a double subject
in the second sentence.

When reviewing the code-switched texts, we
observe that some language pairs tended to
produce more natural texts. EN-ZH and JA-
KO are examples of this. Meanwhile, prob-
lems that do not occur in other pairs may ap-
pear in some language pairs. A good exam-
ple is the double subject problem we discussed
in 4.2, which occurs due to Japanese and Ko-
rean having implied subjects built into the lan-
guage.

6 Conclusion

In this paper, we proposed a model to gener-
ate CS text using a dependency tree. We also
showed that, albeit heuristic in nature, this
model could produce natural CS text in vari-
ous language pairs, even pairs of languages dis-
tant from each other. Our model only needs
a single monolingual sentence as the input.
Therefore, it is an excellent alternative to ex-
isting models using parallel monolingual in-
puts. Our implementation focuses heavily on
rapid deployability and modularity with cus-
tom components. We hope that it will be inte-
grated with custom-built components to gener-
ate even higher-quality CS texts in the future.

It is impossible to test all combinations of
language in one paper. Therefore we would
like to invite future readers and researchers
to try this model on various language pairs.
We also showed that the machine translator
significantly affects our model performance.
Fortunately, our model is relatively straight-
forward to implement, and we are excited to
see what happens if we integrate it with a

custom-built machine translator and depen-
dency parsers. For example, a machine trans-
lator that analyzes the base sentences and pre-
vents double subjects for Japanese and Korean
may have great potential. Our implementa-
tion translates only a single part of the de-
pendency tree to an inserted language, which
results in a bilingual code-switched text. Ex-
panding this idea, there is potential for trans-
lating multiple parts of the tree in different
languages resulting in trilingual or even mul-
tilingual code-switched sentences. We hope
our research provides progress in understand-
ing code-switching, and we are excited to see
future developments in this field.
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Abstract 

This study investigates how the reliability 

of likelihood ratio (LR)-based forensic text 

comparison (FTC) systems is affected by 

the sampling variability regarding author 

numbers in databases. When 30–40 authors 

(each contributing two 4 kB documents) are 

included in each of the test, reference and 

calibration databases, the experimental 

results demonstrate: 1) the overall 

performance (validity) of the FTC system 

reaches the same level of performance as a 

system with 720 authors, and 2) the 

variability of the system performance 

(reliability) starts to converge. A similar 

trend can be observed regarding the 

magnitude of fluctuation in derived LRs. 

The variability of the overall system 

performance is mostly due to the large 

variability in calibration, not 

discrimination. Furthermore, FTC systems 

are more prone to instability when the 

dimension of the feature vector is high. 

1 Introduction 

Many studies on source-detection systems 

emphasise improving the system’s overall 

performance or system validity. In data-driven 

forensic science, empirical testing of the system, 

demonstrating the system’s validity and reliability, 

is essential for evidence to be accepted in court 

(President’s Council of Advisors on Science and 

Technology [U.S.], 2016). However, studies of 

reliability are limited (Wang et al., 2022). The 

current study analyses the reliability of forensic text 

comparison (FTC) regarding the effect of sampling 

variability and sample size. Sample size is a well-

known factor affecting the system’s validity and 

reliability (Ishihara, 2016, 2020).  

When reporting the system performance in court 

as an expert witness, an astute lawyer may question 

whether the system could achieve the same level of 

performance if it were tested with another set of 

samples from the same population, particularly 

when the sample size is small. Thus, forensic 

scientists must measure reliability to reduce the 

probability of a miscarriage of justice (Brümmer 

and Swart, 2014; Morrison, 2011, 2016). 

FTC typically involves the analysis of two 

documents: the source-known (suspect) document 

and the source-questioned (offender) document. It 

is widely acknowledged that expert opinions 

should be expressed as the strength of evidence, 

quantified as a likelihood ratio (LR) (Robertson et 

al., 2016). The importance of the LR framework, 

long argued as the logically and legally correct 

framework (Aitken, 1995; Aitken and Stoney, 

1991), is now recognised for FTC (Grant, 2022). 

However, FTC studies based on the LR framework 

are limited (cf. Ishihara, 2021; Ishihara and Carne, 

2022). 

The current study investigates the reliability and 

validity of the LR-based FTC system by 

conducting repeated random sampling (50 

iterations) of a given number of authors from a 

large database. The experiments are conducted 

with two different dimensions of feature vectors 

(20 and 500), anticipating some different degrees 

of reliability. Logistic Regression calibration 

(Morrison, 2013) was employed to convert the 

estimated scores with the Dirichlet-Multinomial 

model (Bolck and Stamouli, 2017) to LRs. See 

Subsection 2.4 for the details of calibration as it is 

used in a difference sense from ML/NLP. Word 

unigrams are used to model each document. 

2 Methodology 

2.1 Database and Comparisons 

The present study assessed a database of 

4 kB-sized documents extracted from the dataset 

prepared by Ishihara (2021). This database is based 

on the Amazon Product Data Authorship 

Verification Corpus (Halvani et al., 2017) and 
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includes 4,320 documents (two documents each 

from 2,160 authors. The average document length 

is 830.47 words (standard deviation, 

33.998 words). Ishihara (2021) provided 

justification for the use of product review texts for 

forensic studies. 

 2,160 authors  

 

 
 

 

Randomly select k authors mutually-exclusively for 

the three sub-databases 

 

 
k authors 

 
k authors 

 
k authors 

Test Reference Calibration 

In order to test the reliability of the FTC system; 

in other words, the (in)stability of the system, 

arising from the sampling variability and the 

number of authors included in the experiments, k 

(={5,10,20,30,40,60,80,100,125,150,175,200,225,

250}) authors were randomly selected for each of 

the three sub-databases of test, reference and 

calibration 50 times (see Figure 1). Therefore, 50 

random samplings of data for each experiment of k 

authors were conducted. For a small k, a high level 

of fluctuation in system performance across the 50 

iterations of the experiment is predicted. 

From k authors in the test sub-database, k same-

author (SA) and (𝑘
2
)  different-author (DA) 

comparisons are possible. Note that more DA than 

SA comparisons can be made for the same number 

of authors.  

The system is assumed to be unstable if the 

dimension of a feature vector is high because the 

amount of data for the statistical model to be 

appropriately trained exponentially increases as the 

feature dimension increases (Silverman, 1986). As 

such, two different feature numbers (20 and 500) 

are compared to investigate to what extent the 

feature vector dimension influences system 

reliability. 

2.2 Tokenisation and Word Unigrams 

The tokens() function of the quanteda R 

library (Benoit et al., 2018), which recognises 

punctuation marks and special characters as single 

words, was used to perform tokenisation. No 

stemming algorithm was used. Each document was 

modelled with word unigrams. From the entire 

database, the 500 most frequent words (term 

frequency) were identified, and those words, sorted 

in descending order of frequency, were used as the 

elements of a feature vector; i.e. a global feature 

selection was applied. 

Figure 2 illustrates the process of calculating 

LRs. The LRs are calculated for SA and DA 

comparisons generated from the test sub-database. 

Estimating LRs is a two-stage process consisting of 

the score calculation stage, followed by the 

calibration stage. For the score calculation stage, 

the same processes are applied to the test and 

calibration sub-databases. However, the scores of 

the test sub-database were calibrated to LRs, while 

the score of the calibration sub-database were used 

to train the calibration model. The documents 

stored in the reference database are used to obtain 

statistical information for the typicality assessment 

of the documents being compared. 

2.3 Score Calculation 

When the LR interpretive framework is applied to 

FTC, textual evidence (𝐸) is assessed under the two 

competing hypotheses; the SA (𝐻𝑆𝐴) and the DA 

(𝐻𝐷𝐴). These are generally called the prosecution 

and defence hypotheses, respectively. The evidence 

usually includes two types of text samples: the 

source-known text from the suspect (𝑋 ) and the 

source-questioned text from the offender (𝑌). Thus, 

the score is expressed as given in Equation (1). 

𝑆𝑐𝑜𝑟𝑒 =  
𝑓(𝐸|𝐻𝑆𝐴)

𝑓(𝐸|𝐻𝐷𝐴)
 =  

𝑓((𝑋, 𝑌)|𝐻𝑆𝐴)

𝑓((𝑋, 𝑌)|𝐻𝐷𝐴)
 (1) 

Each piece of evidence (𝑋 and 𝑌) are modelled 

with the counts of a given set of unigrams (𝑚 ; 

maximum 𝑚 =   500): 

𝑋 =  {𝑥1, 𝑥2 , ⋯ 𝑥𝑚} and𝑌 =  {𝑦1, 𝑦2,⋯ 𝑦𝑚} . The 

similarity between 𝑋  and 𝑌  is assessed as the 

probability of 𝑋  against the multinomial model 

given 𝑌  of which the parameter is 

𝛱 =  {𝜋1, 𝜋2, ⋯𝜋𝑚}. If a prior is assumed for the 

model parameter, it can be formulated by a 

Dirichlet distribution with a hyperparameter 

(𝐴 =  {𝑎1, 𝑎2,⋯ 𝑎𝑚}). With the multivariate Beta 

function (𝐵 =  (Γ(𝑎1)⋯Γ(𝑎𝑚))/(Γ(𝑎1 +
⋯𝑎𝑚))) , Equation (1) can be rewritten as 

Equation (2). 

Figure 1: Random selections of authors 

Score =  
𝐵(𝐴)𝐵(𝐴 + 𝑋 + 𝑌)

𝐵(𝐴 + 𝑋)𝐵(𝐴 + 𝑌)
 (2) 
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LRs 

Training 

The maximum likelihood estimation was 

employed to obtain the parameter values of the 

Dirichlet model using the reference sub-database. 

Note that although the Dirichlet-Multinomial 

model follows Bayesian logic, the parameters of 

the Dirichlet model are fixed in this study instead 

of random variables. See Section 4 for the 

application of a Bayesian statistical approach as a 

future study. Refer to Bolck and Stamouli (2017) 

for a detailed derivational process from Equation 

(1) to (2). 

2.4 Score to Likelihood Ratio Conversion 

The calculated score for each comparison of the test 

sub-database must be converted to a LR, as the 

uncalibrated score alone cannot be interpreted as 

demonstrating the strength of the evidence. 

Logistic regression is most commonly used to 

calculate the LR (Morrison, 2013; Ramos and 

Gonzalez-Rodriguez, 2013). The calculated 

comparison scores from the calibration 

sub-database are used to train the logistic 

regression model. 

2.5 System Evaluations 

For the evaluation of a forensic system of which the 

outcome is used to assist the factfinders’ legal 

decision, those evaluation metrics which are based 

on classification or identification accuracy are not 

appropriate. This is because 1) the category-based 

classification accuracy does not properly assess the 

magnitude of LRs, which is continuous and 2) it 

implicitly refers to the accuracy of the decision 

making: guilty vs not guilty; which is only 

permitted for the factfinders.  

The standard evaluation metric for LR-based 

forensic systems is the log LR cost (𝐶𝑙𝑙𝑟) , 

mathematically expressed in Equation (3). 

𝐶𝑙𝑙𝑟 =  
1

2

(

 
 

1

𝑁𝑆𝐴
∑ 𝑙𝑜𝑔2 (1 +

1

𝐿𝑅𝑆𝐴𝑖
)

𝑁𝑆𝐴

𝑖

+
1

𝑁𝐷𝐴
∑ 𝑙𝑜𝑔2 (1 + 𝐿𝑅𝐷𝐴𝑗)

𝑁𝐷𝐴

𝑗 )

 
 

 (3) 

In Equation (3), 𝑁𝑆𝐴 and 𝑁𝐷𝐴 are the number of 

SA and DA comparisons, respectively, and 𝐿𝑅𝑆𝐴𝑖  

and 𝐿𝑅𝐷𝐴𝑗  are the ith SA and jth DA linear LRs, 

respectively. The 𝐶𝑙𝑙𝑟  is the overall average of the 

pooled costs calculated for all LRs. A certain 

amount of cost is computed for each LR, but the 

cost is greater as the value is further away from 

unity (LR = 1), and contrary-to-fact LRs give rise 

to a far greater cost than consistent-with-fact LRs. 

The closer to 𝐶𝑙𝑙𝑟  = 0, the better the performance. 

A 𝐶𝑙𝑙𝑟 ≥1 denotes that the evidence is not 

informative for inference. The 𝐶𝑙𝑙𝑟  can be 

decomposed into 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛  and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙  to assess the 

discrimination and calibration performance of the 

system, respectively; thus, 𝐶𝑙𝑙𝑟  = 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 + 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙. 

The variability or (in)stability of the 

performance across the 50 random samplings of k 

authors is quantified by the range of the 𝐶𝑙𝑙𝑟  values 

observed across the 50 iterations. 

3 Results: System Performance 

3.1 Reference Performance 

The 2,160 authors of the entire database were 

evenly separated into three sub-databases, with 720 

authors in each. With this maximum number of  
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Figure 2: Process of calculating likelihood ratios (LRs). k = the number of authors in sub-database; 

SA = same-author; DA = different-author; t = test sub-database; comps = comparisons; 

c = calibration sub-database. 
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authors (720) in each sub-database, a set of 

experiments was carried out by gradually 

increasing the number of 

features = {5,10,20,30,40,60,80,100,125,…500}) 

to understand how well the FTC system works with 

the full dataset, but with different feature numbers. 

The 𝐶𝑙𝑙𝑟 , 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 were plotted as a function 

of the number of features in Figure 3. 

Regardless of the feature numbers, the 

𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  values were all close to zero, indicating that 

the resultant LRs are very well calibrated. The 

overall performance of the system (𝐶𝑙𝑙𝑟) improves 

as the feature number increases to approximately 

125 features, after which the 𝐶𝑙𝑙𝑟value stays more 

or less unchanged even with the addition of more 

features. The system achieved the best performance 

for 300 features (𝐶𝑙𝑙𝑟  = 0.66469). The 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛values 

exhibit a very similar trend to the 𝐶𝑙𝑙𝑟values. 

3.2 Variability in Performance 

The reliability and validity of the system caused by 

the random sampling of given numbers of authors 

for the sub-databases were analysed. For this, the 

mean and range of the 𝐶𝑙𝑙𝑟  values of the 50 

iterations of experiments were plotted together 

according to the number of authors in Figure 4; 

Panel a) shows the data for 20 features, and Panel 

b) shows the data for 500 features. 

For the mean 𝐶𝑙𝑙𝑟   values, the system does not 

require many authors to achieve the same level of 

performance as systems with the full number of 

authors. Figure 4a and 4b demonstrate that 

regardless of the feature numbers, systems with 10 

authors averaged the same level of performance as 

the systems using the full number of authors. When 

the feature dimension is low (20 features) (see 

Figure 4a), the average system performance is 

similar for any number of authors. However, when 

the feature dimension is high (500 features) 

(Figure 4b), analyses using 5 authors substantially 

worsened the system performance. This indicates 

that system (in)stability is subject to the feature 

dimension. 

As can be seen from Figure 4b, the range of the 

𝐶𝑙𝑙𝑟  values was large for 50 iterations for 5 authors 

but narrowed with an increasing number of 

authors. Although the range appeared to converge 

with the inclusion of 30–40 authors, it continues 

to decrease in very small increments as the 

number of authors further increases. With only 5 

authors, the range of the 𝐶𝑙𝑙𝑟values is far wider for 

500 features (116.292) than for 20 features 

(2.53864). 

To visually compare the levels of (in)stability 

caused by the different feature numbers, the 

ranges of 𝐶𝑙𝑙𝑟values for 20 and 500 features are 

plotted together in Figure 4c. A narrower scale 

(between 0 and 1) is used for the Y-axis of 

Figure 4c to make visual comparison easier. 

However, this scale reduction resulted in some 

𝐶𝑙𝑙𝑟  range values being out of the plot; thus, the 

𝐶𝑙𝑙𝑟  range values are given in Table 1 for 5, 10 and 

20 authors. 

Figure 4c and Table 1 show that the 𝐶𝑙𝑙𝑟  range 

values are higher for 500 features than 20 features. 

However, the ranges are similar for author numbers 

≥150. In contrast, for fewer authors (≤20), the  

 

 

Figure 3: Reference performance of the forensic text comparison system with 720 authors in each sub-database. 

The red dotted horizontal line indicates the best 𝐶𝑙𝑙𝑟value (0.66469), attained with 300 features. 

Author 

number 

Feature number 

 20 500 

5 2.53864 116.292 

10 1.25353 1.80968 

20 0.59871 0.83678 

Table 1: Ranges of the 𝐶𝑙𝑙𝑟values 

with 20 and 500 features. 
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difference in the 𝐶𝑙𝑙𝑟  range between 20 and 500 

features is larger (113.75, 0.55615 and 0.23807, for 

5, 10 and 20 authors, respectively) than for author 

numbers >20. 

The experimental results presented in this 

subsection demonstrate that the performance 

instability caused by the sampling variability is 

evident in FTC. When the author number is very 

small (5 authors), the magnitude of the 

performance instability, measured in terms of the 

range of 𝐶𝑙𝑙𝑟values, is large. Equally, the average 

performance is low compared to the systems with 

the full number of authors. 

However, performance instability is quickly 

reduced as more authors are added. For example, 

with 30–40 authors, the range of 𝐶𝑙𝑙𝑟  values 

becomes substantially moderate and starts to 

converge. With 30–40 authors, the average 

performance of the system is as good as that of a 

system with the full number of authors. 

It appears that the (in)stability of the system is 

interrelated with the number of features. That is, the 

system is prone to instability with a higher feature 

vector dimension. In particular, the instability is 

more sizeable with a small number of authors, but 

becomes negligible when many authors (≥150) are  

 

 

 

 

Figure 4: Mean 𝐶𝑙𝑙𝑟values (circles), plotted as a function of the number of authors with the range of the 

𝐶𝑙𝑙𝑟values (solid curves). Panels a) and b) demonstrate the 𝐶𝑙𝑙𝑟values for 20 and 500 features, respectively. The 

ranges of the 𝐶𝑙𝑙𝑟values are plotted together in Panel c) for better visual comparison. The dotted horizontal lines 

of Panels a) and b) show the 𝐶𝑙𝑙𝑟value for the maximum authors (720). Note that some values extend beyond 

the range of the Y-axis, which is narrower in Panel c). 
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included in each sub-database; therefore, there is 

improved stability when the statistical model is 

trained with an appropriate amount of data. 

3.3 Cause of Variability 

Subsection 3.2 investigated to what extent 50 

random samplings of a given set of authors affect 

the reliability and validity of the system by 

assessing the 𝐶𝑙𝑙𝑟values. However, as explained in 

Subsection 2.5, the 𝐶𝑙𝑙𝑟  is an assessment metric for 

the overall performance of a LR-based system, and 

consists of two components: discrimination (𝐶𝑙𝑙𝑟
𝑚𝑖𝑛) 

and calibration ( 𝐶𝑙𝑙𝑟
𝑐𝑎𝑙 ). In this subsection, the 

previously observed variability is further 

investigated from the viewpoints of the 

discrimination and calibration performance. 

Figure 5 shows how the mean and ranges of the 

𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 values vary as a function of author 

numbers. Figure 5 shows this variation for 500 

features, and the observation made for 20 features 

is uniform. As can be observed in Figure 5a, the 

mean 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 value stays more or less the same 

regardless of the author numbers (even for 5 

authors). This observation means that, on average, 

the discrimination ability of the system is not 

largely influenced by the number of included 

authors. 

The range of discrimination ability, measured 

using 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛, displays trifling fluctuations even with 

the small numbers of authors (≤40 authors), and the 

degree of fluctuation is far smaller than the ones 

observed for the 𝐶𝑙𝑙𝑟  (see Figure 4). 

In contrast to the discrimination ability of the 

system, the changes in the mean and range of the 

𝐶𝑙𝑙𝑟
𝑐𝑎𝑙 values display a similar trend as observed for 

the 𝐶𝑙𝑙𝑟   counterparts presented in Figure 4. Even 

with as few as 10 authors, a very similar level of 

mean calibration performance (𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  = 0.20338) is 

found in the case with the maximum number of 

authors (𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  = 0.01955). However, with 5 

authors, the mean 𝐶𝑙𝑙𝑟
𝑐𝑎𝑙 value deviates 

(𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  = 3.37324) far from the calibration 

performance achieved with the maximum number 

of authors (𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  = 0.01955). Likewise, the range of 

the 𝐶𝑙𝑙𝑟
𝑐𝑎𝑙 values is large (116.06) with 5 authors. As 

can be observed in Figure 5b, the large range 

observed for 5 authors decreases as the author 

number increases, and the range becomes as 

narrow as 0.16045 with 30 authors. 

 

 

Figure 5: Mean 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 (a) and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 (b) values (circles), plotted as a function of author numbers, the curves show 

the range of the 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 values (curves). The dotted horizontal lines in a) and b) show the best 𝐶𝑙𝑙𝑟
𝑚𝑖𝑛 and 

𝐶𝑙𝑙𝑟
𝑐𝑎𝑙 values, respectively, for the maximum authors (720). Note that some values extend beyond the range of 

the Y-axis. 
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The different characteristics displayed between 

Panels a) and b) of Figure 5 for discrimination 

ability and calibration, respectively, mean that the 

deterioration in mean overall performance and 

wide range of performance fluctuation shown for a 

small number of authors in Figure 4 are largely due 

to poor performance in calibration, not 

discrimination performance. 

 

 

 

 

Figure 6: Range of the 50 mean log10LRs plotted separately for (a) 20 features, (b) 500 features, (c) SA LRs 

and (d) LRs. The Y-axis is narrower for Panels c) and d). Some values are beyond the range of the Y-axis. 
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3.4 Variability in Likelihood Ratios 

The variability in performance reported in 

Subsection 3.2 is fundamentally caused by 

variability in the derived LRs. Thus, this subsection 

investigates the characteristics of the derived SA 

and DS LRs. For each number of k authors, 

experiments were repeated 50 times by randomly 

sampling authors from the entire database for each 

sub-database. Therefore, for the same k, each 

iteration of the experiment should return k SA LRs 

and (𝑘
2
) DA LRs. The mean values of the SA and 

DA LRs were calculated for each iteration. Wide 

variation in the mean LR was expected for a small 

k. The range of the mean SA and DA LRs was also 

calculated for each k to assess the degree of 

variability observed in LRs. 

The ranges of the mean LRs for 20 and 500 

features are plotted in Figure 6a and 6b, 

respectively. As for the variability in overall 

performance (see Figure 4), the range of the mean 

LRs observed with 5 authors quickly tapers and 

starts converging for 30–40 authors, regardless of 

the number of features and whether SA or DA 

comparisons are made. 

In Figure 6c and 6d, the range of mean log10LR 

values are plotted against SA or DA LRs, 

respectively, to visually investigate any influences 

arising from the different number of features on the 

(in)stability of the derived LRs. A narrower Y-axis 

range was used in Figures 6c and 6d; the values 

beyond the Y-axis range are given in Table 2. 

Although the data in Figure 6c and 6d and 

Table 2 is not straightforwardly clear for the DA 

LRs, the derived LRs are susceptible to instability 

when the dimension of the feature vector is high. 

However, this difference is negated when 200 or 

more authors are included. 

4 Conclusions 

This study investigated the reliability and validity 

of a LR-based FTC system by varying the sampling 

number and sample size. When only 5 authors were 

included in the test, reference and calibration 

sub-databases (two 4 kB documents from each 

author), the reliability and validity of the system 

were considerably compromised. However, adding 

more authors to the database compensated for this 

deterioration in reliability and validity. When 30–

40 authors were included, the mean performance 

(validity) of the system was nearly equivalent to 

that for as many as 720 authors. Likewise, when 

30–40 authors were included, the fluctuation 

(reliability) of the system performance 

substantially decreases and starts to converge. A 

similar observation was made for the derived LRs; 

the wide range of the mean LR values across 50 

iterations of experiments with 5 authors greatly 

diminishes if 30–40 authors are included in each 

sub-database. 

The experimental results also show: 1) a system 

with a high dimension of feature vector (500 

features) is more prone to instability than a system 

with fewer feature vectors (20 features), and 2) the 

low reliability and poor validity found when a small 

number of authors are included (e.g., 5 and 10 

authors) are largely due to the poor calibration, not 

discrimination ability, of the system. 

The approach that was employed in this study is 

rather primitive; e.g. the number and type of 

features, and there would be considerable potential 

to improve the model, consequently leading to a 

better performance. However, this may 

compromise the stability of the system due to the 

resultant even higher dimensionality of feature 

vector. This needs further investigation, while 

seeking the benefits of feature selection/reduction. 

In the current study, the (in)stability and overall 

performance of the FTC system was measured. 

However, besides the quantification, the instability 

of the system ultimately needs to be minimised to 

prevent the misinterpretation of evidence and 

miscarriage of justice. As such, it is essential to 

apply a Bayesian statistical approach that considers 

the degree of uncertainty to the LRs (Morrison and 

Poh, 2018) with the outcome being Bayes factors. 

Obviously, the application of a Bayesian statistical 

approach to FTC is another step to take as an 

extension of the current study.  
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 Author number Features number 

  20 500 

 5 3.81995  3.83104  

SA 10 0.84000  1.81251  

 20 0.88233 1.00447  

 5 4.35546  8.46658  

DA 10 6.27607  2.26897  

 20 0.84479 1.17478  

Table 2: Ranges of the mean log10LR values with 20 

and 500 features for 5, 10 and 20 authors. 
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Abstract

In this paper, we address the problem of auto-
matic academic curriculum generation. A curricu-
lum outlines definitive topics with their sub-topics
and enables teachers and students to form an over-
all idea of the course outcomes and goals, and a
plan of what to teach and learn to achieve those
goals. Automatic curriculum generation is rel-
evant in modern times with the ever increasing,
rapidly changing, digitally-available academic con-
tent, that is too large for manual processing by
human teams. Using Wikipedia as an external
knowledge-base, along with a pipeline of standard
components, we show that it is possible to generate
human-interpretable 2-level topic hierarchies. We
show that our approach works on publicly available
textbooks, by first removing their title-structure,
and then automatically regenerating a 2-level title
structure that is on-par.

1 Introduction

We address the problem of automatic academic
curriculum generation. We treat a curriculum as
one that outlines definitive topics with their sub-
topics, in order to enable teachers and students to
form an overall idea of the course outcomes and
goals, along with a plan of what to teach and learn
to achieve those goals.

Automatic curriculum generation is relevant
in modern times with the ever increasing, rapidly

changing, digitally-available academic content,
that is too large for manual processing by human
teams. The need for automation is crucially felt
in interdisciplinary fields [Jacobi(2014)], and to
personalize content and presentation for individual
student needs and flow [Katuk and Ryu(2010)].

We formulate the problem as generating a 2-
level human-interpretable topic hierarchy consist-
ing of module titles and the topics within those
modules. This caters to the most common require-
ment of most academic curricula. However, we
add that this formulation is not restrictive as it is
possible, when needed, to devise methods to gen-
erate deeper hierarchies using the base method for
2-level hierarchies through recursive application.

We aim to implement a subject-centered gen-
erative model that generates topics based on the
domain knowledge instead of the learner’s ability.
This ensures that we generate a uniform structure
for all learners, which is the typical goal of a cur-
riculum.

Our model is an unsupervised approach based
on the probability distribution of words for topic
generation. We incorporate the salient features
necessary for generating curriculum from given set
of documents.

The primary objective is to generate a 2-level
module-topic hierarchy following a data-driven ap-
proach that does not depend on the academic do-
main and discipline. Our model is a simple pipeline
of standard components. In order to create a se-
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mantic structure (titles) from the candidates that are
generated, we use Wikipedia for external knowl-
edge and links to Wikipedia pages as learning ob-
jects to enhance learner’s curiosity. Employing
the previously mentioned approaches, we generate
module-topic hierarchies that are on par with hu-
man generated ones, by using ideas (described in
Section 3) of semantic structure, maximum cover-
age, relationship sanity and curriculum ambiguity.

2 Related Work

There is very little work that focuses on academic
curriculum generation. In [Jacobi(2014)], the au-
thors propose an approach for interdisciplinary
fields that is based on how curricula may be de-
signed manually in the real world. For instance, it
contains steps to generate a consensus on the top-
ics chosen. Several steps of this method require
manual input by domain experts, who may be hard
to find for novel interdisciplinary fields. Inputs
include a core skill levels list, application skill lev-
els list, etc. Our system aims to overcome this
limitation and extend the capability by being en-
tirely data-driven. The area of topic modelling has
been widely studied over the years for its extensive
applications in diverse fields [J. Boyd-Graber and
Mimno(2017)]. Topic models help the reader to
understand the general theme of the given docu-
ment. This is achieved by associating each topic in
the document to generated key phrases which best
represent them. Although there are several topic
modelling algorithms like LDA [David M. Blei and
Jordan(2003)] and its variants, they are designed to
derive a fixed set of topics from a corpus. The intu-
ition behind LDA is based on reverse-engineering
the process of creating a document using keywords
occurring in it. LDA generates a set of keywords
which are not structured into hierarchies, and hence
cannot be directly used for our task. A variant of
LDA was implemented in [P. Liu and Wang(2012)]
which generates a hierarchy of topics. Unfortu-
nately both LDA and this variant produce topics
that are mathematical representations suitable for
machine-processing but not for human readability.
Aside from LDA and its derived methods, graph-
based ranking algorithms similar to PageRank Al-
gorithm [Page et al.(1998)Page, Brin, Motwani,
and Winograd] have been implemented for the task
of topic modelling. The TextRank Algorithm [Mi-
halcea and Tarau(2004)] was the first one to gener-

ate keyphrases pertaining to the topics by creating
a graph using the words, and their edge relations
were derived based on the offset in the document.
However, this algorithm doesn’t consider the hierar-
chical relationships between topics that is necessary
for curriculum generation. Similar drawback can
be observed in the SingleRank Algorithm [Wan and
Xiao(2008)] which considers different documents
to enrich the topics generated.

3 Design of Our Approach

In order to generates module-topic hierarchies that
are on par with human generated ones, we pay
attention to the following factors:

• Natural Language: The topics that are
generated by our model should be human-
readable. This requires that topics are not
just machine-readable mathematical repre-
sentations, but grammatically-sound natural
language phrases. We easily achieve this by
using titles of Wikipedia articles as topic and
module titles.

• Maximum Coverage: While generating the
curriculum, we need to ensure that all key
topics are included. While we filter out some
topics on the basis that they are not noun-
phrases, we ensure that all the remaining
topics are included. As our topics correspond
to Wikipedia article titles, we consider them
as valid topics to be included in some module
of the curriculum.

• Relationship Sanity: Understanding the re-
lationship between modules and topics is
paramount to the process of curriculum gen-
eration. While establishing links, we need to
ensure that a module is paired with a topic
if they are similar (using standard similarity
measures of their word-probability distribu-
tions). It is also important to keep a mod-
ule:topic pair disjoint if they are different. In
our current approach, each topic is mapped
to exactly one module. However, a topic’s
assignment to multiple modules may be per-
mitted easily if desired. Existing models like
TextRank and SingleRank employ ranks or
thresholds to map topics to modules. In con-
trast, we use a clustering-based approach as
we already have topics and their titles using
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Wikipedia and only need to cluster them into
modules.

• Curriculum Ambiguity: The keywords, top-
ics and modules extracted are subjective, and
there can be quite a bit of disagreement even
among human-teams generating them. Vari-
ations in the topic distribution generated by
different models are possible, and these can
lead to different curricula. Thus, several dif-
ferent possible curricula generated can be
considered valid since they each include key-
words, topics and modules that describe the
text. Hence, the validation of the model’s per-
formance cannot be restricted to one struc-
ture obtained from the document. We need to
apply proper metrics which does not penalize
the variations in the curriculum obtained.

For generating the curriculum, we need to generate
topics (with human-readable titles) and then aggre-
gate similar topics together to generate and name
the modules.

4 Detailed Methodology

We propose an unsupervised, extractive model with
a little abstraction offered from the external knowl-
edge base to accomplish the task.

4.1 Candidate Generation

The initial step of the model is to extract keywords
from the document. This is achieved by generating
n-grams which will act as the candidates set for
topics. During the exploration of the Wikipedia
data dump; it was observed that 81.25% of the total
(near 16 million) Wikipedia titles considered were
made up of 1-3 words. The number of n-grams
generated can be scaled with the size of processing
text. The candidates set which occurs frequently
with incorrect semantic structure does not add any
importance, hence we eliminate the n-grams which
are semantically or grammatically incorrect.
To accomplish the task of removing any seman-
tically incorrect candidates, we consider the can-
didates which form a noun phrase. While explor-
ing the data dump, it was also observed that more
than 94% of the titles consisted of noun phrases.
To incorporate this, we devised an approach to
find candidate sets for different values of n. For

unigrams/uni-grams, verify if the derived mono-
gram is either a singular or plural noun. If the uni
gram belongs to any other POS (parts of speech),
discard it. The unigrams/uni-grams identified were
also filtered based on occurrences for accurate
prediction of titles. If the bigrams/bi-grams and
trigrams/tri-grams are noun phrases with minor
occurences of stopwords, they are added to the
candidate set.

4.2 Using Wikipedia as external Knowl-
edge Base

Wikipedia is the largest and most comprehensive
knowledge source on the web with the latest infor-
mation. It is well-structured with each Wiki page
providing information on a particular topic and title
serves as the main topic and references and links
present show related topics. We have used close
to 16 million titles in our task for generating titles
based on the candidate set. As described previ-
ously, the model is developed with the focus to
make it robust in its use. Our model can generate
the titles from documents structured in different
formats like articles, papers, transcribed speeches,
scripts, comments etc. This model is also capable
of segregating the modules belonging to different
domains without compromising the module-topic
relations. Wikipedia has information on various
domains which expands our field of study into all
those domains.

4.3 Search and Similarity Comparison

An efficient search engine was developed for
our system for searching relevant titles from the
Wikipedia title dump 1. In the previous sections,
we have discussed how the n-grams which con-
stitute the candidate set are generated to find the
topics. Each candidate can be considered as an
entity adding significance to the document. We use
these candidates to search for the appropriate titles
from Wikipedia which can be used as the topics.
For each candidate set, we retrieve an average of
15 titles which contain most of the keywords in
the candidate set. However, all the titles that are
retrieved will not be considered during the genera-
tion of the curriculum. These topics are used later
for the hierarchical modelling which generates the
curriculum.

1Wikipedia Title Dump

109



Figure 1: Methodology for leveraging Wikipedia Titles for Module Generation

Figure 2: Percentage occurrence of n-grams

Figure 3: Percentage of occurence for noun phrases

The next step in topic generation is to remove any
unwanted topics retrieved and segregate the remain-
ing topics into modules to generate the curriculum.
We have performed various experiments like dis-
tance metrics (L-norms), similarity metrics like lev-
enshtein distance, cosine similarity etc to remove
any unwanted titles. After experimentation, the
best approach to get the titles was comparing cosine
similarity of n-grams obtained and the Wikipedia
titles derived. For any two vectors v1 and v2,

sim(v1, v2) =
v1.v2

||v1||.||v2|| (1)

Before comparing similarity, we obtain a vec-
tor representation for the keyphrases and the titles
which are to be compared. We achieve this us-
ing the unsupervised FastText representation over
each keyphrase or title. Since the words can be
from any domain, an unsupervised approach is rec-
ommended for vector embeddings of the words.
Hence, we do not consider supervised representa-
tions like GLoVE, CoVE etc. The FastText model
is trained on the wikipedia data dump before it is
used for generating vector representations of each
candidate generated. Cosine similarity is obtained
between two sentence vectors obtained from the
keyphrase and the title. The Wikipedia titles with
high cosine similarity were considered to maintain
accuracy in the titles. The result of this step is the
topics and sub-topics for the given text document.
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4.4 Hierarchical Modeling

A deep understanding of any module can occur
if and only if the sub-topics can be clustered and
put together to form a concept corresponding to
that module. A 2-level hierarchy for a curriculum
is the best way to portray the contents. Consider
the matrix M where Mi,j denotes the similarity
between titles ti, tj . We use the Indicator function
Ic defined as,

Ic(i, j) =

{
1 if Mi,j ≥ λ

0 if otherwise
(2)

The proposed system derives a method wherein
modules are formed by connecting all the
Wikipedia titles with each other in a matrix based
on similarity and classifying them into modules
using the Indicator function mentioned above with
a threshold(λ) as the clustering factor. Given a
cluster of titles mi = {t1, t2, t3, ..., tNi} where Ni

denotes the number of titles in cluster mi, the title
of the module is given by,

title(mi) = LCS(t1, t2, ..., tNi) (3)

where, LCS(.) is the longest common subse-
quence function. In our analysis, we have observed
that the module titles are formed from the words
that are common to two or more titles and form
noun phrases. Hence, we consider this title func-
tion after verification using POS tagging.

5 Experiments

5.1 Dataset

To show the results of our curriculum genera-
tion system, we used publicly available textbooks,
where title structure has been removed, from the
Central Board of Secondary Education (CBSE) 2

website from classes 8-12 and for different subjects
but not limited to Biology, Physics and Social Sci-
ences, available at National Council of Educational
Research and Training (NCERT) 3 website. The
curriculum within the books enabled us to compare
our results with the curriculum generated with our
model.

2CBSE official website
3NCERT Textbooks Link

5.2 Results

A quantifiable evaluation of the result is difficult
due to lack of standard procedures for topic detec-
tion and curriculum generation tasks. However, we
have showcased results obtained through LDA in
Table 1, to compare as the baseline method. It is
evident that we are extracting module titles which
are monograms. LDA was developed with the in-
tent to generate documents based on the keywords
corresponding to them.

Topic Name
ACCELERATION

AXIS
BODY

CENTER
ENERGY
FORCE

LAW
MASS

MOMENTUM
MOTION
OBJECT

PARTICLE
POINT
SPEED

SYSTEM
TIME

VELOCITY

Table 1: LDA keyword extraction performed on
10th grade CBSE Physics Textbook

The results shown in Table 2, has 8 modules
in contents whereas our model generated 12 learn-
ing objects with precise distinction. On evaluation
from faculty and observation, it was noticed that
our model has grouped sub-topics based on the
right parameters and upon evaluation, it is noticed
that all Wikipedia pages in sub-topics are related as
references to the title Wikipedia page. The module
names with no sub-topics are not grouped together
because the model performs an extractive task and
recognises words from the input text provided like
the module Kinematics which would contain aver-
age speed, average velocity, acceleration.

The 12th grade Biology textbook considered
for the model of Table 3 lists only topics in the
curriculum page. Our system was able to generate
sub-topics and depict a correlation between them.
Similar results have been produced for several other
textbooks and articles from the Internet. Apart from
that, we were able to generate a inter-disciplinary
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Module Name Sub-Topics

GRAVITY
Center of Gravity
Force of Gravity

UNITS
SI Units

Base Units
Derived Units

LAWS
Law of Gravitation

Laws of Motion
Laws of Nature

MOTION
Uniform Motion

Translational Motion
Rotational Motion

FRICTION

Static Friction
Kinetic Friction

Co-efficient of Friction
Force of Friction

QUANTITIES
Base Quantities

Physical Quantities

MOMENTUM

Total Angular Momentum
Change in Momentum

Linear Angular Momentum
Angular Momentum

MOMENT
Moment of Inertia
Moment of Force

AVERAGE SPEED
KINETIC ENERGY
ACCELERATION

AVERAGE VELOCITY

Table 2: Hierachy obtained on 10th grade CBSE
Physics Textbook

curriculum for the given text with several modules
formed for different subjects.

Module Name Sub-Topics

REPRODUCTION

Human Reproduction
Asexual Reproduction
Sexual Reproduction
Reproductive Health

GENETIC
Genetic Evolution

Genetic Inheritance
HUMAN WELFARE Human Biological Welfare

BIOTECHNOLOGY
Principles of Biotechnology
Biotechnology Applications

ECOLOGY

Table 3: Hierachy obtained on 12th grade CBSE
Biology Textbook

Though there are no established metrics
for quantifying the quality of the modules and
subtopics generated, considering the unsupervised
learning criterion, we try to quantify it assuming
the modules as clusters.

Subject Intracluster Intercluster
Biology 0.04 0.3
Physics 0.04 0.2

Physics and Politics 0.04 0.2

Table 4: Similarity metrics for the modules gener-
ated

In Table 4, we see the average intercluster and
intracluster distances between the modules and the
topics within them. We expect the intercluster dis-
tances to be high and intracluster distances to be
low. By this, we can say that the modules generated
are distinct from each other, and the topics within
the module are similar to the module they belong
to. Upon observing the values in the table, we can
see that though the values are very low, relatively,
intercluster distances are greater than intracluster
distances. This shows that the modules generated
are properly structured.

Subject Min Max Avg
Physics 0.238 0.937 0.476
Biology 0.416 0.973 0.742

Physics and Politics 0.377 0.937 0.601

Table 5: METEOR Scores for the modules gener-
ated

In Table 5, we see the minimum,maximum
and average METEOR[Lavie and Agarwal(2007)]
scores for each textbook. We chose this metric
over other machine translation outputs metrics be-
cause of it’s additional feature of stemming and
synonymy matching, along with greater co-relation
with human judgment than the other metrics like
ROUGE, BLEU etc. We have mapped our system-
generated topic and module names with ones in
our dataset and calculated the metric. As we can
observe, the maximum METEOR score for all text-
books is 0.937, almost equal to 1, which demon-
strates that generated modules are very close to the
original textbook modules. The average score is
almost 0.6, which shows that our system-generated
topics and modules are analogous to textbook mod-
ules and topics.

The results in Table 6 depict the performance
and distinguishability of our model when is the
input is from two different disciplines but distinct
modules with an inter-disciplinary hierarchy has
been formed.
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Module Name Sub-Topics

HEAT
Heat and Electricity

Heat and Light
Conductors of Heat

CELL

Cell Structure
Cell Membrane

Cell Wall
Plant cells

Animal cells

FRICTION

Force of Friction
Static Friction

Sliding Friction
Rolling Friction

REFLECTION
Laws of Reflection
Angle of Reflection
Diffused Reflection

POLLUTION
Noise Pollution

Air Pollution

SOLAR SYSTEM

FORCE
Applied Force

Muscular Force
Frictional Force

PRESSURE Atmospheric Pressure

COMBUSTION

COAL

PETROLEUM

DEMOCRACY
Democracy and Equality

Development of Democarcy

HEALTH CARE FACILITIES

GENDER Gender Equality

MEDIA

MARKETS Putting-Out-System

WOMEN
Women Harassment

Women Equality
Women Empowerment

Table 6: Hierarchy obtained on 8th grade Science
and 7th grade Social textbook

6 Conclusion

In this paper, we presented a pipeline of standard
components and using Wikipedia as the external
Knowledge Base to generate human interpretable
2-level hierarchies.

Based on the concept of candidate item set gen-
eration, we are able to create a set of unigrams/uni-
grams, bigrams/bi-grams and trigrams/tri-grams
which are the learning objects and can be mapped
to Wikipedia titles. The proposed model is eval-
uated with the help of general observations and
experienced faculty on publicly available data sets.
The input is not limited to a single subject textbook
and can contain text from the web such as web
content, news articles, blogs, etc.

The task of Curriculum Generation is carried
out by an extractive model and therefore, titles
which do not occur in text cannot be grouped under
module names.

We believe that our model can be extended to
developing deeper hierarchies beyond 2 levels. For
future work, we will further improve our candi-
date item set generation techniques, taking into
context the data they are present in. Moreover, we
will utilize the linking structure between Wikipedia
pages to develop a deeper hierarchy with better
co-relations. Aside from the drawbacks of extrac-
tive models, we can also try to pursue the problem
using abstractive approaches.
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Abstract

Deep neural networks show superior perfor-
mance in text classification tasks, but their poor
interpretability and explainability can cause
trust issues. For text classification problems,
the identification of textual sub-phrases or “ra-
tionales” is one strategy for attempting to find
the most influential portions of text, which can
be conveyed as critical in making classification
decisions. Selective models for rationale extrac-
tion faithfully explain a neural classifier’s pre-
dictions by training a rationale generator and a
text classifier jointly: the generator identifies
rationales and the classifier predicts a category
solely based on the rationales. The selected
rationales are then viewed as the explanations
for the classifier’s predictions. Through ex-
change of such explanations, humans interact to
achieve higher performance in problem solving.
To imitate the interactive process of humans,
we propose a simple interactive rationale extrac-
tion architecture that selects a pair of rationales
and then makes predictions from two indepen-
dently trained selective models. We show how
this architecture outperforms both base models
for text classification tasks on datasets IMDB
movie reviews and 20 Newsgroups in terms of
predictive performance.

1 Introduction

Selective (or select-predict) models for rationale ex-
traction in text classification (Lei et al., 2016; Bast-
ings et al., 2019), with the general structure shown
in Figure 1, are designed to extract a set of words,
namely a rationale (Zaidan et al., 2007), from an
original text where, for prediction purposes, the
rationale is expected to be sufficient as the input for
the classification model to obtain the same predic-
tion based on the whole text. For the purpose of
interpretability, the rationale should be concise and

0The implementation is provided on https://github.
com/JiayiDai/RationaleExtraction.

contiguous. A rationale extraction model is faith-
ful (Lipton, 2018) if the extracted rationales are
truly the information used for classification (Jain
et al., 2020). The problem of extracting rationales
that satisfy the criteria above is complex from a
machine learning perspective and becomes more
difficult with only instance-level supervision (i.e.,
without token-level annotations) (Jain et al., 2020).
One model’s identification of rationales can suffer
from high variance because of the complex train-
ing process. An ensemble of more than one model
helps to reduce variance, which leads to the explo-
ration of how to take use of two rationale extraction
models and how to make a choice when the two
models make different predictions.

When two humans have different answers to a
problem, they tend to exchange their reasons or ex-
planations, after which there might be a change of
mind. To show why this interaction of humans is ef-
fective, we use the problem of proving a mathemat-
ical conjuncture as an instance: because searching
for a correct mathematical proof, which then leads
to a correct claim about the conjuncture, is usually
much more difficult than verifying a proof (e.g.,
P ⊆ NP in computation theory), often one who
is not capable of finding a good proof can tell if a
proof is good when the proof is given. Considering
the complexity for a generator to search among all
possible rationales with only remote instance-level
supervision, the work of rationale extraction can be
much more difficult than classification.

We may then consider selective models for ra-
tionale extraction to be naturally compatible with
the interactive pattern of humans by viewing the
rationales extracted by a generator as the proofs for
the decisions of its classifier, which means the inter-
action between two base models can be performed
by the exchange of their rationales. Subsequently,
the problem becomes how to decide if a rationale
is good or not so that we know which pairs of ratio-
nale and prediction are appropriate choices when
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two base models make different predictions. A
good rationale here is expected to give a correct
prediction when input to a decent classifier.

Intuitively, a good rationale is supposed to con-
tain strong indicators for the correct “gold label” in-
stead of insignificant words which do not contribute
to classification, which leads to two simple rules
for handling base models’ disagreements: first, a
good rationale is more likely to produce consistent
predictions among classifiers (i.e., a good explana-
tion convinces people); second, a good rationale
is more likely to produce a higher confidence level
(Section 2.2) for the prediction of one classifier
(i.e., one with a good reason is often confident).
The two rules are created a basis for classification,
as opposed to random guessing based on other-
wise randomly selected words. Note that the two
rules are based on the assumption that the proba-
bility that base models extract strong indicators for
wrong labels is very low, which should be consid-
ered to be true for decent generators and decent
classifiers (i.e., better than random guessing).

To imitate the interactive pattern of humans in
problem solving, we introduce Interactive Ratio-
nale Extraction for Text Classification to interac-
tively connect two independently trained selective
rationale extraction models. We show the architec-
ture achieves higher predictive performance than
either base models with similar performance on
IMDB movie reviews and 20 Newsgroups. This is
done by selecting pairs of rationale and prediction
from the base models using the above simple rules.
In addition, because this interactive architecture
makes decisions solely based on the base models’
rationales, the faithfulness and interpretability of
the base models’ rationales are not compromised.

2 Background

2.1 Selective Rationale Extraction

The original selective rationale extraction model
was proposed by (Lei et al., 2016) with an archi-
tecture shown in Figure 1. Their model faithfully
explains a neural network-based classifier’s predic-
tions by jointly training a generator and a classifier
with only instance-level supervision. We summa-
rize their work as follows. The generator g con-
sumes the embedded tokens of the original text,
namely x = [x1, x2, ..., xl] where l is the number
of the tokens in the text and each token xi ∈ Rd is
an d dimensional embedding vector, and outputs a
probability distribution p(z|x) over the hard mask

z = [z1, z2, ..., zl] where each value zi ∈ {0, 1} de-
notes whether the corresponding token is selected.
A rationale r is defined as (z, x) representing the
hard mask z over the original input x. Subse-
quently, the classifier f takes (z, x) as input to
make a prediction f(z, x). Given gold label y, the
loss function used to optimize both generator g and
classifier f is defined as

loss(z, x, y) =

||f(z, x)− y||22 + λ1||z||+ λ2

l−1∑

i=1

|zi − zi+1|

(1)
which consists of three parts: prediction loss, se-
lection loss and contiguity loss. The parameters
λ1 and λ2 in the loss function are used to tune
the constraints on rationales (i.e., conciseness and
contiguity). Jain et al. (2020) modified the loss
function to apply hard constraints on rationales
(i.e., maximum length) by not punishing a model
when a given limit on the number of words is not
reached.

Because of the absence of token-level supervi-
sion and the use of hard masking which is not
differentiable, Lei et al. (2016) turned to REIN-
FORCE (Williams, 1992) for gradient estimation,
which causes high variance and sensitivity to hyper-
parameters (Jain et al., 2020). Following the select-
predict architecture proposed by Lei et al. (2016),
Bastings et al. (2019) explored a reparameteriza-
tion heuristic called HardKuma for gradient estima-
tion. Furthermore, Guerreiro and Martins (2021)
exposed the trade-off between differentiable mask-
ing and hard constraints in selective rationale ex-
traction models.

2.2 Confidence Level
Confidence level (CL) indicates how far a neural
network’s prediction is from being neutral. Given
a neural network’s non-probabilistic output k =
[k1, k2, ..., kn] for a n-class classification, Kumar
et al. (2022) defined the CL of the classification
with a softmax function

CL(k) =
exp(max(k))∑n

i=1 exp(ki)
(2)

where max(k) is the value of the output node ki
with the highest value (i.e., i is the final prediction).

Guo et al. (2017) stated that a classification net-
work should not only have a high accuracy but also
indicate how likely each prediction is correct or
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g f
x r y

Figure 1: Schematic of selective rationale extraction models where x is an embedded text, g is a generator and f is
a classifier. Generator g extracts a rationale r based on which classifier f makes a prediction y.

incorrect for trust purposes. In addition, their study
on neural networks’ calibration Guo et al. (2017)
suggested that accuracy, even if not nearly identical
to CL for some neural networks, is generally posi-
tively correlated to CL. This means that, when two
base models with similar expected performance
make different predictions, the prediction with a
higher CL is generally more likely to be correct.

3 Algorithm

As demonstrated in Figure 2, after the interac-
tion between two base select-predict models, a to-
tal of 4 predictions are generated: y1 = f1(r1),
y′1 = f1(r2), y′2 = f2(r1) and y2 = f2(r2) where
y1 and y2 are the predictions based on their own ra-
tionales and y′1 and y′2 are predictions based on the
exchanged rationales, as shown in the table below.

r1 r2
f1 y1 y′1
f2 y′2 y2

Given an input text, when the predictions of two
base models are the same, namely y1 = y2, both
rationales r1, r2 are good and the final prediction
is the shared prediction. When two base models
initially show a disagreement, we check if one ra-
tionale causes more consistent predictions. If r1
causes more consistent predictions, in order words,
if r1 changes the prediction of f2 to y1 when given
as an input rationale (namely, y1 = y′2), but r2 does
not change the prediction of f1 to y2 when given as
an input rationale (y2 ̸= y′1), then the pair (r1, y1)
is chosen as the final rationale and prediction; sym-
metrically, if r2 causes more consistent predictions,
the pair (r2, y2) is chosen. For the cases where no
rationale causes more consistent predictions, we
rely on confidence levels which are real numbers
between 0 and 1 as defined by expression (2). If
the confidence level of f1 on r1 is higher than that
of f2 on r2 (say CL(f1, r1) > CL(f2, r2) with
(f1, r1) and (f2, r2) separately denoting their cor-
responding non-probabilistic outputs), the pair (r1,
y1) is chosen; otherwise, the pair (r2, y2) is cho-
sen. The process of selecting a pair of rationale
and prediction is formalized in Algorithm 1. It’s

worth mentioning that, in implementation, the ex-
change of rationales only needs to be performed
when base models have a disagreement in predic-
tion (i.e., y1 ̸= y2).

4 Experiments

4.1 Datasets

IMDB movie reviews (Maas et al., 2011) This
is a dataset of 50,000 movie reviews collected from
the Internet Movie Database (IMDB) with binary
labels (i.e., positive and negative). The dataset is
originally split into two subsets: 25,000 for train-
ing and 25,000 for testing. We randomly split the
training data into 20,000 (80%) for training and
5,000 (20%) for development. The numbers of the
two labels are perfectly balanced in each subset.

20 Newsgroups It is a publicly available dataset
containing a total of 18,846 texts, with 11,314 for
training and 7,532 for testing, in 20 distinct cate-
gories of news topics. We split the training data
randomly into 9,051 (80%) for training and 2,263
(20%) for development. The numbers of the 20
labels are not perfectly balanced and varying from
304 to 490 in the training data, 73 to 131 in the de-
velopment data and 251 to 399 in the testing data.

4.2 Setup

Training Instead of REINFORCE (Williams,
1992), a reparameterization heuristic Gumbel-
Softmax (Jang et al., 2017) is used to simplify
gradient estimation. Convolutional neural network
(Kim, 2014) is used for both generators and clas-
sifiers with filter sizes of [3,4,5], filter number of
100 and dropout rate of 0.5. Hidden dimensions of
100 and 120 are separately used for the first and the
second base model, which is the only difference
among all parameters for training two base mod-
els. Adam is used as the optimizer with a weight
decay of 5e-06 and an initial learning rate of 0.001.
If no improvement is achieved in loss in develop-
ment dataset from the previous best model after
5 epochs, the learning rate is halved (i.e., 0.001,
0.0005...) and the training process starts over from
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Figure 2: Schematic of our interactive rationale extraction where rationales are exchanged. The notations follow
Figure 1.

Algorithm 1 Rationale-prediction Selection after Interaction

Require: f1, f2, r1, r2, y1, y
′
1, y

′
2, y2 from Figure 2, CL(f, r) for the confidence level of f on r.

if y1 = y2 then ▷ agreement
return (r1, y1) ▷ or (r2, y2)

else ▷ disagreement
if y1 = y′2 and y2 ̸= y′1 then ▷ model 2 convinced by model 1

return (r1, y1)
else if y1 ̸= y′2 and y2 = y′1 then ▷ model 1 convinced by model 2

return (r2, y2)
else

if CL(f1, r1) > CL(f2, r2) then ▷ model 1 is more confident
return (r1, y1)

else ▷ model 2 is more confident
return (r2, y2)

end if
end if

end if

the previous best model. In total, 20 epochs are
used for training. Cross-entropy is used as the loss
objective. Batch size is set to be 128. For Gumbel-
Softmax (Jang et al., 2017), the initial temperature
is 1 with a decay rate of 1e-5. GloVe (Pennington
et al., 2014) of embedding dimension 300 is used
for word embedding. The maximum text lengths
are separately set to be 80 and 200 words for 20
Newsgroups and IMDB movie reviews.

Testing For each dataset, two base models are
independently trained and tested with two set-
tings of hyper-parameters (λ1, λ2) from the loss
function. {(0.005, 0), (0.001, 0.001)} are used for
20 Newsgroups and {(0.001, 0), (0.0002, 0.0002)}
are used for IMDB movie reviews. The four settings
are chosen in a way to show the performance of
the algorithm under different rationale length and
contiguity (Table 1). For each hyper-parameter set-
ting, both base models are trained and tested with
6 random seeds (i.e., {2022, 2023, 2024, 2025,
2026, 2027}), and the invalid cases where two base
models show a significant difference in the per-
formance in development dataset (i.e., > 3% in
accuracy) are removed. The numbers of invalid

cases are separately 2, 1, 1, 0 out of 6 for the four
hyper-parameter settings.

4.3 Quantitative Evaluation

For quantitative evaluation, we report the predictive
performance of the classifiers from base models
and the interactive model. In Table 2, the inter-
active model outperforms the better base model
by 2% in IMDB movie reviews and 2-3% in 20
Newsgroups and shows a relatively smaller vari-
ance in both datasets. The improvement in predic-
tive performance and reduced variance is general
for most experiments in addition to the four set-
tings. We found that, in the cases of extreme hyper-
parameter settings where rationales contain almost
whole texts or no words, there is no improvement.
This seems reasonable as, when base models gen-
erate rationales of whole texts or no words, the
rationales are identical, which makes the exchange
of rationales meaningless. Also, in some cases
where one base model is trained well and one is
not (e.g., 80% and 60% accuracy in IMDB movie
reviews), the interactive model shows a slightly
lower performance than the better base model. The
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20 Newsgroups
(λ1, λ2) (5e-3, 0) (1e-3, 1e-3)
Base Model Model 1 Model 2 Model 1 Model 2
Length 11.33 11.18 21.76 22.68
Contiguity Loss 17.12 16.84 21.92 21.45
Interaction Cases (331, 363, 1129, 1211.5) (228.6, 264, 974.2, 1075.8)
Case Accuracy (0.41, 0.43, 0.30, 0.26) (0.38, 0.44, 0.31, 0.27)

IMDB movie reviews
(λ1, λ2) (1e-3, 0) (2e-4, 2e-4)
Base Model Model 1 Model 2 Model 1 Model 2
Length 13.99 17.59 29.22 27.37
Contiguity Loss 21.84 26.45 37.14 35.48
Interaction Cases (855.6, 946.0, 1187.4, 1250.0) (681.7, 665.2, 1101.8, 1295.7)
Case Accuracy (0.66, 0.65, 0.59, 0.59) (0.66, 0.64, 0.58, 0.60)

Table 1: Experiment details (average values). We report the rationale length (i.e., number of words) and contiguity
loss of each base model and also numbers of interaction cases and each case’s accuracy under each hyper-parameter
setting. Four values in an interaction case are the average numbers of the cases separately for base model 1
convinced, base model 2 convinced, base model 1 more confident, and base model 2 more confident. These are the
four cases from handling disagreements in Algorithm 1.

20 Newsgroups IMDB movie reviews
(λ1, λ2) (5e-3, 0) (1e-3, 1e-3) (1e-3, 0) (2e-4, 2e-4)
Model 1 .55 (.53-.57) .58 (.56-.59) .81 (.80-.82) .82 (.81-.83)
Model 2 .54 (.52-.57) .57 (.55-.59) .81 (.80-.82) .82 (.81-.83)
Interaction .58 (.56-.60) .60 (.59-.61) .83 (.82-.84) .84 (.83-.84)

Table 2: Average performance (accuracy) of maximum six experiments for base (Models 1 and 2) and interactive
models under each hyper-parameter setting for each dataset. The (min, max) performance of each model are also
reported to demonstrate variances.

reason can be that a relatively better rationale gen-
erated by the better model can not convince the
classifier of the poor performance model, where
the first rule that a good rationale is more likely to
produce consistent predictions is not followed. If
no rationale is causing consistent predictions, the
second rule about confidence level is applied but
a poor classifier can sometimes be overconfident,
which causes errors.

For a binary classification task, when two base
models with similar performance have a disagree-
ment, the expected accuracy of each base model is
around 50% and the probability of blindly choosing
a prediction turning out to be correct should also
be near 50% (i.e., random guessing). However, as
shown in Table 1, in IMDB movie reviews, the accu-
racy after interaction is 8-16% higher than random
guessing.

In addition, we observed that, when the con-
straints on rationales are less strict (i.e., allowing
more words and more contiguity loss), generally

the performance of base models increases but the
improvement after interaction deceases. The rea-
son may be that, with weaker rationale constraints,
strong indicators are easier to identify causing the
rationales generated by two base models to contain
more overlapped strong indicators, which increases
the accuracy of base models but decreases the num-
ber of cases for disagreement. It is also worth men-
tioning that the performance gain of the interactive
algorithm is not achieved by having a tendency of
choosing longer rationales as shown in Table 3.

4.4 Human Evaluation

For human or qualitative evaluation, we report
human judgements on the rationales from IMDB
movie reviews to demonstrate how informative the
rationales are for humans. For each of the four
disagreement cases in Algorithm 1, we randomly
collect 10 movie review instances where each in-
stance contains two rationales separately extracted
by two base models and one of the two rationales is
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20 Newsgroups IMDB movie reviews
(λ1, λ2) (5e-3, 0) (1e-3, 1e-3) (1e-3, 0) (2e-4, 2e-4)
selected r (9.19, 14.15) (18.74, 19.42) (14.90, 23.39) (27.22, 36.21)
not selected r (8.85, 13.80) (19.03, 19.50) (15.12, 23.71) (27.47, 36.59)

Table 3: Lengths (numbers of words) and contiguity loss of rationales. We report the average (length, contiguity
loss) of rationales that are separately selected and not selected by the interactive algorithm for handling disagreement
cases under each hyper-parameter setting.

selected by the algorithm (i.e., 10∗2∗4 = 80 ratio-
nales in total). Three human annotators only have
access to the extracted rationales (i.e., the original
texts are not provided) to ensure the sufficiency of
the rationales.

Given two rationales of one instance, for each of
the two rationales, we ask each human annotator to
make a prediction (i.e., positive or negative) based
on the rationale and tell how confident the human
annotator is about this prediction on a scale from
0 to 3 (i.e., 0 represents random guessing and 3
represents very confident). The results are shown
in Table 4.

annotator # 1 2 3
acc selected .53 .70 .70

acc not selected .48 .70 .65
CL selected 1.20 1.38 0.75

CL not selected 1.20 1.40 0.5

Table 4: Human evaluation results. The averaged pre-
diction accuracy (acc) and confidence levels (CL) of
each human annotator over 40 rationales selected by our
algorithm (acc selected and CL selected) and 40 ratio-
nales not selected by the algorithm (acc not selected and
CL not selected).

The overall prediction accuracy and confidence
levels of human annotators are low which is rea-
sonable as the 80 rationales are extracted from the
cases where base models have disagreements and
may not be able to extract strong rationales (i.e.,
difficult cases). Generally, human annotators do
slightly better in terms of predictive performance
when fed with the rationales selected by the algo-
rithm but the difference of the results for selected
and not selected rationales is not significant. Be-
cause human annotators are provided with both
rationales for each instance, when asked to make
a classification based on one rationale, they might
also unconsciously use information from another
rationale even though they are asked not to, which
is a natural flaw of comparing two rationales from
one instance and can possibly cause close results

for two rationales. In future work, we plan to find
an alternative way of survey where humans can
better evaluate our algorithm’s effectiveness.

5 Conclusion

To handle the high variance of selective rationale
extraction models, we proposed the method we call
Interactive Rationale Extraction for Text Classi-
fication, which selects rationales and predictions
from base models based on simple rules through
imitating the interaction process between humans
for handling disagreements. The experimental re-
sults show that the interactive process is effective in
terms of improving performance, choosing a better
rationale, and reducing variance.
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Abstract
Climate change is an existential threat to hu-
manity, the proliferation of unsubstantiated
claims relating to climate science is manipulat-
ing public perception, motivating the need for
fact-checking in climate science. In this work,
we draw on recent work that uses retrieval-
augmented generation for veracity prediction
and explanation generation, in framing expla-
nation generation as a query-focused multi-
document summarization task. We adapt
PRIMERA to the climate science domain by
adding additional global attention on claims.
Through automatic evaluation and qualitative
analysis, we demonstrate that our method is
effective at generating explanations.

1 Introduction

The rapid dissemination of misinformation and
disinformation through social media is a press-
ing issue, especially in the domain of climate sci-
ence (Diggelmann et al., 2020; Anderegg et al.,
2010) where climate change has become one of the
biggest challenges to humankind. Claims such as
97% consensus on human-caused global warming
has been disproven seed scepticism, discredit cli-
mate science, and manipulate public perception and
interpretation. To alleviate the influence of such
potentially false claims, experts have increasingly
engaged in science communication, including in-
vestigating such claims based on scientific evidence
through websites such as climatefeedback.org

and skepticalscience.com. This paper concerns
the use of external knowledge to semi-automate
the process of claim verification, as an assistive
technology for contributors to such websites.

Inspired by recent work on retrieval-augmented
generation (Lewis et al., 2020) and explainable
fact-checking (Atanasova et al., 2020), we aim to
(semi-)automate the process of claim veracity clas-
sification along with explanation generation. Our
work draws on previous work on generating expla-
nations in the climate science domain (Bhatia et al.,

Text Label

C: Sea-level rise is not accelerating. REFU

E1: Climate-change driven accelerated sea-
level rise detected in the altimeter era.

REFU

E2: Antarctica ice melt has accelerated by
280% in the last 4 decades.

REFU

E3: However scientists have found that ice is
being lost, and at an accelerating rate.

REFU

E4: Climate scientists expect the rate to further
accelerate during the 21st century.

NO INFO

E5: More precise data gathered from satellite
radar measurements reveal an accelerating rise
of 7.5cm (3.0in) from 1993 to 2017, which is
a trend of roughly 30cm (12in) per century.

NO INFO

Table 1: An example claim (“C”) and associated evi-
dence passages (“Ek”) from Climate-Fever (“REFU” =
REFUTES; “NO INFO” = NOT ENOUGH INFO).

2021a) in using claims to retrieve relevant docu-
ments from knowledge sources and then generate
explanations based on these documents. Unlike
prior work, we frame it as a query-focused sum-
marization task (Mollá et al., 2020; Sarker et al.,
2013), where the query is a claim in our case, and
the goal is to summarize information from the re-
trieved documents that addresses the claim. We
evaluate our framework quantitatively and qualita-
tively, and explore the impact of different variants
of attention on explanation generation.1

2 Related Work

Fact checking is the task of assessing whether a
textual claim is true, based on a corpus or knowl-
edge base. Conventionally, the task is performed
manually by human experts (Hassan et al., 2015).
However, manual efforts do not easily scale (Elazar
et al., 2021), leading to increasing attention in au-
tomatic fact checking (Wang, 2017; Alhindi et al.,

1The code associated with this paper is avail-
able at https://github.com/ruixing76/
ClimateChange-ExpGen
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BPR PRIMERA

Knowledge 
Source

In fact, the global melt 
rate has been accelerating 

since the mid-1970s.

Compared to previous
studies, our estimated ...

The averaged annual volume 
loss is 147mm.yr(-1) …

The larger the ice sheet grows 
and extends towards ...

Future sea-level rise is an 
important issue related to …

Veracity:0\nExplanation:
The rate of global average 
ice loss has accelerated...

Claim

Passages
Generation

Claim and passages are concatenated with <doc-sep> token

Figure 1: Overview of our method. First the claim is used as input to BPR to retrieve top-k claim-relevant passages
(k is an adjustable hyperparameter, in this example k=4). Then the claim and passages are concatenated with
<doc-sep> tokens for input to PRIMERA. Finally PRIMERA generates explanations together with veracity labels.

2018; Xu et al., 2019; Stammbach and Neumann,
2019; Atanasova et al., 2020). Debunking sim-
ply by assigning a false label to the claim is not
persuasive, and can even reinforce mistaken be-
liefs (Lewandowsky et al., 2012). As such, it is
necessary for automated fact-checking methods to
provide explanations to support model predictions.
For example, Popat et al. (2018) used attention-
based methods to highlight salient excerpts from ev-
idence articles, and Gad-Elrab et al. (2019) adopted
knowledge bases to mine explanations. Atanasova
et al. (2020) framed explanation generation as a
joint classification and extractive summarization
task. During generation, the model selects sen-
tences from retrieved documents as explanations.

Separately, there has been recent work on ex-
tracting parameterized knowledge from large lan-
guage models (Roberts et al., 2020), as well as aug-
menting them using external knowledge sources
through retrieval augmentation (Karpukhin et al.,
2020; Lewis et al., 2020; Yamada et al., 2021).
Here, a claim or question is used to retrieve doc-
uments, which are fed into the generator as addi-
tional inputs, as a means of extending and domain-
adapting large language models without additional
pre-training.

There has also been recent work on the appli-
cations of NLP to the domain of climate science.
Bhatia et al. (2021b) explored automatic classi-
fication of neutralization techniques in discourse
relating to climate change/science. Diggelmann
et al. (2020) introduced Climate-Fever as a novel

dataset for veracity prediction. The closest work to
our own is that on explanation generation by Bhatia
et al. (2021a), which is based on fusion in decoder
(Izacard and Grave, 2021), a sequence-to-sequence
model that takes as input the claim and passages
sourced through retrieval augmentation (Karpukhin
et al., 2020; Yamada et al., 2021).

Unlike prior work, we first approach the task
via multi-document summarization (Zhang et al.,
2020a; Liu and Lapata, 2019; Liao et al., 2018),
with a focus on the claim; as such, our approach
can be interpreted as query-focused summariza-
tion. Specifically, we adopt PRIMERA (Xiao
et al., 2022), a state-of-the-art pre-trained encoder–
decoder model for multi-document summarization.

3 Data

There are two key data components in our task: (1)
an external knowledge source from which we re-
trieve documents; and (2) paired claim–explanation
data, to serve as the input (claim) and output (ex-
planation).

For the external knowledge source, we use cli-
mate science-related abstracts from PubMed and
reports from the Intergovernmental Panel on Cli-
mate Change (“IPCC”). IPCC reports are written by
a mix of scientists, experts, and policy makers and
provide scientific, technical, and socio-economic
knowledge on climate change and options to miti-
gate its impacts. We sample climate science-related
publications using MeSH descriptors.
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Climate-Fever (Diggelmann et al., 2020) con-
tains 1,535 claims relating to climate change. See
Table 1 for an example, wherein each evidence
item is labelled as SUPPORTS, REFUTES, or
NOT ENOUGH INFO with respect to the claim.
These are used to label each claim as SUPPORTS
(= at least one evidence item is SUPPORTS and all
others are NOT ENOUGH INFO), REFUTES (= at
least one evidence item is REFUTES and all others
are NOT ENOUGH INFO), NOT ENOUGH INFO
(= all evidence items are NOT ENOUGH INFO),
or DISPUTED (= a mixture of SUPPORTS and
REFUTES evidence items). Each claim has multi-
ple evidence items, and we create multiple claim–
evidence instances for each congruent evidence
item.2 We discard DISPUTED claims in this work.

In our framework, the claim serves as the input
for us to query the knowledge source to retrieve
related documents, and the evidence constitutes the
explanation that we want to generate as output.

4 Method

In Figure 1, we present an overview of our method,
which is made up of two components: (1) a
document retriever; and (2) a generator. Given
a claim ci, the retriever retrieves k passages
{p1, p2, ..., pk|ci} from the knowledge source,
based on which the generator generates a veracity
label yi along with explanation ei.3 The generator
is an encoder–decoder model which jointly pro-
cesses the retrieved passages and claim in the form
of an abstractive summarization model.

We adopt Binary Passage Retriever (BPR) (Ya-
mada et al., 2021) as the retriever. BPR is a mem-
ory efficient version of dense passage retriever
(Karpukhin et al., 2020). It first uses two inde-
pendent BERT (Devlin et al., 2019) encoders to
encode question and passages into continuous em-
beddings and then incorporates a hashing layer to
reduce computational cost for similarity calcula-
tion. BPR is trained with a multi-task objective over
two tasks: effective candidate generation based
on binary codes and accurate reranking based on
continuous vectors. We use the official release of
BPR4 which was pre-trained on Natural Questions
(Kwiatkowski et al., 2019) without fine-tuning, and

2Using Table 1 as an example, we would create 3 claim–
evidence instances (the 4th and 5th evidence items are dis-
carded as they have different labels to the claim).

3To clarify, the veracity label is the claim label and the
explanation is an evidence in Climate-Fever (Table 1).

4https://github.com/studio-ousia/bpr

consider each claim as the query to retrieve top-k
relevant passages from our knowledge source.

For the generator, we adopt PRIMERA (Xiao
et al., 2022) to generate explanations, where the
input is the claim concatenated with the top-k
retrieved passages. PRIMERA is designed for
multi-document summarization with Entity Pyra-
mid Masking, a novel pre-training strategy to se-
lect and aggregate salient information from multi-
ple documents. PRIMERA uses Longformer (Belt-
agy et al., 2020) as its encoder, and replaces stan-
dard full self-attention with sparse self-attention,
i.e. it features a combination of local attention (self-
attention between tokens in a narrow context win-
dow) and global attention (selected tokens that at-
tends to all other words).

We structure the input by adding <doc-sep>
(a special token denoting a document separator)
between passages, and concatenating them with the
claim with another <doc-sep> token. Moreover,
we prepend claims and passages with the special
prefix <CLAIM:> and <PASSAGE:> tokens
respectively (to provide explicit indication of their
functions). By default, PRIMERA assigns global
attention only to <doc-sep> tokens. We extend
this idea by adding extra global attention to the
claim words and the two special prefix tokens
(<CLAIM:> and <PASSAGE:>). This is to better
focus the model on the claim. We also perform
veracity prediction by generating veracity labels
together with explanations, following Bhatia et al.
(2021b). That is, the output takes the form of
Veracity:[lab]\nExplanation:[exp],
where [lab] is the veracity label and [exp] is
the generated explanation.

5 Experiments

As our baseline, we compare against Bhatia et al.
(2021a) who use a retrieval-augmented generation
framework to jointly perform veracity prediction
and explanation generation using fusion in decoder
(Izacard and Grave, 2021) and model it as ques-
tion answering task. Note that in their approach a
claim is concatenated with each passage and these
claim–passage pairs are encoded separately — so
as to reduce the computational overhead due to full
self-attention — before they are fed to the decoder.
Our approach, on the other hand, frames the task
as query-focused multi-document summarization,
and the use of PRIMERA means we can use the
concatenated claim and all passages as input due
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CLAIM: About 60% of the warming observed from 1970 to 2000 was very likely caused by the above natural 60-year
climatic cycle during its warming phase.
LABEL: REFUTES
GEN: In the scientific literature, there is an overwhelming consensus that global surface temperatures have increased in
recent decades and that the trend is caused mainly by human-induced emissions of greenhouse gases.
REF: It is extremely likely (95-100% probability) that human influence was the dominant cause of global warming between
1951-2010.

CLAIM: That humans are causing the rise in atmospheric CO2 is confirmed by multiple isotopic analyses.
LABEL: SUPPORTS
GEN: Human activity since the Industrial Revolution has increased the amount of greenhouse gases in the atmosphere,
leading to increased radiative forcing from CO2, methane, tropospheric ozone, CFCs, and nitrous oxide.
REF: While CO2 absorption and release is always happening as a result of natural processes, the recent rise in CO2 levels
in the atmosphere is known to be mainly due to human (anthropogenic) activity.

Table 2: Example generated explanations with P-full. CLAIM=claim text, LABEL=claim label, GEN=generated
explanation, REF=reference explanation.

Model B-Score R-1 R-L Accuracy

FiD 0.26 0.25 0.22 0.55
P-claim 0.29 0.29 0.24 0.56
P-full 0.32 0.33 0.28 0.60

Table 3: Explanation generation and veracity predic-
tion performance: B-Score=BERTScore, R-1=ROUGE-
1 and R-L=ROUGE-L.

to its sparse attention mechanism. To clarify, the
main difference between our model and Bhatia et al.
(2021a) lies in the generator, as both models use
BPR as the retriever. In terms of evaluation met-
rics we use ROUGE (Lin, 2004) and BERTScore
(Zhang et al., 2020b) for assessing generation qual-
ity, and accuracy for veracity prediction.

5.1 Overall performance

Table 3 shows the results for Bhatia et al.
(2021a) (FiD) vs. two variants of our method:
(1) PRIMERA that uses only claim as input
(P-claim); and (2) PRIMERA that uses both
claim and retrieved passages as input (P-full).
P-full outperforms the baseline model by a mar-
gin of 5–6%, and P-claim also outperforms the
baseline by a margin of 2–4%, indicating that
PRIMERA is a better model for our task. Table 2
presents some explanations generated by P-full.
We can see that these generated examples constitute
plausible explanations.

5.2 Error Analyses

Automatic evaluation metrics have well-known lim-
itations (Koto et al., 2022), so we additionally per-
form manual analysis of 50 samples from P-full
that have the lowest ROUGE-1 scores. We catego-

rize four types of errors including claim-copying
(14%), insufficient explanation (56%), hallucina-
tion (10%), and no errors (20%) and present some
examples in Table 4. Claim-copying refers to di-
rectly copying claims as explanations, which lacks
explanatory power. Insufficient explanations con-
tain relevant keywords but are overall implausible.
Hallucination means generated explanations gives
the impression of being fluent and natural but are
unfaithful or nonsensical to the source documents.
And lastly, no errors are situations where the ex-
planations are good but due to low lexical overlap
they receive low ROUGE scores.

Based on the proportion of these error categories,
degenerative behaviour (claim-copying and halluci-
nation) is low, and the main issue is the inability of
our model to generate convincing explanations (in-
sufficient explanations), which is a hard problem.

To better understand the underlying causes of
insufficient explanations, we further analyse these
examples. We hypothesise two possible causes: (1)
the retrieved passages do not contain enough or rel-
evant information (i.e. a retriever problem) and (2)
the model is unable to reason or summarise over
multiple passages (i.e. a generator problem). Our
analysis reveals that the former is the main cause
(21/28 samples), where the retrieved passages are
not always relevant even though they share some
keywords with the claim. This problem is exacer-
bated if the claim is complex and contains many
important keywords, which makes the retrieved
passages more noisy. Ultimately, our findings sug-
gest that perhaps more focus should be put on im-
proving the retriever, as it appears to be the main
bottleneck in the system.
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Error Type Generation R-1

Claim
Copying

CLAIM: ‘Global warming’ is a myth — so say 80 graphs from 58 peer-reviewed scientific papers
published in 2017.
LABEL: SUPPORTS
GEN: It is a myth — so say 80 graphs from 58 peer-reviewed scientific papers published in 2017.
REF: Delingpole has engaged in climate change denialism; in 2009 he wrote of ”The conspiracy
behind the Anthropogenic Global Warming myth.

0.11

Insufficient
Explanation

CLAIM: For instance, wind turbines kill birds and insects, and palm-oil plantations destroy the
biodiversity of the rain forests.
LABEL: SUPPORTS
GEN: Tropical rain forests are known for their biodiversity and natural resources, and are considered
key to the functioning of modern-day global climate.
REF: Thousands of birds, including rare species, have been killed by the blades of wind turbines,
though wind turbines contribute relatively insignificantly to anthropogenic avian mortality.

0.12

Hallucination CLAIM: Climate change need not endanger anyone.
LABEL: REFUTES
GEN: Climate change does not endanger anyone, especially low-income people and those with
limited economic resources.
REF: Given the potential threat to marine ecosystems and its ensuing impact on human society and
economy, especially as it acts in conjunction with anthropogenic global warming, there is an urgent
need for immediate action.

0.11

No Error CLAIM: Earth’s changing climate is a critical issue and poses the risk of significant environmental,
social and economic disruptions around the globe.
LABEL: SUPPORTS
GEN: Impacts include the direct effects of extreme weather, leading to injury and loss of life.
REF: If no mitigating actions are taken, significant disruptions in the Earth’s physical and ecological
systems, social systems, security and human health are likely to occur.

0.13

Table 4: Error analysis on P-full CLAIM=claim text, LABEL=claim label, GEN=generated explanation,
REF=reference explanation, R-1=ROUGE-1. R-1 is calculated between GEN and REF.

5.3 Analyzing different global attention

We next perform an ablation study with different
forms of global attention in the encoder:5

• P-full: Our proposed model with global
attention on special tokens and claim words.

• −sep: Global attention on claim words, spe-
cial claim, and passage tokens only.

• −claim: Global attention on <doc-sep>
only (default setting in Xiao et al. (2022)).

• −all: No global attention on any tokens (lo-
cal attention only).

As shown in Table 5, P-full has the best per-
formance. −claim has (marginally) lower perfor-
mance than−sep, suggesting that the claim words
are particularly important to the task. To better un-
derstand P-full vs.−claim (default PRIMERA
configuration), we manually examine the quality
of their generated explanations and observe that
the latter is more likely to produce claim-copying
errors and explanations that are inconsistent with
the predicted veracity label. This indicates that the
additional global attention helps the model to focus

5Note that sparse attention is only used for self-attention
in the encoder; cross-attention from the decoder always uses
full attention to the encoder inputs.

Setting B-Score R-1 R-L Accuracy

P-full 0.31 0.33 0.28 0.60
−sep 0.30 0.33 0.28 0.57
−claim 0.29 0.31 0.26 0.59
−all 0.30 0.31 0.26 0.58

Table 5: Global attention results. B-Score=BERTScore,
R-1=ROUGE-1 and R-L=ROUGE-L

on claims to generate better and more consistent
explanations.

6 Conclusion

In this work, we tackle the problem of claim verac-
ity prediction and explanation generation in the do-
main of climate change. We use PubMed and IPCC
reports as a knowledge source, and frame explana-
tion generation as a query-focused summarization
task and use PRIMERA as our generation model.
Quantitative and qualitative analyses demonstrate
that our proposed model improves the quality of
generated explanations, and that additional global
attention on the claim tokens is helpful.

126



References
Tariq Alhindi, Savvas Petridis, and Smaranda Mure-

san. 2018. Where is your evidence: Improving fact-
checking by justification modeling. In Proceedings
of the First Workshop on Fact Extraction and Verifi-
cation (FEVER), pages 85–90.

William R. L. Anderegg, James W. Prall, Jacob Harold,
and Stephen H. Schneider. 2010. Expert credibil-
ity in climate change. Proceedings of the National
Academy of Sciences, 107(27):12107–12109.

Pepa Atanasova, Jakob Grue Simonsen, Christina Li-
oma, and Isabelle Augenstein. 2020. Generating fact
checking explanations. In Proceedings of the 58th
Annual Meeting of the Association for Computational
Linguistics, pages 7352–7364. Association for Com-
putational Linguistics.

Iz Beltagy, Matthew E. Peters, and Arman Cohan.
2020. Longformer: The long-document transformer.
arXiv:2004.05150.

Shraey Bhatia, Jey Han Lau, and Timothy Baldwin.
2021a. Automatic claim review for climate science
via explanation generation. CoRR, abs/2107.14740.

Shraey Bhatia, Jey Han Lau, and Timothy Baldwin.
2021b. Automatic classification of neutralization
techniques in the narrative of climate change scep-
ticism. In Proceedings of the 2021 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, pages 2167–2175, Online. Association for
Computational Linguistics.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186, Minneapolis, Minnesota. Association for
Computational Linguistics.

Thomas Diggelmann, Jordan Boyd-Graber, Jannis Bu-
lian, Massimiliano Ciaramita, and Markus Leippold.
2020. CLIMATE-FEVER: A dataset for verification
of real-world climate claims. CoRR, abs/2012.00614.

Yanai Elazar, Hongming Zhang, Yoav Goldberg, and
Dan Roth. 2021. Back to square one: Artifact detec-
tion, training and commonsense disentanglement in
the winograd schema. In Proceedings of the 2021
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 10486–10500. Association
for Computational Linguistics.

Mohamed H. Gad-Elrab, Daria Stepanova, Jacopo Ur-
bani, and Gerhard Weikum. 2019. Exfakt: A frame-
work for explaining facts over knowledge graphs and
text. In Proceedings of the Twelfth ACM Interna-
tional Conference on Web Search and Data Mining,
WSDM ’19, page 87–95, New York, NY, USA. As-
sociation for Computing Machinery.

Naeemul Hassan, Chengkai Li, and Mark Tremayne.
2015. Detecting check-worthy factual claims in pres-
idential debates. In Proceedings of the 24th ACM In-
ternational on Conference on Information and Knowl-
edge Management, CIKM ’15, page 1835–1838, New
York, NY, USA. Association for Computing Machin-
ery.

Gautier Izacard and Edouard Grave. 2021. Leveraging
passage retrieval with generative models for open do-
main question answering. In Proceedings of the 16th
Conference of the European Chapter of the Associ-
ation for Computational Linguistics: Main Volume,
pages 874–880, Online. Association for Computa-
tional Linguistics.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769–6781,
Online. Association for Computational Linguistics.

Fajri Koto, Timothy Baldwin, and Jey Han Lau. 2022.
FFCI: A framework for interpretable automatic eval-
uation of summarization. Journal of Artificial Intelli-
gence Research, 73.

Tom Kwiatkowski, Jennimaria Palomaki, Olivia Red-
field, Michael Collins, Ankur Parikh, Chris Alberti,
Danielle Epstein, Illia Polosukhin, Jacob Devlin, Ken-
ton Lee, Kristina Toutanova, Llion Jones, Matthew
Kelcey, Ming-Wei Chang, Andrew M. Dai, Jakob
Uszkoreit, Quoc Le, and Slav Petrov. 2019. Natu-
ral questions: A benchmark for question answering
research. Transactions of the Association for Compu-
tational Linguistics, 7:452–466.

Stephan Lewandowsky, Ullrich K. H. Ecker, Colleen M.
Seifert, Norbert Schwarz, and John Cook. 2012.
Misinformation and its correction: Continued influ-
ence and successful debiasing. Psychological Sci-
ence in the Public Interest, 13(3):106–131. PMID:
26173286.

Patrick Lewis, Ethan Perez, Aleksandra Piktus,
Fabio Petroni, Vladimir Karpukhin, Naman Goyal,
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A Appendix
<s> CLAIM: 97 % consensus on human - ca used global warming has been dispro ven <doc-sep> PASSAGE: Since the mid - 19 th century , human activities have
increased greenhouse gases such as carbon dioxide , methane , and nit rous oxide in the Earth ’s atmosphere that resulted in increased average temperature . The effects
of rising temperature include soil degradation , loss of productivity of agricultural land , desert ification , loss of biodiversity , degradation of ecosystems , reduced
fresh - water resources , acid ification of the oceans , and the disruption and depletion of strat osp heric ozone . All these have an impact on human health , causing
non - commun icable diseases such as injuries during natural disasters , malnutrition during famine , and increased mortality during heat waves due to complications
in chronically ill patients . Direct exposure to <doc-sep> With a documented increase in average global surface temperatures of 0 . 6 degrees C since 1975 , Earth
now appears to be warming due to a variety of clim atic effects , most notably the casc ading effects of greenhouse gas emissions resulting from human activities .
There remains , however , no universal agreement on how rapidly , region ally , or asymm etr ically the planet will warm or on the true impact of global warming on
natural disasters and public health outcomes . Most reports to date of the public health impact of global warming have been anecdotal and retrospective in design
and have focused on the increase in heat - stroke deaths <doc-sep> Global air surface temperatures increased by about 0 . 6 degrees C during the 20 th century ,
but as Z w iers and Weaver discuss in their Perspective , the warming was not continuous . Two distinct periods of warming , from 1910 to 1945 and since 1976 ,
were separated by a period of very gradual cooling . The authors highlight the work by St ott et al ., who have performed the most comprehensive simulation of 20 th
century climate to date . The agreement between observed and simulated temperature variations strongly suggests that forcing from anthrop ogenic activities , moder
ated by variations in solar and volcanic forcing , has been the main driver of <doc-sep> Recent reconstruct ions of Northern Hemisphere temperatures and climate
forcing over the past 1000 years allow the warming of the 20 th century to be placed within a historical context and various mechanisms of climate change to be tested
. Compar isons of observations with simulations from an energy balance climate model indicate that as much as 41 to 64 % of pre anthrop ogenic ( pre - 18 50 ) dec
adal - scale temperature variations was due to changes in solar irrad iance and volcan ism . Removal of the forced response from reconstructed temperature time series
yields residual s that show similar variability to those of control runs of coupled models , thereby lending support to the <doc-sep> The most pronounced warming
in the historical global climate record prior to the recent warming occurred over the first half of the 20 th century and is known as the Early Tw ent ieth Century W
arming ( ET CW ). Understanding this period and the subsequent slowdown of warming is key to dis ent angling the relationship between dec adal variability and the
response to human influences in the present and future climate . This review discusses the observed changes during the E TC W and hypotheses for the underlying
causes and mechanisms . Attribution studies estimate that about a half ( 40 - 54 %; p > . 8 ) of the global warming from 1901 to 1950 was <doc-sep> </s>

Figure 2: Visualization of attention weights on model input

A.1 Analyzing attention weights
Attention weights can provide insights into what
the model focuses on during learning, and how it
affects generation. We visualize attention strength
on tokens in our model input in Figure 2. Darker
shades indicate higher weights on corresponding
words. We analyse the (summed) cross-attention
weights on the input words at the final decoding
step, and observe that our model tends to: (1)
produce strong attention on the claim words and
<doc-sep> tokens; and (2) focus on relevant
words in the passages.

A.2 Implementation Details
We split Climate-Fever into training, validation and
test sets which yields 963 training, 83 validation
and 332 test instances. We trained PRIMERA with
the following settings: number of retrieved pas-
sages = 5, batch size = 1 with gradient accumula-
tion = 4, max input text length = 1,024 and max
generated output length = 150. We use Adam opti-
mizer, learning rate = 1e-5 with a linear scheduler,
weight decay = 0.01, and total steps = 8,000 with
warmup steps = 400. We evaluate our model on
validation set every 500 steps. Following previ-
ous work (Bhatia et al., 2021a), we use ROUGE
scores (ROUGE-1 and ROUGE-L) and rescaled
BERTScore to evaluate the performance of explana-
tion generation and classification accuracy (ACC)
for veracity prediction.
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Abstract 

As a typologically rare phenomenon, the 
airstream mechanism of glottalic ingressive 
is employed phonemically in Zhangzhou 
Southern Min, a Sinitic dialect spoken in 
Southern China. Their realisations are 
observed to be highly diverse, with 11 
phonetic variants ([ɓ, ɗ, ɠ, m, n, ŋ, β, lʷ, ɣʷ, 
ɗ̪, ɠʲ]) that can be derived from 3 implosives 
(/ɓ, ɗ, ɠ/). Such dynamic allophonic 
variation occurs as a consequence of 
regressive impacts from subsequent nasal 
[Ṽ], labial-velar [u, w], and palatal [i, j] 
segments. Several phonetic processes can 
be generalized, comprising labialisation, 
nasalisation, lenition, laminalisation, 
dentalisation and palatalization, which 
trigger alternation on the airstream 
mechanism, change the manner of 
articulation or place of articulation, and 
result in diverse outputs that can be 
characterized using phonological rules. 
This study directly strengthens our 
understanding of the phonology and 
phonetics of implosives in this dialect 
while contributing convincing empirical 
data to the typology of phonation as a 
special linguistic phenomenon in natural 
languages. It also sheds important light on 
how human languages can be encoded in a 
complicated way far beyond our general 
assumptions and expectation. 

 
Keywords: Implosives, allophonic 
variation, phonological rule, Zhangzhou 

1 Introduction  

Human languages exploit various dimensions to 
characterise consonants, which comprise place of 
articulation, manner of articulation, nasality, 
laterality, phonation, voicing status of the glottis, 
aspiration, and airstream mechanism, among 
others (Bickford & Floyd, 2006). Each dimension 
can further classify consonants into several 
different sub-categories. For example, the 
airstream mechanism can group consonants into 
pulmonic egressive, glottalic egressive (ejective), 
glottalic ingressive (implosive), and velaric 
ingressive (click), which are lexically observed 
around the world, depending on where the 
airstream is initiated, lungs, glottis, or tongue, and 
in which direction the airstream flows, outward or 
inward (Bickford & Floyd, 2006).  

The Sinitic dialect of Zhangzhou Southern Min, 
spoken in the South Fujian province of Mainland 
China, is found to employ two types of airstream 
mechanisms in its consonantal system. In addition 
to the general type of pulmonic egressive, three 
implosive sounds (/ɓ, ɗ, ɠ/) are synchronically used 
to distinguish lexical items However, it may be 
because of their special mechanism that is only 
found in 13% of the world’s languages, and the 
continuous motion of organ apparatus in speech 
production, the realisations of implosive phonemes 
are observed to be highly diverse, with eleven 
variants being derived at the surface level, covering 
five different places of articulation, and four types 
of the manner of articulation, as shown in Table 1. 
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Table 1: Phonetic variants of Zhangzhou 
implosives  

Such an intriguing linguistic phenomenon has 
not received any attention in the literature until 
Huang (2018; 2019; 2020) firstly documented the 
existence of implosives in this dialect. As an 
extension to explore their nature, this article is 
designed to systematically explore and discuss the 
phonology and phonetic variation of implosives in 
Zhangzhou Southern Min. It aims to address three 
research questions (a) what has motivated such 
diverse allophonic variation of implosives; (b) how 
these phonetic outputs can be derived from their 
underlying representation, and (c) how the 
observed variation can be interpreted using the 
distinctive feature theory. It is hoped to broaden 
and deepen our knowledge of implosives and their 
variation in this Southern Min variety, while 
contributing important empirical data to the 
typology of the airstream mechanism and sound 
changes in the world’s languages. 

2 Zhangzhou and Syllables  

2.1 Zhangzhou Speech 

Zhangzhou is a prefecture-level city in the south of 
Fujian province in South-eastern China, covering 
an area of approximately 12,600 square kilometers 
and a registered population of about 5.10 million 
(Huang, 2018). The colloquial language spoken by 
native speakers is Southern Min, known as 
Hokkienese. It is mutually intelligible with other 
Southern Min varieties of Xiamen, Quanzhou and 
Taiwan, but is entirely unintelligible with other 
Chinese dialects, such as Mandarin, Hakka, and 
Cantonese. Because a certain degree of regional 
variation can be perceived in the sound system 
among its eleven administrative areas, this study 
specifies the locality on the urban districts of 
Longwen and Xiangcheng that are conventionally 
considered to be representative of Zhangzhou 
speech (e.g., Ma, 1994; ZZG, 1999). 

2.2 Zhangzhou Syllables 

A template of C(G)V(X) can be generalised from 
the synchronic data of Zhangzhou speech in which 
onset and nucleus are compulsory while glide and 

coda are optional to occur in a syllable (Huang 
2019; 2020). Table 2 summarises the phoneme 
inventory for individual syllable components. As 
indicated, Zhangzhou possesses a relatively small 
onset inventory of 15 phonemes, but their contrasts 
involve various places of articulation (labial, 
alveolar, velar, pharyngal and glottal) and manners 
of articulation (aspiration, voicing, fricative, 
airstream mechanism). The components of the 
nucleus system are diverse comprising oral vowels, 
nasal vowels, and syllabic nasals. Prevocalic glides 
occupy an independent status, whereas, because of 
their being less productive, postvocalic glides are 
grouped into one type of syllable codas that 
incorporate obstruent and nasal stops. Four syllable 
types—CV, CGV, CVC, and CGVC—can be 
generalised as illustrated in Table 3 in which 
lexical tones are transcribed using Chao (1930)’s 
notational system with 5 representing the highest 
pitch level and 1 the lowest. 

Table 2. Phoneme inventory for Zhangzhou syllables 

Table 3. Examples of syllable types in Zhangzhou 

3 Zhangzhou Implosives 

3.1 Zhangzhou Plosives 

 As many as 60% of Zhangzhou onset phonemes 
are oral plosives, which can be characterised in 
several different ways. They can be classified into 
bilabial (/p, pʰ, ɓ/), alveolar (/t, tʰ, ɗ/), and velar 
plosives (/k, kʰ, ɠ/) in accordance with where the 
oral constriction is created. Among those onsets 
sharing an identical place of articulation, a neat 
three-way contrast comprising voiceless aspirated 
(/pʰ, tʰ, kʰ/), voiceless unaspirated (/p, t, k/), and 
voiced plosives (/ɓ, ɗ, ɠ/) can be identified. 
Similarly, the onsets can be grouped into pulmonic 
egressives (/p, pʰ, t, tʰ, k, kʰ/) and glottalic 
ingressives (/ɓ, ɗ, ɠ/) (known as implosives) with 
respect to where and in which direction the 

Component Phoneme 
Onset C p, pʰ, ɓ, t, tʰ, ɗ, k, kʰ, ɠ, ts, tsʰ, s, z, ħ, 

ʔ 
Glide G j, w 
Nucleus V i, e, ɛ, ɐ, ɔ, ɵ, u, ĩ, ɛ̃, ɐ̃, ɔ̃, m̩, ŋ̩ 
Coda X j, w, m, n, ŋ, p, t, k  

Syllable Example 1 Example 2 
CV /ʔɔ35/ ‘dark’ /ɗĩ22/ ‘year’ 
CGV /sjɐ51/ ‘write’ /kwɐ35/ ‘song’ 
CVC /sim35/ ‘heart’ /kɐw22/ ‘monkey’ 
CGVC /kwɐj35/ ‘obedient’ /tsjɐp41/ ‘juice’ 

131



ACL-IJCNLP 2021 Submission ***. Confidential review Copy. DO NOT DISTRIBUTE. 
 

3 
 
 

airstream is initiated in the vocal tract. Table 4 
illustrates the nine oral plosives in this dialect. 
Table 4. Examples of Zhangzhou oral plosives 

 The plosives can also be well distinguished in 
terms of the phonetic parameter of VOT (voice 
onset time), which is defined as the time between 
the release of an oral constriction for the plosive 
production and the onset of vocal fold vibration to 
produce vocalic segment (Abramson & Whalen 
2017). This can be seen in Figure 1, which is 
derived from quantifying 1147 samples (=6 tokens 
* 9 plosives * 21 speakers) based on the empirical 
data that the first author collected in the urban 
districts of Zhangzhou city in 2015.  
Figure 1: VOT distribution of Zhangzhou plosives. 

As shown, the voiceless unaspirated plosives 
(/p/, /t/, /k/) consistently show positive values 
slightly above zero from 0.013 ms to 0.024 ms, 
because the vocal folds vibrate for subsequent 
vowel/glide production immediately after the oral 
constriction is released. The voiceless aspirated 
stops (/pʰ, tʰ, kʰ/) show steep positive values from 
0.067 ms to 0.083 ms because, after the plosive 
releases, there is a period for the articulation of 
aspiration, causing a delay in the onset of vocal 
fold vibration. Contrastively, those implosives (/ɓ, 
ɗ, ɠ/) present steep negative values between -0.077 
ms and -0.064 ms because the vocal folds start 
vibrating before the oral constriction is released. 

3.2 Comparison with Prior Work 

Zhangzhou has received extensive documentation 
on its segmental system, but all prior works (Dong 
1959; Lin 1992; Ma 1994; FJG 1998; ZZG 1999) 
do not document any implosive sound until 
Huang’s preliminary finding (2018; 2019; 2020) 
start using such a concept. Instead, the three 
implosive sounds /ɓ, ɗ, ɠ/ are conventionally 
documented as /b, l, g/, which appears not to be 
supported in synchronic data. All auditory 
impressions and acoustic manifestations, along 
with the observation of the articulatory gesture of 
native speakers in the field site, show that related 
tokens are seldom pronounced with voiced 
pulmonic plosives [b] and [g], though the alveolar 
lateral [l] can be perceived on a certain occasion as 
an allophonic variant of alveolar implosive /ɗ/, 
which will be discussed in a later section. Figure 2 
illustrates the waveforms and spectrograms of 
three implosives of different places of articulation 
from a 58-year-old male speaker WYF. 

 

 

 

Onset Example 1 Example 2 

Labial 
/p/ /pi51/ ‘compare’ /piŋ22/ ‘friend’ 
/pʰ/ /pʰi51/ ‘scab’ /pʰiŋ22/ ‘comment’ 
/ɓ/ /ɓi51/ ‘rice’ /ɓiŋ22/ ‘bright’ 

Alveolar 
/t/ /ti51/ ‘resist’ /tiŋ22/ ‘pavilion’ 
/tʰ/ /tʰi51/ ‘store’ /tʰiŋ22/ ‘stop’ 

/ɗ/ /ɗi51/ ‘you’ /ɗiŋ22/ ‘zero’ 

Velar 
/k/ /ki51/ ‘point 

out’ 
/kiŋ22/ ‘lift up’   

/kʰ/ /kʰi51/ ‘tooth’ /kʰiŋ22/ ‘jade’ 
/ɠ/ /ɠi51/ ‘speech’ /ɠiŋ22/ ‘welcome’ 
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Figure 2: Spectrograms and waveforms of implosives in 
Zhangzhou Southern Min (WYF, male).  

As seen, a voice bar can be seen at the bottom of 
each spectrogram of the three examples, signifying 
the vibration of vocal folds before the production 
of subsequent vocalic segments. As well as this, the 
amplitude of waveforms gradually increases from 
the beginning of the voicing till the oral release, 
indicating a glottalic ingressive mechanism. This is 
because, during the articulation, the larynx is 
lowered, causing the supra-laryngeal cavity to be 
enlarged while the oral closure is maintained. A 
growing amplitude of waveform has been cross-
linguistically reported to be a typical indicator for 
implosive sounds, such as in Bantu (Velde et al. 
2019), and Chaozhou Chinese (Cun, 2010).  

4 Allophonic Variation of Implosives  

While having a relatively small size of onset 
inventory, the realizations of individual phonemes 
in Zhangzhou are found to be diverse, motivated 
by various factors, resulting in several variants at 
the surface level. For example, as indicated in 
Figure 3, the bilabial implosive /ɓ/ is weakened to 
a voiced bilabial fricative [β] when it precedes the 
rounded back vowel [u], shifted to the labial nasal 
[m] before nasal vowels, while realized as an 
implosive [ɓ] elsewhere. Similarly, the alveolar 
implosive /ɗ/ is found to have four variants of [ɗ̪, 
lʷ, n, ɗ], while the velar implosive /ɠ/ is realised 
differently with four variants of [ɠʲ, ɣʷ, ŋ, ɠ]. 

 
Figure 3: Allophonic variants of labial implosive /ɓ/.  

Though phonetically very different, the variants 
of the implosive phonemes are in complementary 
distribution, and their occurrences are predictably 
conditioned by three main factors comprising the 
palatal [i] and[j], the bilabial ([u]), and the nasality 
feature of nasal vowels [Ṽ], as summarized in 
Table 5. This section is to discuss how eleven 
allophones are derived from only three implosives 
and what has motivated such a rich variation.  

 
Impl. /_[i, j] /_[u, w] /_[Ṽ] Elsewhere 

/ɓ/ [ɓ] [β] [m] [ɓ] 
/ɗ/ [ɗ̪] [lʷ] [n] [ɗ] 
/ɠ/ [ɠʲ] [ɣʷ] [ɠ] [ɠ] 

Table 5. Allophonic variants of Zhangzhou implosives. 

4.1 Nasal-Conditioned Variation  

Contrastive nasal consonants are absent in the 
onset inventory of Zhangzhou speech, but they are 
perceivable in certain circumstances. The three 
implosives /ɓ/, /ɗ/, and /ɠ/ are found to be realised 
as their corresponding homorganic nasal plosives 
[m], [n], and [ŋ], respectively, before nasal vowels. 
As illustrated in Table 6, the bilabial and alveolar 
implosives are underlyingly able to combine with 
all nasal vowels that can be identified in the data. 
On the contrary, the volar implosive can only occur 
before /ɛ/̃ and /ɔ̃/, since there present phonological 
gaps in its combination with nasal vowels /ɐ̃/ and 
/ĩ/ to form attested syllables. 

Implosive Phonemic Phonetic Gloss 

/ɓ/ [m] 

/ɓɛ̃33/  [mɛ̃33]  ‘scold’ 
/ɓɔ̃35/  [mɔ̃35]  ‘crazy’ 
/ɓĩ33/  [mĩ33]  ‘noodle’ 
/ɓɐ̃35/  [mɐ̃35]  ‘mum’ 

/ɗ/ [n] 

/ɗɛ̃35/  [nɛ̃35]  ‘milk’ 
/ɗɔ̃33/  [nɔ̃33]  ‘two’ 
/ɗĩ33/  [nĩ33]  ‘dye’ 
/ɗɐ̃22/  [nɐ̃22]  ‘forest’ 

/ɠ/ [ŋ] /ɠɛ̃33/  [ŋɛ̃33]  ‘stiff’ 
/ɠɔ̃51/  [ŋɔ̃51]  ‘midday’ 

 Table 6. Examples of nasal-conditioned variation 
As seen, the derivation from implosives (/ɓ, ɗ, 

ɠ/) to nasal stops ([m, n, ŋ]) involves changing the 
airstream mechanism from glottalic ingressive to 
pulmonic egressive and also changing the manner 
of articulation from oral plosives to nasal plosives. 
Such an alternation can be interpreted as an effect 
of nasalization motivated by the [+nasality] feature 
of nasal vowels, which is understandable from the 
articulatory perspective. The articulation of nasal 
vowels requests a lowered velum to partially block 
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the airstream passing through the oral cavity, which 
contradicts the articulatory setting for implosive 
production. Because during the articulation of 
implosive sounds, the velum has to be raised to 
completely block off the nasal cavity, whereby the 
airstream can rush into the mouth before they flow 
out again to release the oral constriction (Bickford 
& Floyd, 2006). Thus, for maximum ease of 
articulation, it appears to be a natural process for 
implosives to be pronounced as nasal sounds as an 
impact of the progressive assimilation to their 
subsequent nasal vowels. This nasalisation can 
thus be expressed using the rule in (1). 

Rule (1). Nasalisation of implosives /ɓ, ɗ, ɠ/ 

/ɓ, ɗ, ɠ/ → [m, n, ŋ]/_ [Ṽ]  

4.2 Labial Velar-Conditioned Variation 

The realisation of implosive phonemes undergoes 
substantial changes when they proceed segments 
of either nucleus or prevocalic glide that feature 
[+labial] and [+velar]. The bilabial implosive /ɓ/ is 
realised as its homorganic voiced fricative [β]; the 
velar one /ɠ/ becomes a voiced labialized velar 
fricative [ɣʷ]; the alveolar implosive /ɗ/ is observed 
to change to a labialized lateral approximant [lʷ], 
as illustrated in Table 7.  

Table 7. Examples of labial-velar-conditioned variation 
As seen, the peripheral implosives /ɓ/ and /ɠ/ 

both involve changing the airstream mechanism 
from the glottalic ingressive to pulmonic egressive 
and also changing the manner of articulation from 
plosive to fricative, while the latter acquires an 
additional feature [+labial] from its subsequent 

rounded segment as the output. The derivation can 
be considered resulting from the effect of the 
sonorising lenition process. Because of a reduced 
articulatory effort during the production, the 
features of the glottalic ingressive airstream 
mechanism and the complete oral constriction for 
implosive sounds are deleted, resulting in more 
sonorant fricatives but with the same place of 
articulation that can be captured in this labial-velar 
context. The lenition process can also be referred 
to as spirantization (Gurevich, 2011). 

On the contrary, the alveolar implosive /ɗ/ is not 
realized as a fricative as its counterparts in different 
places of articulation, but rather, it is observed to 
change to a lateral approximant [lʷ] before the 
labial-velar segments /u/ and /w/, which may be 
ascribed to two reasons. There already exists a 
voiced alveolar fricative phoneme /z/ in this 
dialect. Thus, the phonological awareness of native 
speakers may make it not to be a premium option 
to be realized. Another plausible reason may be 
that, the two voiceless alveolar plosives /t/ and /tʰ/ 
are perceived being laminalised and labialized over 
their articulation, because native speakers tend to 
use their tongue blade, rather than the tongue tip, 
to create a constriction around the alveolar ridge, 
as illustrated in Table 8. Thus, it is reasonable to 
assume that the /ɗ/ phoneme also receives a 
process of laminalisation. Correspondingly, the 
derivation from an alveolar implosive /ɗ/ to a 
labialised lateral approximant [lʷ] could be 
regarded as a consequence of the coupling effect of 
lenition, laminalisation and labialization, resulting 
in the derived sound being more sonorant with a 
little oral constriction that can be observed in the 
speaker’s articulatory gesture. 

Alveolar Phonemic Phonetic Gloss 

/t/ [t̻ʷ] /tu35/ [t̻ʷu35]  ‘pile’ 
/twɐ33/  [t̻ʷwɐ33]  ‘big’ 

/tʰ/ [t̻ʰʷ] /tʰu41/ [t̻ʰʷu41]  ‘dispute’ 
/tʰwɐ35/  [t̻ʰʷwɐ35]  ‘drag’ 

Table 8. Examples of laminalisation of alveolar plosives 

Thus, because of different places of articulation, 
the three implosives involve different phonetic 
processes for their realisation in the labial-velar 
environment, though they share a commonness of 
changing the airstream mechanism from the 
glottalic ingressive to the pulmonic egressive. The 
deviations can also be captured in terms of rules, as  
expressed in Rule (2)-(4) below.   

 

Implosive Phonemic Phonetic Gloss 

/ɓ/ [β] 

/ɓu51/  [βu51]  ‘dance’ 
/ɓu33/  [βu33]  ‘frog’ 
/ɓwi35/  [βwi35]  ‘smile’ 
/ɓwɐ22/  [βwɐ22]  ‘grind’ 

/ɗ/ [lʷ] 

/ɗu51/  [lʷu51]  ‘female’ 
/ɗu35/  [lʷu35]  ‘push’ 
/ɗwi35/  [lʷwi35]  ‘money’ 
/ɗwɐ22/  [lʷwɐ22]  ‘spicy’ 

/ɠ/ [ɣʷ] 

/ɠu22/  [ɣʷu22]  ‘cow’ 
/ɠu33/  [ɣʷu33]  ‘giggle’ 
/ɠwɐ51/  [ɣʷwɐ51]  ‘I’ 
/ɠwe22/  [ɣʷwe22]  ‘moon’ 
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Rule 2: Lenition process of /ɓ/ 

     /ɓ/ → [β]/_ [u; w]  

Rule 3: Lenition and labialization of /ɠ/ 

      /ɠ/ → [ɣʷ]/_ [u; w]  

Rule 4: Lenition, laminalization and labialization of /ɗ/ 

    /ɗ/ → [lʷ]/_ [u; w]  

4.3 Palatal-Conditioned Variation 

The palatal segments of vowel [i] and glide [j] can 
also form a palatal environment of [+high, +front, 
+sonorant] and trigger processes on implosives to 
have different realizations. The alveolar implosive 
/ɗ/ is found to be dentalised and becomes [ɗ̪] when it 
occurs before the segments [i] and [j]. This is 
observed based on the articulatory gesture of native 
speaker during the production, whose tongue tip 
appears not to raise to the alveolar ridge but rather 
touch the back of the upper incisor to create a 
constriction. On the contrary, the velar implosive 
/ɠ/ is palatalized and becomes a fronted sound [ɠʲ]. 
This velar fronting is predictably natural to occur 
because of progressive assimilation to the high and 
front properties of subsequent segments, native 
speakers are observed moving their tongue forward 
the hard palate to form a constriction. On the 
contrary, the bilabial implosive /ɓ/ does not change 
their realization in this palatal context. This may be 
ascribed to the fact that, its primary constriction for 
is created by lips, out of the oral cavity, rendering 
its place of articulation not easy to be affected. 

As seen, unlike other conditioning factors as 
mentioned above, the two palatal segments do not 
cause a change in both the airstream mechanism 
and manner of articulation of related implosives; 

instead, they only affect the place of articulation of 
those implosives that are non-bilabial, as illustrated 
in Table 9. The derivation between /ɗ/ and [ɗ̪] can 
be stated as being triggered by the process of 
dentalisation, while the derivation between /ɠ/ and 
[ɠʲ] is motivated by the process of palatalization or 
velar fronting. They can be, respectively, expressed 
using the rules (5) and (6). 

Table 9. Examples of palatal-conditioned variation 
Rule 5: Dentalisation process of /ɗ/ 
    /ɗ/ → [ɗ̪]/_ [i; j] 

Rule 6: Palatalisation process of /ɠ/ 

    /ɠ / → [ɠʲ]/_ [i; j] 

4.4 Elsewhere  

The implosives can also occur before the other five 
non-high oral vowels /e, ɵ, ɛ, ɐ, ɔ/, but are found to 
be realised as themselves with a glottalic suction 
initiation, which are thus referred to as unmarked 
forms. For the bilabial implosive, it is also realised 
as itself before the palatal segments /i/ and /j/. 
Examples for the unmarked realization of 
Zhangzhou implosives are provided in Table 10. 
Correspondingly, the derivation of implosives in 
the unmarked environment can also be expressed 
in rule, as shown in Rule 7.  

Rule 7: the unmarked realization of /ɓ, ɗ, ɠ/ 

/ɓ, ɗ, ɠ/ → [ɓ, ɗ, ɠ]/_elsewhere 

 
 
 

Implosive Phonemic Phonetic Gloss 

/ɗ/ [ɗ̪] /ɗi51/  [ɗ̪i51]  ‘you’ 
/ɗjɐ21/ [ɗ̪jɐ21]  ‘catch’ 

/ɠ/ [ɠʲ] /ɠi51/ [ɠʲi51] ‘speech’ 
/ɠjɐ22/ [ɠʲjɐ22]  ‘carry’ 
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Implosive Phonemic Phonetic Gloss 

/ɓ/ [ɓ] 

/ɓe33/  [ɓe33]  ‘sell’ 
/ɓɐ41/  [ɓɐ41]  ‘meat’ 
/ɓɛ51/  [ɓɛ51]  ‘horse’ 
/ɓɵ22/  [ɓɵ22]  ‘do not’ 
/ɓɔ51/  [ɓɔ51]  ‘wife’ 
/ɓi51/  [ɓi51]  ‘rice’ 
/ɓjɐt221/ [ɓjɐt221] ‘extinguish’ 

/ɗ/ [ɗ] 

/ɗe22/  [ɗe22]  ‘snail’ 
/ɗɐ33/  [ɗɐ33]  ‘stir’ 
/ɗɛ33/  [ɗɛ33]  ‘catch’ 
/ɗɵ41/  [ɗɵ41]  ‘high’ 
/ɗɔ33/  [ɗɔ33]  ‘road’ 

/ɠ/ [ɠ] 

/ɠe33/  [ɠe33]  ‘skill’ 
/ɠɐk221/  [ɠɐk221]  ‘music’ 
/ɠɛ22/  [ɠɛ22]  ‘teeth’ 
/ɠɵ22/  [ɠɵ22]  ‘goose’ 
/ɠɔ33/  [ɠɔ33]  ‘five’ 

Table 10. Examples of unmarked implosive realisation 

5 Conclusion  

As discussed, Zhangzhou Southern Min employs 
the airstream mechanism of glottalic ingressive as 
a contrastive feature in its onset system; but their 
realisations are highly diverse with eleven phonetic 
variants that can be derived from three implosive 
phonemes. The allophonic variation presents 
regular and predictable patterns under the 
regressive assimilatory influence of three factors 
comprising the nasal [Ṽ], labial-velar [u, w], and 
palatal [i, j] characteristics of subsequent segments. 
The nasal factor alters the airstream mechanism 
from glottalic ingressives to pulmonic egressives 
and changes the manner of articulation to be nasal. 
The labial-velar factor affects the implosives at 
different extents depending on their place of 
articulation. It triggers a lenition process on the 
bilabial implosive, coupling processes of lenition 
and labialization on the velar implosive but induces 
more complex effects on the alveolar implosive 
involving labialization, laminalisation and lenition. 
The two non-alveolar implosives are thus changed 
to their homorganic voiced fricative counterparts, 
while the alveolar implosive is changed to a lateral 
approximant. The palatal factor shifts the place of 
articulation of the two non-labial implosives under 
the influence of dentalisation or palatalization. 

The diverse allophonic variation of implosives 
in Zhangzhou Southern Min reflects continuous 
motions of vocal apparatus in the production of 
human speech sounds, which causes considerable 

overlapping in articulatory gestures and leads to 
dynamic physical outputs to individual phonemes 
(Anderson, 1978; Ohala, 1993). The discussion of 
this article directly broadens our understanding of 
the phonetics and phonology of implosives in this 
dialect, while demonstrating how diverse factors 
alter their phonetic outputs in terms of airstream 
mechanism, place of articulation, and manner of 
articulation. It is hoped to contribute valuable 
empirical data to the typology of implosives as a 
special language phenomenon and shed important 
light on the typology of sound changes that are 
synchronically motivated. 
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Abstract

In recent years, researchers have developed
question-answering based approaches to auto-
matically evaluate system summaries, reporting
improved validity compared to word overlap-
based metrics like ROUGE, in terms of corre-
lation with human ratings of criteria including
fluency and hallucination. In this paper, we take
a closer look at one particular metric, Quest-
Eval, and ask whether: (1) it can serve as a
more general metric for long document simi-
larity assessment; and (2) a single correlation
score between metric scores and human ratings,
as the currently standard approach, is sufficient
for metric validation. We find that correlation
scores can be misleading, and that score dis-
tributions and outliers should be taken into ac-
count. With these caveats in mind, QuestEval
can be a promising candidate for long docu-
ment similarity assessment.

1 Introduction

Methods which can provide accurate estimates of
document content similarity are critical to tasks
such as news analysis and fact-checking (Shaar
et al., 2020). Researchers have proposed a broad
range of metrics to estimate document similarity
(Sai et al., 2020), from n-gram overlap metrics such
as BLEU (Papineni et al., 2002) and Meteor (Lavie
and Agarwal, 2007) for machine translation, and
ROUGE (Lin, 2004) for automatic summarisation,
to embedding-based metrics such as BERTScore
(Zhang et al., 2020) and MoverScore (Zhao et al.,
2019). However, these metrics have been shown to
rely heavily on superficial features, correlate poorly
with human annotations, and perform poorly over
longer document pairs (Hanna and Bojar, 2021;
Balasubramanian et al., 2020; Kryscinski et al.,
2019; Koto et al., 2022).

A more radical recent proposal has been to
use question-answering (QA) based models (Wang
et al., 2020; Scialom et al., 2021), to automatically

Data Avg. Len. Doc 1 Avg. Len. Doc 2

ABC News 86 86
SemEval 535 535
SummEval 63 359

Table 1: Average document length (words) in each
dataset. In the case of SummEval, Doc 1 denotes a
summary while Doc 2 the source text.

generate question–answer pairs from a source doc-
ument, and estimate similarity by the proportion
of questions that can be successfully answered on
the basis of the target document. While such ap-
proaches were designed to evaluate automatic sum-
marisation in a reference-free manner, i.e., compare
a full (long) document with its (short) summary,
they can in principle be applied to arbitrary doc-
ument pairs. In this paper we ask whether the
QuestEval method (Scialom et al., 2021) scales
to varying-length document pairs, and in particu-
lar, can be used to calculate the similarity between
same length documents reliably. In other words,
we are comparing two evaluation settings: long–
short document pairs vs. documents of the same
length. In Table 1, we present the different docu-
ment length scenarios in terms of average length.

Consistent with other work on the evaluation of
similarity metrics (including the original QuestEval
paper), we explore this question by measuring the
Pearson correlation between the estimated similar-
ity scores and a gold standard. Pearson correlation
is notoriously susceptible to outliers (Sai et al.,
2020; Mathur et al., 2020), so in addition to the
raw correlation values, we perform detailed anal-
ysis of the distribution of the gold and predicted
similarity scores (via inspection of scatter plots).
We find that reported correlations can be inflated
by a small number of outliers, caused by a skewed
distribution in the gold standard, and are thus hot
fully reflective of the quality of QuestEval.

Our contributions are as follows: (1) we eval-
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uate QuestEval on three different datasets, and
demonstrate that it is robust to increasing docu-
ment lengths; (2) we showcase the perils of pre-
senting Pearson correlation coefficients for metric
evaluation in isolation, without examining the raw
data distribution; and (3) we suggest visualization
strategies which expose possible data biases to the
interpretation of raw correlation values.

2 Background

2.1 Evaluating text similarity evaluation

Most common automatic metrics for evaluat-
ing summarisation like BLEU and ROUGE, and
BERTScore measure lexical overlap. In the case
of BLEU and ROUGE, this is based on n-gram
overlap, interpolated over different values of n,
and with an additional brevity penalty in the case
of BLEU. BERTScore, on the other hand, ab-
stracts away from the tokens in calculating sim-
ilarity based on contextualized embeddings of each
token in the respective documents.

While these metrics are computationally inex-
pensive, they do not penalize critical content di-
vergences (e.g. due to “hallucination” under sum-
marisation: Wang et al. (2020)) or repetitions, and
are poor at capturing meaning-critical differences
in polarity. Such shortcomings were a large part
of the motivation behind QA-based metrics such
as QuestEval, which were shown by the authors
to be more adept at evaluating factual consistency.
We note that subsequent work of Koto et al. (2022)
showed that with appropriate model and layer selec-
tion, BERTScore is actually superior in evaluating
all aspects of summary quality, including factuality.
Additionally, unlike the metrics above, QuestEval
does not require a reference summary, as it is exclu-
sively based on the consistency between document
and generated summary (although varieties of the
metric can leverage human annotations).

2.2 QuestEval

QuestEval is QA-based pipeline that generates
question–answer pairs from a source document,
and measures similarity by the proportion of those
questions which can be successfully answered
based on the target document. While in the context
of summarisation evaluation, this is based on the
source document and summary, respectively (to
test how faithfully the summary captures the con-
tent of the source document), this can be applied
to document similarity by performing the calcula-

tion in both directions and averaged. That is, for
a document pair (di, dj), separate scores can be
calculated taking each of di and dj as the source
document, and the remaining document as the tar-
get document.

QuestEval consists of a question generation
(QG) and a question answering (QA) model. In
question generation, QuestEval selects nouns and
named entities as gold-standard answers, and gener-
ates questions for them. The model generates ques-
tions for each of the nouns and name entities and
discards the ones that the QA module is not able to
answer correctly. The QuestEval metric comprises
two evaluations, which measure whether the sum-
mary contains only true information (precision),
and conversely whether it contains all important
information (recall). Both the QG and QA compo-
nents are a fine-tuned version of T5 (Raffel et al.,
2020) using SQuAD-v2 (Rajpurkar et al., 2018).
Even though SQuAD – where answers are gener-
ated based on Wikipedia paragraphs – is not com-
parable to typical summarization datasets which
consist of news articles, the original QuestEval pa-
per showed that the method is robust to the domain
shift between component pre-training data and fi-
nal application. This paper further asks whether
QuestEval extends to document similarity assess-
ment more generally, between arbitrary document
pairs.

It is worth mentioning that the typical input limit
of 512 tokens of pre-trained language models does
not affect QuestEval, because the model gener-
ates and answers questions based on pre-identified
nouns in their local context of five sentences. Thus,
there is no limit on the document length that Quest-
Eval can be applied to.

3 Experimental Setup

Here, we describe the datasets and evaluation meth-
ods we use to test QuestEval’s applicability to long
documents, as well as reliability across datasets
and reference annotations.

3.1 Data

We experiment with three datasets: (1) SummEval,
made up of article–summary pairs (long–short);
(2) ABC News, consisting of article–article pairs
(long–long); and (3) SemEval, also made up of
article–article pairs (long–long). In each case, a
given document pair is associated with one or more
ground-standard labels.
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Condition Measure Data r ρ

Long–Short Coherence SummEval 0.22 0.21
Long–Short Consistency SummEval 0.41 0.33
Long–Short Fluency SummEval 0.30 0.20
Long–Short Relevance SummEval 0.35 0.31

Long–Long Doc Sim ABC News 0.33 0.10
Long–Long Doc Sim SemEval 0.77 0.74

Table 2: Pearson (r) and Spearman (ρ) correlation coef-
ficients for QuestEval scores under different data condi-
tions.

SummEval (Fabbri et al., 2021) consists of 1600
generated summaries from 16 different models gen-
erated for a random sample of 100 articles from
the CNN/DailyMail dataset (Hermann et al., 2015),
and was used in the original QuestEval publica-
tion (Scialom et al., 2021). The average length of
each generated summary and source document is
63 and 359 words respectively. Each summary was
rated by three experts and five non-experts (crowd-
workers) regarding coherence, consistency, fluency,
and relevance. In our experiments, we only use
the expert ratings for all four dimensions. Note
that coherence and fluency are intrinsically intra-
document properties, independent of the source
document. As such, QuestEval is a slightly odd
choice of method, given that it compares the source
document with the summary. In line with the orig-
inal QuestEval paper, however, we include these
results based on the hypothesis that there should
be some influence on the ability to correctly an-
swer questions if the summary lacks coherence or
fluency.

ABC News (Lee et al., 2005) consists of 1225
document-pairs, created by exhaustively pairing 50
news articles taken from the Australian Broadcast-
ing Corporation (ABC) news service. The average
article length is 86 words. Each article pair was
rated by 8-10 annotators for similarity on a five-
point scale from 1 (highly unrelated) to 5 (highly
related). In our experiments, we compare Quest-
Eval scores against the average annotated similarity
per article pair.

SemEval (Chen et al., 2022) was published as
part of SemEval-2022 Task 8: Multilingual news ar-
ticle similarity. The full dataset contains 10K pairs
of documents from 10 languages, including both
monolingual (two documents in the same language,
e.g., English) and cross-lingual (documents in dif-
ferent languages, e.g., English vs. Arabic) pairs.
Here we only use the 1348 pairs of the training

Condition Measure Data r ρ

Long–Short Coherence SummEval 0.22 0.20
Long–Short Consistency SummEval 0.37 0.30
Long–Short Fluency SummEval 0.25 0.18
Long–Short Relevance SummEval 0.33 0.30

Long–Long Doc Sim ABC News 0.11 0.06
Long–Long Doc Sim SemEval 0.77 0.72

Table 3: Pearson (r) and Spearman (ρ) correlation coef-
ficients, after removing outliers. We underline the most
drastic drops.

split where both documents are English.1 The av-
erage article length is 535 words. Document pairs
were labeled by trained annotators for a variety of
axes of similarity (tone, style, narrative, temporal
and geographical range, and entities) as well as
overall similarity. Annotations were collected on a
four-point scale from 1 (very dissimilar) to 4 (very
similar).2 In our experiments, we include only the
overall similarity score, which we correlate with
QuestEval similarity.

3.2 Validating QuestEval Scores
We obtained QuestEval scores for all three datasets
using QuestEval version 0.1.13 and calculated
the Pearson and Spearman correlation coefficients
of the respective gold labels with our QuestEval
scores. We report the results in Table 2. It is widely
known that correlation scores are susceptible to
outliers (Sai et al., 2020; Mathur et al., 2020), ren-
dering the findings less robust. To assess the ro-
bustness of observed correlations, we additionally
inspect the full distributions of gold ratings and
QuestEval scores in Figure 1 in the form of ker-
nel density estimation (KDE) plots, onto which we
superimpose the regression line of best fit based
on Pearson correlation. We also include the raw
scatter plots in Appendix C for comparison.

4 Results

In analysing the results, we investigate: (1) whether
QuestEval is document-length agnostic, i.e., scales
from the original scenario of article–summary

1Noting that the script for reproducing the dataset occasion-
ally failed, so that we evaluate on 74% of the data described
in Chen et al. (2022).

2The original annotations were collected on the reverse
scale (4: most dissimilar), but we flip the scores for consis-
tency with the other results.

3The authors provide this link with the source
code to reproduce the scores reported in the paper:
https://github.com/recitalAI/QuestEval/
releases/tag/v0.1.1
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Figure 1: Visualised correlation (heat map of raw data + correlation line) for QuestEval with several human
annotated metrics for SummEval, ABC News, and SemEval.

(long–short) similarity to estimating article–article
(long–long) similarity in terms of raw Pearson Cor-
relation scores; (2) whether QuestEval correlates
with ratings of document similarity, departing from
the dimensions of coherence, consistency, fluency,
and relevance as originally assessed; and (3) how
robust the observed Pearson and Spearman correla-
tions are across all data conditions and ground-truth
labels.

QuestEval as a measure of long document sim-
ilarity The correlation coefficients reported in
Table 2 address questions (1) and (2). The top
block in the table shows our reproduction of the
original QuestEval evaluation setup (Scialom et al.,
2021).4 Our numbers are comparable to the orig-
inal reported scores, and confirm that QuestEval
best captures consistency (i.e,. content similarity)
and to a lesser extent accounts for the other three
axes of summary quality. The bottom block of Ta-
ble 2 shows the correlation of QuestEval with the
respective manual document similarity scores in the
ABC News and SemEval datasets. Both are either
close or exceed the best evaluation score obtained
for summary evaluation, suggesting that the metric
indeed can be employed to estimate long document

4Compared to QUESTEVALWuniform
our coherence, consis-

tency, and relevance scores are 1–2 points lower and fluency
scores are 1.3 points higher than those reported in the paper.
We also include Spearman, which is not reported in the orginal
paper.

similarity. However, given the coefficient’s high
sensitivity to outliers — and consequently the dis-
tribution of reference and QuestEval scores — we
next assess the robustness of the reported score.

Robustness of QuestEval validation Validating
automatic evaluation metrics in terms of their cor-
relation to human labels seems intuitive, however,
correlation scores like Pearson are susceptible to
outliers. This is particularly pertinent in cases
where rank (or label) distributions are skewed, as
is often the case when collecting human similarity
ratings. Consider the data densities implied for the
human quality/similarity ratings in Figure 1, i.e.,
densities along the x-axis. For most metrics (with
the exception of relevance and coherence in Sum-
mEval), human labels are concentrated at one end
of the spectrum, suggesting that instances labelled
with unusual ratings are outliers and to some de-
gree atypical. We can thus achieve high Pearson
correlation scores under these highly atypical data
conditions.

Conversely, if the outliers were removed, the
correlation would drop substantially. Following
Mathur et al. (2020), we removed outliers in all
datasets based on QuestEval scores x by means of
the Median Absolute Deviation (MAD) as shown
below:

cutoff <
|x−median(x)|

MAD(x)
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Data Cutoff # of Outliers

ABC News 5.5 20
SemEval 10 39
SummEval 3.5 16

Table 4: Selected cutoff parameter for each dataset for
outliers removal as well as total number of removed
outliers.

We selected a different cutoff for each of the
datasets, taking as reference box plots, and depict
cutoffs and the total amount of outliers in Table 4.
Raw scatter plots of the data including removed
outliers are illustrated in Figure 2. We report the ob-
tained results in Table 3 and show how the correla-
tions drop for all datasets. The effect is particularly
pertinent in the case of ABC News, with a drop
of about 22 absolute points in Pearson correlation.
Here, the removal of a small number of outliers
(similarity > 4.0) would reduce correlation close
to zero. On the other hand, for the SemEval 2022
documents, we observe a relatively wide spread of
human labels, and correspondingly small impact
of removing outliers, and can conclude that the
high correlation with QuestEval scores (Table 2) is
reliable.

We observe a similar trend for the best-correlated
SummEval score of Consistency, for which 89.4%
of the data points were labeled with a score >
4.0. SummEval Relevance and Coherence scores
are more evenly spread, leading to lower, albeit
much more robust, estimates of Pearson correlation.
Beyond that, we are aware that Pearson correlation
is sensitive to outliers and Spearman correlation is
less robust when the distribution happens to have
clusters. None of these metrics are perfect and
therefore it is crucial to understand the data, plot
the distributions in scatter plots and conclude how
informative are correlation coefficients.

5 Analysis and Discussion

From our results we can observe that summari-
sation evaluation metrics and more specifically,
QuestEval have utility for tasks beyond summari-
sation, especially where there is no access to gold
human annotations. In our case, we showed that
QuestEval scores do correlate with the overall news
article similarity scores of SemEval. However, this
is not the case for every metric, as we were also
able to show with dimensions like document sim-

ilarity, consistency, and fluency. Moreover, we
showed that in isolation Pearson correlation coeffi-
cients with human ratings are not a reliable signal
for the quality of an evaluation metric, due to their
sensitiveness to outliers. We recommend to visu-
alise score distributions in tandem with calculating
the correlation to ensure that it is not affected by a
minority of outliers. This is consistent with the ob-
servations of Mathur et al. (2020) in their analysis
of WMT task results. We observed that QuestEval
scores are distributed in the range of 0–1 for al-
most all datasets/measurements except for ABC
News, motivating us to look more closely at this
dataset. In the Appendix we present some examples
with high document similarities but low QuestEval
scores. While we are aware that QuestEval values
are lower than expected for those examples, the
similarity rating is also arguable. For both cases,
almost none of the entities overlap in the depicted
documents; this could be the reason why QuestEval
scores are low. We also propose to take into consid-
eration several correlation coefficients as we show
in Table 2. In addition to that, it is also important to
understand the data by plotting it to look for useful
patterns.

6 Conclusion

In this paper we investigated whether automatic
QA-based metrics for summarisation evaluation
can be adopted to compare long documents. We
also conducted a more detailed evaluation of the ro-
bustness of Pearson correlation for similarity met-
ric evaluation, and found that correlation-based
metrics need to be validated by plotting and under-
standing labels and score distributions. In future
work, we plan to extend our work to different lan-
guages.
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Michael Hanna and Ondřej Bojar. 2021. A fine-grained
analysis of BERTScore. In Proceedings of the Sixth
Conference on Machine Translation, pages 507–517,
Online. Association for Computational Linguistics.

Karl Moritz Hermann, Tomás Kociský, Edward Grefen-
stette, Lasse Espeholt, Will Kay, Mustafa Suleyman,
and Phil Blunsom. 2015. Teaching machines to read
and comprehend. In Advances in Neural Information
Processing Systems 28: Annual Conference on Neu-
ral Information Processing Systems 2015, December
7-12, 2015, Montreal, Quebec, Canada, pages 1693–
1701.

Fajri Koto, Jey Han Lau, and Timothy Baldwin. 2022.
FFCI: A framework for interpretable automatic eval-
uation of summarization. Journal of Artificial Intelli-
gence Research, 73:1553–1607.

Wojciech Kryscinski, Nitish Shirish Keskar, Bryan Mc-
Cann, Caiming Xiong, and Richard Socher. 2019.
Neural text summarization: A critical evaluation. In
Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the 9th
International Joint Conference on Natural Language
Processing (EMNLP-IJCNLP), pages 540–551, Hong
Kong, China. Association for Computational Linguis-
tics.

Alon Lavie and Abhaya Agarwal. 2007. METEOR: An
automatic metric for MT evaluation with high levels
of correlation with human judgments. In Proceed-
ings of the Second Workshop on Statistical Machine
Translation, pages 228–231, Prague, Czech Republic.
Association for Computational Linguistics.

Michael D Lee, Brandon Pincombe, and Matthew Welsh.
2005. An empirical evaluation of models of text
document similarity. In Proceedings of the Annual
Meeting of the Cognitive Science Society, 27.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74–81, Barcelona, Spain.
Association for Computational Linguistics.

Nitika Mathur, Timothy Baldwin, and Trevor Cohn.
2020. Tangled up in BLEU: Reevaluating the eval-
uation of automatic machine translation evaluation
metrics. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 4984–4997, Online. Association for Computa-
tional Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic evalu-
ation of machine translation. In Proceedings of the
40th Annual Meeting of the Association for Compu-
tational Linguistics, pages 311–318, Philadelphia,
Pennsylvania, USA. Association for Computational
Linguistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Kather-
ine Lee, Sharan Narang, Michael Matena, Yanqi
Zhou, Wei Li, and Peter J. Liu. 2020. Exploring the
limits of transfer learning with a unified text-to-text
transformer. Journal of Machine Learning Research,
21:140:1–140:67.

Pranav Rajpurkar, Robin Jia, and Percy Liang. 2018.
Know what you don’t know: Unanswerable ques-
tions for SQuAD. In Proceedings of the 56th Annual
Meeting of the Association for Computational Lin-
guistics (Volume 2: Short Papers), pages 784–789,
Melbourne, Australia. Association for Computational
Linguistics.

Ananya B. Sai, Akash Kumar Mohankumar, and
Mitesh M. Khapra. 2020. A survey of evaluation met-
rics used for NLG systems. CoRR, abs/2008.12009.

Thomas Scialom, Paul-Alexis Dray, Sylvain Lamprier,
Benjamin Piwowarski, Jacopo Staiano, Alex Wang,
and Patrick Gallinari. 2021. QuestEval: Summariza-
tion asks for fact-based evaluation. In Proceedings of
the 2021 Conference on Empirical Methods in Natu-
ral Language Processing, pages 6594–6604, Online
and Punta Cana, Dominican Republic. Association
for Computational Linguistics.

Shaden Shaar, Nikolay Babulkov, Giovanni Da San Mar-
tino, and Preslav Nakov. 2020. That is a known lie:
Detecting previously fact-checked claims. In Pro-
ceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 3607–
3618, Online. Association for Computational Lin-
guistics.

Alex Wang, Kyunghyun Cho, and Mike Lewis. 2020.
Asking and answering questions to evaluate the fac-
tual consistency of summaries. In Proceedings of the
58th Annual Meeting of the Association for Compu-
tational Linguistics, pages 5008–5020, Online. Asso-
ciation for Computational Linguistics.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. BERTScore:
Evaluating text generation with BERT. In 8th Inter-
national Conference on Learning Representations,
ICLR 2020, Addis Ababa, Ethiopia, April 26-30,
2020. OpenReview.net.

Wei Zhao, Maxime Peyrard, Fei Liu, Yang Gao, Chris-
tian M. Meyer, and Steffen Eger. 2019. MoverScore:
Text generation evaluating with contextualized em-
beddings and earth mover distance. In Proceedings
of the 2019 Conference on Empirical Methods in
Natural Language Processing and the 9th Interna-
tional Joint Conference on Natural Language Pro-
cessing (EMNLP-IJCNLP), pages 563–578, Hong

143



Kong, China. Association for Computational Lin-
guistics.

A Limitations

We are aware that our analysis may be biased be-
cause we focus only on English data. Additionally,
due to time constrains we were not able to compre-
hensively clean the SemEval data, so there may be
remnant noise.

B ABC News Examples

See Table 5 for examples where the gold-standard
similarity is high but QuestEval score is exceed-
ingly low compared to a sample of documents that
are indeed very similar and get high scores from
annotations as well as from QuestEval.

C Scatterplots

Figure 2 is a complement to the kernel density plots
of Figure 1, and presents the raw scatter plots for
the different datasets and removed outliers.
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Averaged Similarity: 3.7 – QuestEval Score: 0.0004
The Bush administration has drawn up plans The Iraqi capital is agog after the violent death of
to escalate the war of words against Iraq, one of the world’s most notorious terrorists, but
with new campaigns to step up pressure the least of the Palestinian diplomat’s worries was
on Baghdad and rally world opinion behind the disposal of Abu Nidal’s body, which lay on a slab
the US drive to oust President Saddam Hussein. in an undisclosed Baghdad morgue. Abu Nidal’s
This week, the State Department will begin Fatah Revolutionary Council is held responsible for
mobilising Iraqis from across North America, the death or injury of almost 1000 people in 20
Europe and the Arab world, training them to countries across Europe and the Middle East in the
appear on talk shows, write opinion articles three decades since he fell out with Yasser Arafat
and give speeches on reasons to end President over what Abu Nidal saw as Arafat’s willingness to
Saddam’s rule. accommodate Israel in the Palestinian struggle.

Averaged Similarity: 3.9 – QuestEval Score: 0.0003
U.S. intelligence cannot say conclusively that The Iraqi capital is agog after the violent death of
Saddam Hussein has weapons of mass destruction, an one of the world’s most notorious terrorists, but
information gap that is complicating White House the least of the Palestinian diplomat’s worries was
efforts to build support for an attack on Saddam’s the disposal of Abu Nidal’s body, which lay on a slab
Iraqi regime. The CIA has advised top administration in an undisclosed Baghdad morgue. Abu Nidal’s
officials to assume that Iraq has some weapons of Fatah Revolutionary Council is held responsible for
mass destruction. But the agency has not given Presi- the death or injury of almost 1000 people in 20
dent Bush a “smoking gun,” according to U.S. intelli- countries across Europe and the Middle East in the
gence and administration officials. three decades since he fell out with Yasser Arafat

over what Abu Nidal saw as Arafat’s willingness to
accommodate Israel in the Palestinian struggle.

Averaged Similarity: 5.0 – QuestEval Score: 0.182
An Islamic high court in northern Nigeria rejected an Nigerian President Olusegun Obasanjo said he will
appeal today by a single mother sentenced to be weep if a single mother sentenced to death by stoning
stoned to death for having sex out of wedlock. for having a child out of wedlock is killed, but added
Clutching her baby daughter, Amina Lawal burst into he has faith the court system will overturn her
tears as the judge delivered the ruling. Lawal, 30, was sentence. Obasanjo’s comments late Saturday
first sentenced in March after giving birth to a appeared to confirm he would not intervene directly
daughter more than nine months after divorcing. in the case, despite an international outcry.

Table 5: Examples from ABC News with high gold-standard similarity but very low QuestEval scores compared to
an document pair having high scores in both annotations and QuestEval score.
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Figure 2: Raw scatter plots of QuestEval vs. gold-standard scores for SemEval, ABC News and SummEval. Data
points in orange represent the removed outliers.
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Abstract

The log files generated by networked computer
systems contain valuable information that can
be used to monitor system security and stabil-
ity. Transformer-based natural language pro-
cessing methods have proven effective in de-
tecting anomalous activities from system logs.
The current approaches, however, have limited
practical application because they rely on log
templates which cannot handle variability in
log content, or they require supervised train-
ing to be effective. We propose a novel log
anomaly detection approach named LogFiT.
It utilises a pretrained BERT-based language
model and fine-tunes it towards learning the
linguistic structure of system logs. The LogFiT
model is trained in a self-supervised manner us-
ing normal log data only. Using masked token
prediction and centroid distance minimisation
as training objectives, the LogFiT model learns
to recognise the linguistic patterns associated
with the normal log data. During inference, a
discriminator function uses the LogFiT model’s
top-k token prediction accuracy and computed
centroid distance to determine if the input is
normal or anomaly. Our experiments on three
different datasets show that LogFiT is effective.

1 Introduction

Cybercrime costs businesses billions of dollars an-
nually (RiskIQ, 2019; Australia Department of
Home Affairs, 2020; International Business Ma-
chines, 2022). Log anomaly detection helps to pro-
tect businesses’ digital infrastructure from cyber-
attacks by providing the ability to detect abnormal
activities, such as network intrusions, from large
volumes of event logs generated by networked com-
puter systems.

Recently, approaches based on Deep Learning
and Natural Language Processing (NLP) have been
applied to address the log anomaly detection prob-
lem. A review of the literature indicates that Long
Short-Term Memory (LSTM), represented by the

DeepLog model (Du et al., 2017), and Transform-
ers, represented by the LogBERT model (Guo
et al., 2021), are the deep learning architectures
used in the state of the art research in this do-
main. A practical consideration in log anomaly
detection using deep learning is the availability
of labeled data to be used in training predictive
models. Because of the high cost of preparing la-
beled data, classification-based approaches such
as LogSy (Nedelkoski et al., 2020) are of limited
value in production settings. Thus, a majority of
log anomaly detection approaches focus on the
zero-positive training scenario, in which predic-
tive models are trained in a self-supervised man-
ner using normal log data only (Le and Zhang).
Further, Yuan et al. (2021) identifies two general
categories of self-supervised models for anomaly
detection: (1) forecasting-based, which attempts
to predict the next log entry given previous log
entries; and (2) reconstruction-based, which re-
composes log sequences that have been intention-
ally corrupted. The DeepLog model adopts the
forecasting-based approach, while the LogBERT
model uses the reconstruction-based approach.

We focus on log data that consists of sequences
of log sentences. A key factor affecting the effec-
tiveness of log anomaly detection models is how
well it encodes representations of sequences of log
sentences, especially as the content of the log sen-
tences changes over time (Hendrycks et al., 2020;
Ott et al., 2021). A common approach is to encode
log sentences by first converting them to log tem-
plates (Du et al., 2017; Guo et al., 2021). However,
this method is shown to negatively affect model
effectiveness due to sub-optimal vector representa-
tion of the log sequences, and its inability to handle
unexpected variability in the content of log sen-
tences over time (Nedelkoski et al., 2020; Le and
Zhang, 2021; Wittkopp et al., 2021).

To address the limitations of current approaches,
we make the following contributions:

147



• An anomaly detection model named LogFiT,
which uses a fine-tuned pre-trained Bidirec-
tional Encoder Representations from Trans-
formers (BERT)-based Language Model (LM)
to learn the linguistic structure and sequential
patterns of normal log data. The fine-tuning is
done through transfer learning, where a base
LM, pre-trained on a large collection of text
corpora, is retrained on the normal log data.
The use of a pre-trained LM allows LogFiT
to generate representations for any sequence
of log sentences. Therefore, LogFiT is robust
to future changes in the syntactic structure of
log sentences.

• A framework and workflow for implement-
ing domain specific LogFiT anomaly detec-
tion models. The framework adopts a self-
supervised, transfer learning approach based
on the Masked Language Modeling (MLM)
objective. The model is trained to minimise
the cross-entropy loss combined with centroid
distance loss. During inference, the model’s
top-k accuracy and centroid distance are com-
pared against some threshold values to deter-
mine whether a log sequence is normal or
anomalous. Furthermore, the framework in-
corporates techniques that are known to speed
up model training: discriminative fine-tuning,
slanted triangular learning rates, and gradual
unfreezing.

2 Related Work

System log data consists of log sentences repre-
senting events that occur within computer systems.
Several log anomaly detection methods use log
parsing as its initial step, in which the log data is
converted into a standardised format called “log
templates” (Chen et al., 2021; Zhao et al., 2021; He
et al., 2021), such that every log sentence can be
mapped to a specific log template. The list of log
templates thus forms the vocabulary of the model,
instead of words or tokens as is typical in NLP. An
example of system log data as it is converted to log
templates is shown in Figure 1.

The DeepLog and LogBERT approaches are il-
lustrated in Figure 2. In both of these approaches,
the input log data is pre-processed to convert them
into log sentence templates, which form the vocab-
ulary of these models. The input to the model is
a sequence of log keys, which are indexes used to
look up the corresponding log sentence template

from the vocabulary. In the case of DeepLog, the
last log key is removed from the input, and the
model is trained to predict the missing log key
given the previous log keys. In the case of Log-
BERT, some percentage of log keys are masked in
the input, and the model is trained to predict what
the masked log keys are.

Some studies (Nedelkoski et al., 2020; Le and
Zhang, 2021; Wittkopp et al., 2021) suggest that
log templates often result in significant loss of con-
textual information that is beneficial to a predictive
model’s performance. The problem with log tem-
plates is that it assumes the list of log templates
invariant. However, changes in the content of log
sentences will naturally happen over time. Thus
models that rely on log templates will not be able to
map new log sentences to an entry in the list of log
templates. Consequently, LogSy (Nedelkoski et al.,
2020), Neuralog (Le and Zhang, 2021) and A2Log
(Wittkopp et al., 2021) do not use log templates;
instead the log data is pre-processed using simple
cleanup scripts to remove unnecessary details such
as specific IP addresses, file paths, port numbers,
and URLs.

Recently, the linguistic capabilities of pretrained
LMs such as BERT (Devlin et al., 2019) has been a
subject of increasing interest. Several studies have
concluded that BERT-based language models learn
syntactic and semantic information that can be used
to increase the effectiveness of downstream NLP
tasks (Jawahar et al., 2020; Lin et al., 2019; Gold-
berg, 2019; Yenicelik et al., 2020). The LogFiT
model therefore leverages a pre-trained BERT LM
to accurately "understand" the linguistic structure
and sequential properties of normal system logs.

3 Method

LogFiT is trained on normal log data which is
first transformed into semantic vectors before be-
ing passed to the anomaly detection model. In
contrast to DeepLog and LogBERT, the LogFiT
model does not require the extraction of log tem-
plates during the pre-processing step. By inherit-
ing from a BERT-based language model, LogFiT
has the capabilities of an auto-encoder that can
reconstruct log data that have been intentionally
corrupted via masking. Specifically, LogFiT uses
the Longformer (Beltagy et al., 2020) variant of the
BERT family of models. The Longformer model
allows LogFiT to handle log paragraphs that con-
tain up to 4096 tokens, much higher than BERT’s
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Figure 1: Sample system log data converted to log templates, from the HDFS dataset.

Figure 2: The DeepLog and LogBERT log anomaly
detection approaches.

Figure 3: LogFiT Transformer layers.

limit of 512 tokens.
The input to the LogFiT model is a log para-

graph consisting of individual log sentences joined
together with a line separator character. LogFiT
supports up to 4096 tokens, which follows from
the limit of the Longformer model. It is noted that
the "tokens" in LogFiT differs from the "tokens"
in DeepLog and LogBERT - in LogFiT the tokens
are words or sub-words, while in DeepLog and
LogBERT the tokens are log sentence templates.
The output of the final layer of LogFiT are 768-

dimension vectors that are the learned contextual
representations of the input tokens. Of interest are
the [CLS] token vector CV and the masked token
prediction vector MV. By convention, in BERT-
based models, the [CLS] token is the first token in
the input sequence, and is typically used for clas-
sification tasks. The CV vector corresponds to the
representation of the entire log paragraph, while the
masked token prediction vectors MV correspond
to the model’s predictions for the masked tokens.
At the beginning of each training epoch, the CV
vector is used to compute the centroid of all nor-
mal training data. During training proper, the CV
vector of each log paragraph is used to compute its
distance from the current centroid. In contrast, the
MV vector is used to compute the masked token
prediction loss (cross-entropy loss) following the
BERT masked language modeling algorithm. An
important detail related to LogFiT’s use of Long-
former is the use of global attention for the [CLS]
token and all line separator characters only, while
all other tokens are limited to local attention with
a window size of 16 to 32 - this value is based on
findings discussed in Dai et al. (2022).

3.1 Training Objectives

The LogFiT model is trained in a self-supervised
manner using two training objectives:

Objective 1: Masked Language Modeling.
This training objective is a variation of the training
objective used to pre-train BERT-based language
models (Devlin et al., 2019). In this training ob-
jective, the model randomly masks up to 75% of
the sentences that comprise the log paragraph. The
tokens of the log sentences are then masked accord-
ing to the BERT masking algorithm (80% masked,
10% replaced with a random token, 10% left un-
changed). Subsequently the model predicts what
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the masked tokens are. The intuition behind this
training objective is that, for the model to accu-
rately predict the masked tokens, it must learn the
contextual relationships of the tokens and the sen-
tences that make up the training data. Thus, the
model is thought to gain an understanding of the
syntax and semantics of the language domain of
normal system logs. Further, because the model
is trained on the normal log data, it is expected
that the model will be able to learn patterns asso-
ciated with the normal data and thus distinguish
it when the normal data is presented with anoma-
lous data. The masked language modeling training
objective is implemented by minimising the cross-
entropy loss between the model’s predictions of the
masked tokens and the correct tokens. Aggregating
the cross-entropy loss across all samples in a mini-
batch produces the MLM loss and is described by
equation 1.

Lossmlm = −1

b

b∑

j=1

m∑

i=1

yjmaski
log(pjmaski

) (1)

where b is the mini-batch size, m is the count of
masked tokens, y is the true value, and p is the
probability of the predicted value.

Objective 2: Centroid Distance Minimisation.
This training objective is motivated by the obser-
vation that normal log data samples tend to cluster
close to each other (Ruff et al., 2019; Nedelkoski
et al., 2020; Guo et al., 2021). Therefore, as an
additional training objective, the distance of each
vectorised log paragraph from the computed cen-
troid of all normal log paragraphs is minimised.
The centroid is computed at the start of each epoch
to leverage improvements to the model weights
from the previous epoch. It has been demonstrated
in the works of (Ruff et al., 2019), (Nedelkoski
et al., 2020) and (Guo et al., 2021) that the per-
formance of self-supervised log anomaly detection
models improves with the addition of this training
objective. The centroid distance loss is the mean
squared error between the CV vector (vectorised
log paragraph) and the best centroid computed from
the previous training epochs. The centroid is the
average of all CV vectors of all normal training
samples. Additionally during the centroid distance
minimisation objective, the q-quantile centroid dis-
tance (where q is set to between 0.65 to 0.9 in the
experiments) is determined - this distance is then

considered as the radius or the hypersphere that
encloses all normal samples and is used as thresh-
old value during inference. Equation 2 shows the
formula for computing the centroid distance loss
for a mini-batch of log data.

Losscdist =
1

b

b∑

j=1

(CVj − centroid)2. (2)

LogFiT’s loss function, shown in Equation 3
is a combination of the cross-entropy loss com-
puted from the masked language modeling objec-
tive and the centroid distance loss computed from
the centroid distance minimisation objective. The
contribution of the centroid distance loss to the
final loss value is weighed via hyper parameter
cw, which is set to 0.25 in the experiments. The
resulting composite loss is then minimised using
the Adam optimiser, using hyper parameters rec-
ommended by the FastAI framework: momentum
= 0.9, sqr_momentum = 0.99, ϵ = 1e− 5, weight
decay = 0.01.

Loss = Lossmlm + cw ∗ Losscdist. (3)

3.2 Anomaly Detection
The trained LogFiT model can be used to detect
anomalous log data because it is trained to recog-
nise normal data. During inference, the input data
(in the form of log paragraphs) goes through the
same tokenisation, vectorisation, masking, and pre-
diction steps as at training time. Taking inspira-
tion from both DeepLog and LogBERT approaches,
LogFiT’s anomaly score is composed of two sep-
arate scores: the top-k accuracy (with k=5..12)
which represents how well LogFiT reconstructs
the masked sentences in the input data; and the cen-
troid distance of the CV vector computed by Log-
FiT for the input data (the centroid is determined
during training, based on the average of all CV vec-
tors of all normal log samples). If either of these
two scores passes some threshold value then the
input data is considered an anomaly. Specifically,
if the top k accuracy falls below some threshold
(set to between 0.65 and 0.99 in the experiments)
or the centroid distance of the CV vector exceeds
some multiple of the normal centroid distance (set
to between 1.2 to 1.9) computed during training,
the input log paragraph is considered an anomaly,
otherwise it is considered normal.
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Dataset Avg #W Avg # S Unique W

HDFS 176.04 18.63 146
BGL 128.66 15.73 6,046
Thunderbird 1445.70 126.63 15,557

Table 1: Average counts of words (W) and sentences (S)
per log paragraph for different datasets.

4 Datasets and Experimental Setup

We use three public datasets: HDFS (Xu et al.,
2010), BGL (Oliner and Stearley, 2007) and Thun-
derbird (Oliner and Stearley, 2007). These datasets
are selected because they are used by the base-
line models. Some statistics on these datasets are
shown in Table 1. There is a noticeable difference
in terms of diversity of vocabulary used in these
datasets, with HDFS having a very limited vocab-
ulary of only 146 unique words, as opposed to
Thunderbird which is more diverse with its vocab-
ulary close to the size of what an adult native En-
glish speaker would have, which is approximately
15,000 to 30,000 (Brysbaert et al., 2016).

The HDFS dataset consists of log entries (sen-
tences) that are grouped into sessions, identified by
the block ID field. In contrast the BGL and Thun-
derbird datasets do not have session identifiers, so
a time-based grouping of log sentences is used.
During deployment LogFiT is intended to be used
in an online mode (as opposed to batch) therefore
for datasets where the grouping of log sentences
is based on time window, the chosen interval is
30 seconds so that a system utilising LogFiT can
provide timely feedback to system operators. Each
group of log sentences (i.e., a log paragraph) be-
comes a single sample that is then fed in batches to
the models during training, tuning and evaluation.

The datasets are split into training/validation,
tuning, and evaluation sets. The training/validation
set is created from 6,000 normal samples for train-
ing, and 5,000 normal plus 1,000 anomaly samples
for parameter tuning. The evaluation set is created
from 5,000 normal plus 1,000 anomaly samples.
No random shuffling is performed on the datasets -
the chronological order of the logs is used; this is
to prevent models from "peeking into the future"
during training. The evaluation set consists of log
data that appear after (in chronological order) the
train/validation set.

Implementation Details. LogFiT is imple-
mented using Pytorch (Paszke et al., 2019), Fas-

tAI (Howard and Gugger, 2020), and Hugging-
Face (Wolf et al., 2020).

Evaluation Metrics. To measure the effective-
ness of the models, the following metrics are used:

• Precision (P ) is percentage of correctly detected
anomaly samples (TP ), among all the anomalies
detected by the model as P = TP / (TP+FP).

• Recall (R) is percentage of log samples that the
model correctly identified as anomaly, over all
real anomalies, as R = TP / (TP+FN).

• F1 Score (F1) is the harmonic mean of the Pre-
cision and Recall, as F1 = 2 * (P*R)/(P+R).

• Specificity (S) is the percentage of log samples
that the model correctly detected as normal, over
all real normal samples, as S = TN/(TN+FP).

In practical deployment scenarios a model with
high specificity is more valuable, in that it min-
imises occurrences of false positives or false alarms.
A model with high Specificity will accurately iden-
tify normal samples, thus if a sample is detected
as an anomaly it is highly likely that the sample
is really an anomaly. Furthermore, Le and Zhang
found that Specificity helps mitigating the effect of
imbalanced class distribution.

5 Results and Discussion

Log Anomaly Detection Performance. Table 2
shows the result of running anomaly detection in-
ference using LogFiT, as compared to the metrics
obtained when running the publicly available im-
plementations of DeepLog and LogBERT on the
same data. The LogFiT model is used to detect
anomalous log paragraphs from the HDFS, BGL
and Thunderbird datasets. The results show that
LogFiT’s F1-scores outperform DeepLog and Log-
BERT on the HDFS and BGL datasets, and compa-
rable to LogBERT on the Thunderbird dataset.

Effect of delaying centroid distance computa-
tion. Table 3 shows the effect of a warm-up pe-
riod of 5 epochs before computing the centroid
and the centroid distance loss. LogFiT is trained
using three stages of gradual unfreezing (Howard
and Ruder, 2018), with five epochs for each stage.
The result indicates that a warm-up period neg-
atively affects the model’s effectiveness on the
HDFS dataset. This could be because LogFiT re-
lies on a pre-trained Longformer which is already
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HDFS BGL Thunderbird

Method P R F1 S P R F1 S P R F1 S

DeepLog 100.0 60.90 75.70 100.0 90.2 70.68 79.25 98.32 65.05 99.4 78.64 89.30
LogBERT 24.02 82.80 37.24 47.62 88.92 88.35 88.63 97.59 91.75 95.7 93.69 98.28
LogFiT (ours) 99.78 90.60 94.97 99.96 98.83 84.70 91.22 99.00 89.90 98.80 94.14 97.78

Table 2: Comparison of anomaly detection effectiveness of different methods in terms of Precision (P), Recall (R),
F1 score (F) and Specificity (S) on three log datasets (HDFS, BGL, Thunderbird).

Warm-up F1 Specificity

No warm-up 94.97 99.96
5-epoch warm-up 87.70 100.0

Table 3: Effect of delaying centroid distance computa-
tion on LogFiT/HDFS F1 and specificity.

capable of producing good vector representations
of log paragraphs.

Figure 4 shows how the two threshold parame-
ters, top-k token prediction accuracy and centroid
distance, contributes to the anomaly decision for
the HDFS evaluation set (which consists of 5,000
normal samples and 1,000 anomaly samples). The
figure indicates that centroid distance is not an im-
portant decision factor for discriminating normal
and anomaly HDFS log paragraphs.

Transfer learning. Due to transfer learning, the
LogFiT model starts training with an inherited
knowledge of the linguistic characteristics of the
English language, while neither DeepLog or Log-
BERT have this benefit. This allows LogFiT train-
ing to converge in fewer number of epochs com-
pared to the two baseline models. Furthermore,
because LogFiT uses a large pre-trained language
model to vectorise log paragraphs, it is more ro-
bust to changes in the content of the log data
(Nedelkoski et al., 2020; Ott et al., 2021).

Log parsing. Unlike DeepLog, LogBERT and
other approaches that depend on a log parsing step,
LogFiT works directly with the text data. Figure 5
shows an example of LogFiT’s input log paragraph
which have been masked according to the BERT
masking algorithm, and shows the two criteria (top-
k accuracy and centroid distance) used by Log-
FiT to decide whether the input is normal or an
anomaly.

Note that in our initial experiments on the Thun-
derbird dataset, LogFiT’s effectiveness was below
that of baselines. This was attributed to the length
of the log paragraphs being input to the LogFiT

model. After reducing the time window from 60
seconds to 30 seconds, LogFiT’s F1 score and
specificity were comparable to that of LogBERT.
The same reduction in time window was applied to
the baselines as well.

Statistical significance. Figure 6 shows the pre-
dictions of the LogFiT model compared against the
predictions of the LogBERT model on the HDFS
dataset, presented in a McNemar contingency table.
Applying McNemar’s test with continuity correc-
tion and a significance level of α = 0.05 produces
χ2 = 2553.83 and P = 0.0 which confirms that
LogFiT performs better than LogBERT.

6 Limitations

Due to the size and computational requirements of
the Longformer model, training on log data where
the length of a paragraph is longer than 2048 tokens
takes a long time to complete. Further, it can be
prone to out-of-memory errors even when training
on an NVIDIA RTX A6000 with 48 GB of GPU
memory. Addressing this limitation will be the
subject of a follow up study.

7 Conclusions

Detecting abnormal computer system behavior
from the log files that the system generates is an
important capability in today’s hyper-connected
world. Natural language processing techniques and
in particular transformer-based models using BERT
are investigated for anomaly detection in system
logs. We presented a novel log anomaly detection
model named LogFiT. The LogFiT model lever-
ages the general knowledge embodied in the pre-
trained weights of a BERT-based language model
and fine-tuned it to learn the specific linguistic pat-
terns of system logs. LogFiT is trained in a self-
supervised manner using only the normal logs and
combining two training objectives: Masked token
prediction and centroid distance minimisation. It
learns to recognise only the linguistic structure of
normal system logs and can reconstruct normal log
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Figure 4: Contribution of each threshold criteria (token prediction accuracy and centroid distance) to the anomaly
decision.

Figure 5: An example of LogFiT’s input, output prediction, and decision criteria.
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Figure 6: McNemar table comparing LogFiT and Log-
BERT predictions on the HDFS dataset.

data that have been intentionally corrupted. Log-
FiT flags as anomalies any log sample that it fails
to reconstruct. We showed that our method out-
perform baseline models on the HDFS and BGL
datasets, and produces comparable performance on
the Thunderbird dataset. Finally, LogFiT is robust
to future changes in the syntactic structure of log
paragraphs because of its built-in ability to handle
out-of-vocabulary tokens.

8 Future Work

The LogFiT model at its core is a BERT-based
language model trained to reconstruct normal log
data. As such, it can be adapted for use in any
log analysis task where the log samples consist of
textual description of system events. While the
domain and task tackled in this study is system log
anomaly detection, LogFiT is intended to be used
in the cyber-security domain. In future we focus on
applying the LogFiT anomaly detection approach
on cyber-security datasets.
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Abstract

This paper describes an investigation of estab-
lishing communication between a quadrotor
and a human through qualitative spatial rela-
tions allied with an off-the-shelf speech recog-
nition software. The quadrotor used in this
research was equipped with GPS, IMU sen-
sors, and radio communication, which was
connected to a computer acting as a ground
station. The ground station was implemented
to interpret the received commands, correctly
providing answers to the user according to
an underlying qualitative reasoning formalism.
The results obtained during the tests show that
the error rate related to the answers given by
this system was less than five per cent for ver-
tical and radial dimensions. In contrast, com-
mands related to the horizontal extent had an
error rate of almost ten per cent.

1 Introduction

Unmanned aerial vehicles (UAV) have been gain-
ing popularity in recent years due to their potential
for novel applications (Shakhatreh et al., 2019).
One of the most well-known types of UAVs is the
quadrotor, owing to their fair cost-benefit and a
large number of off-the-shelf programming tools
available for application development. Some po-
tential current and future activities involving UAVs
include, for instance, mapping large areas (Achte-
lik et al., 2009), recording movie scenes (Fleureau
et al., 2016), and search and rescue missions (Mal-
faz and Salichs, 2004).

One of the challenges for achieving a large-scale
use of UAV applications, however, comes from
the need to make more natural the way humans
interact with such vehicles, especially for the non-
specialised public (Franchi et al., 2012). This issue
justified the development of an area of research
known as human-robot interaction (HRI). HRI aims
to develop strategies for facilitating the interaction

with robotic agents in various situations, such as
teaching children, rehabilitation, housework and
many others. However, HRI is still to be considered
in the context of UAV applications. Nevertheless,
the most direct way to achieve a high level of com-
munication and understanding between robots and
humans is the vocal commands usage to transmit
and answer the commands between these agents.

When two people want to talk to each other in
everyday situations, they rarely use quantitative in-
formation, especially when talking about space and
its relations (Aoyama and Shimomura, 2005). For
example, when we say to a child to catch something
at a table we do not tell the distance in meters or the
relative altitude, we just give the basic qualitative
information, like if it’s close or far, under the table
or on it. This observation motivated the present in-
vestigation, which aim is to develop new methods
of human-robot communication using qualitative
information. In general terms, this work aims to
bridge the gap in the communication between a
human and a quadrotor using speech recognition
and a qualitative way of interpreting commands.
Ideas from qualitative spatial reasoning (Cohn and
Renz, 2008) will be used to provide the basis for
this communication.

2 Related Work

The research reported in this paper is related to
Qualitative Spatial Reasoning (QSR) (Cohn and
Renz, 2008), which is a subfield of Knowledge Rep-
resentation in AI that aims at the formalisation of
spatial knowledge and the development of reason-
ing methods about this knowledge. In HRI, QSR
ideas used a probabilistic model of interactions
(Dondrup et al., 2015) based on the Qualitative
Trajectory Calculus (QTC) (Van de Weghe et al.,
2005). In that work, the robotic agent had to inter-
pret the space around it while making decisions to
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avoid collisions and interacting with a human oper-
ator using qualitative information. More recently,
(Perico et al., 2021) presents a multi-robot localisa-
tion system based on qualitative spatial information
where a sensory-deprived robot was guided to a
goal location by other robots by passing high-level
spatial commands. Although no human interaction
was considered in (Perico et al., 2021), the system
presented would be suitable for achieving a human
level of representing spatial concepts, as it has the
right combination of qualitative representation with
probabilistic localisation.

Another relevant work where QTC relations
were used to enable autonomous agents to make
decisions and predict actions from other agents by
using just qualitative information, was presented in
(Moratz and Ragni, 2008). Communication using
spatial expressions was also considered with the in-
troduction of a new formalism about qualitative lo-
cation, named Qualitative Ego-Sphere (Rodrigues
et al., 2016). The parameters of this formalism
were obtained from human trials, and the resulting
model was applied to two distinct situations: the
first involved the information exchange between
two robotic agents, and the second involved the
interaction between a robotic agent and a human.
As we shall see further in this paper, the Qualita-
tive Ego-Sphere model was used as the basis for
the research reported here; however, this idea was
extended in the present work by assuming a flying
robot as the robotic agent interacting with a human.

Much work has been done recently on deep
learning for speech recognition using large lan-
guage models, such as BERT (Devlin et al., 2019),
GPT (Brown et al., 2020) among others (Sun et al.,
2022). Although these models show great accu-
racy in actual language interactions, the semantics
of their language constructs is unclear. In contrast,
there is a growing interest in the development of for-
mal semantics for spatial expressions, providing a
rigorous account for verbal communication (Kelle-
her and Dobnik, 2022; Richard-Bollans et al., 2020;
Rodrigues et al., 2020). This work presents a pre-
liminary application of these ideas in the context
of human-robot interaction.

3 Background

This work considers a discretisation of the space
around an agent defining the Qualitative Ego-
Sphere formalism to obtain successful communi-
cation using qualitative information, as presented

below.

3.1 Qualitative Ego-Sphere

The qualitative Ego-Sphere (Rodrigues et al., 2016)
is a qualitative spatial formalism based on a spheri-
cal shape to define the relative position of several
points concerning the centre of a virtual sphere
around an object, which could be an observer. This
defines a qualitative egocentric reference system
that can be considered a tridimensional generali-
sation of the Ternary Point Calculus (Moratz and
Ragni, 2008).

To define the Ego-Sphere, the space around the
agent (point of view v) is considered a discretised
sphere. The first point of analysis is the discreti-
sation of the radial distance relative to the point
of reference v, which can be understood as defin-
ing regions of space that are referred to as at, near
or far (cf. Figure 1). The category at is defined
as the closest distance to the point of reference,
considered as the minimum distance to avoid col-
lisions; near is considered as the distance that can
be reached by the agent in a short time if the speed
is maintained constant, that is, it is a region that is
close enough to the agent to be considered its close
vicinity; far is defined as everything that is at a dis-
tance where the agent takes a longer time to reach.
These three relations are similar to the human way
of conceptualising space and can be understood as
part of our commonsense knowledge.

Figure 1: Ego-Sphere related at the point of view v

The second analysis area is divided into four dif-
ferent components called upper, lower, below and
under, as shown in Figure 1. These components
represent the altitude on the vertical level, and they
depend directly on the dimensions of the agent: the
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greater the dimensions of the agent, the greater the
distance between the division ranges.

Figure 2: Relative positions regarded to a point of view
v

The final subdivision considered in this work
is a horizontal representation of directions, which
has at its basis the 8-Star Calculus (Renz et al.,
2004). This discretisation contains eight distinct re-
gions, that are called front, left-front, left, left-back,
back, right-back, right and right-front, respectively
abbreviated as f, lf, l, lb, b, rb, r and rf. These rela-
tions are depicted in Figure 2. Figure 3 shows the
resulting model combining all of these relations.

Figure 3: Horizontal relations with Ego-Sphere

An example of the use of the Ego-Sphere resides
in the normal actions of daily life, such as the act
of a child searching for some object in a dark room.
The coordinates to find the object could be given as:
“The object is near, at your left side and above you”.

A child can easily find that object if she follows the
commands correctly; the same is expected from a
robotic agent when high-level locations, such as
“Near. Left. Upper”, are given.

4 Experimental Setup

The quadrotor used in this research was an Ar-
ducopter with an APM 1-2560 board, an IMU
board, a radio receiver, two XBee’s for the teleme-
try, and a GPS. The dimension of the vehicle is
64x64x18 cm.

To use the concept of Ego-Sphere applied to this
quadrotor, we have to consider that the UAV was
the point of view v. The dimensions of the quadro-
tor were very important for this development, as
well as its actuation area, in order to define the
qualitative model. In this context, the region at was
considered as a 1m radius centred at v, because it is
the shortest distance to avoid a collision that can be
perceived by the UAV GPS system. Similarly, near
and far were considered as 5m and 10m respec-
tively. The vertical discretisations of the sphere,
upper, lower, below and under, received the values
5m, 2m, -2m, -5m, respectively. A new parameter
was added to the latter category, the same com-
mand, as it was necessary to command the robot
to stay at its current location. The final category,
the horizontal location, was divided equally on the
trigonometric circle so that each command would
have 45 between adjacent regions in the circle.

The first step of this research was to control the
UAV, and for that we used a range of existing soft-
ware, such as the Ground Control Station (GCS),
Radio transmitters, mobile apps, and others. We
chose a GCS to control our system, as it can be
installed on any computer and can have a wide
range of peripherals attached to the system. The
software used was the Ardupilot Mission Planner1,
and it has all the functions and tools needed for
controlling this kind of drone. This software has
a very large range of applications, such as support
for the autonomous mission, control of all the op-
tional hardware for this model and visual control
of the basic functionality needed to fly. Using this
software it was not difficult to find the appropriate
function to have direct control from the computer.

All the commands sent to the quadrotor were in a
specific message type using MAVLink (Meier et al.,
2011). The meaning of the prefix MAV is Micro
Air Vehicle, which is a common element of a large

1https://ardupilot.org/planner/
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variety of UAV applications. MAVLink protocol is
a library used in several programming languages
that contain functions to translate and send mes-
sages between the vehicle and the control station,
in this case, a computer. Thus, this library was a
tool needed for the GCS, bringing standard proto-
col and portability to our code, making it possible
to use the same code on other GCS or other soft-
ware that used the same protocol. The idea of code
portability was the main reason to use this proto-
col. This usage also made it possible to send flying
commands using XBee, a radio transmitter/receiver
module integrated into the quadrotor attached to
the base system.

The first attempt at developing the interface be-
tween the control station and the quadrotor was to
emulate radio signals from the computer and send
them as normal commands by the radio transmit-
ter. However, that was not a good approach, as
those radio commands were very specific and did
not have any type of support for autonomous flight.
An alternative was to control the drone from the
specific autonomous commands available in the
Mission Planner, and using these commands im-
plies using the full platform of the ground station
and all the functionalities present in this software
also. To accomplish this task, the Flight Plan tab
of the Mission Planner was modified to work with
direct commands and not a specific mission, as
originally designed. For that, it was necessary to
include equations and functions about latitude and
longitude coordinates. Equations 1 and 2 describe
how this information was used to determine the
future trajectory points.

Latend = sin�1(sin(Latstart)⇥ cos �+ (1)

cos(Latstart)⇥ sin � ⇥ cos ✓)

Longend = atan2(sin ✓ ⇥ sin �⇥ (2)

cos(Latstart), cos ��
sin(Latstart ⇥ sin(Latend)) + Longstart

In the equations above:

• Latstart is the initial latitude of the drone;

• Latend is the destination point latitude;

• Longstart is the initial longitude of the drone;

• Longend is the destination longitude of the
drone;

• � is the angular distance d/R;

• R is the Radius of the earth;

• ✓ is the bearing (clockwise from north).

Altitude commands were sent directly by the
MAVLink protocol, using the data from the IMU
board, which contains a barometer, an accelerom-
eter and a gyroscope; however, distance and di-
rection were sent by latitude and longitude. After
receiving GPS signals and calculating the future
point, we created the functions to control the Ego-
Sphere commands, such as left, upper and near.

Being able to control the drone directly over
the control station, without the radio controller, al-
lowed the implementation of the voice recognition
system. We adopted the Microsoft Speech library
from Visual Studio (Johnson, 2012) as the basis
for the voice recognition system, as this library al-
lowed the processing of voice commands directly
from the control station and sending commands to
the drone without using the onboard computer in
the drone.

The speech recognition module worked well
with our functions, serving as the interface be-
tween human users and the ground station. The
commands listed in the Table 1 were all the ba-
sic commands used to control the drone. Besides
the basic commands, we have developed the Ego-
Sphere commands, as explained above.

Table 1: The basic commands of the voice recognition

Command Description

OK plane Start the Ego-Sphere
commands

Start the engines Turn on the motors
Stop Turn off the motors
Take off Soars to a height of five

meters
Down Land at the same posi-

tion
Stabilize Starts the stabilize

mode and change the
control to the radio
controller

Return to Launch Returns to the initial po-
sition and land

All the voice commands used in this work have
been adapted to reduce the error rate of recognition.
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The voice recognition had great precision without
background noise, especially because every word
processed by the system was approximated by a
previously defined word in the user-defined vocabu-
lary. However, if a spurious sound is similar to one
of these words, it can be misclassified as a valid
command. To avoid such recognition problems, we
configured the library with a confidence precision
of 85%, which reduced ambiguity drastically.

A grammar class was used as a reference to the
voice recognition module so that the application
could use the language constraints in the recogni-
tion, which increased the hit rate of recognising
commands. Four grammatical rules were defined
containing different commands categories: the first
contained all the basic commands (Ok plane, start
the engines, stop etc); the second had the horizontal
dimension of Ego-Sphere (left, front, right etc); the
third was defined with vertical dimensions of Ego-
Sphere (upper, lower, under and below) and; the
last had the radial distance defined by Ego-Sphere
(at, near and far). For our system to change the
grammar at the appropriate time, we needed to es-
tablish an order of commands. The order was to
call the horizontal references first, then the verti-
cal and finally the distance, all according to the
Ego-Sphere definitions. This order is described at
Figure 4.

5 Results

A flying test was necessary to check if the recogni-
tion accuracy would satisfy the project goals and
if the tests were consistent when flying with the
radio by using direct commands. We found that
the autonomous flight had certain issues, such as
the stabilisation that was not precise and problems
with the altitude holding. So, although the code
was entirely developed for the physical platform,
the evaluation of the system developed was con-
ducted in a simulated engine, called Flight Gear
(Perry, 2004). The usage of Flight Gear gave us a
virtual ambient that emulates real flight, so every
sensor data was received with precision and every
command was sent with minimum delay compared
with a real, non-simulated, flight.

The first test was conducted considering the ba-
sic commands, whereby we observed that com-
mands with similar sounds, such as arm and disarm
were not possible to be used on this application,
because the similarity between these two words
generated ambiguity in their recognition. So the

Figure 4: Flowchart of grammar interpretation

major portion of the commands had to be changed
to other words, which did not generate any kind
of ambiguity. The final version of the basic com-
mands was listed on Table 1.

Testing Ego-Sphere commands took longer than
testing the basic commands, due to the complexity
of the theory and the number of different words
to be recognised. Subsequently, we divided the
Ego-Sphere into two identical parts considering its
symmetry, passing by the centre in a vertical cut,
thus dividing the left side from the right side. For
ease, just the left side was used in the experimental
evaluation.

After dividing the sphere, four test sessions were
executed with thirty complete commands in each
one of them, approximately. One complete com-
mand was composed of three Ego-Sphere com-
mands, one of each dimension. Every command
given to the system was analysed according to the
theory described before. Thus, to consider the com-
mand successful, we needed to analyse each one
of the categories separately. To neutralise the in-
fluence of the different combinations of words, ev-
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ery session had the same list of commands exe-
cuted in a different order, embracing a large range
of possibilities. The tests were made on different
days with different noise rates, with about 75dB of
noise, composed of background voices and ambi-
ent sounds. That was made to maintain a realistic
noise rate, representing the behaviour that could
exist in real situations.

In total, 131 complete commands were tested. A
compilation of the results obtained for each cate-
gory is shown in Table 2. We listed the command’s
occurrence, evaluating if the voice command was
received and interpreted by the ground station with
a margin of error lower than five per cent relating to
the voice recognition. If the result was outside this
margin, the command was ignored and considered
wrong.

Command Occurrence Right Wrong

Left 27 25 2
Left front 25 20 5
Front 28 24 4
Left back 29 25 4
Back 22 19 3
TOTAL 131 113 18

Upper 23 23 0
Lower 22 22 0
Same 40 38 2
Below 27 24 3
Under 19 17 2
TOTAL 131 124 7

Far 42 41 1
Near 40 39 1
At 49 45 4
TOTAL 131 125 6

Table 2: Results of the tests

Analysing each one of the lines presented on
Table 2 we can see that the at command had 4
wrong interpretations of 49 occurrences. There-
fore the error rate of at command was greater than
the other rates in the same category, such as far
or near, which had just one wrong interpretation
in each case. On the horizontal dimension, com-
mands consisting of two words had the highest
error rate, such as left-front and left-back, which
had five and four wrong interpretations respectively
of 25 and 29 occurrences. This was probably due
to the existence of two other commands with the
same words ending: (front and back), generating

ambiguity. The analysis of the vertical dimension
showed that the commands upper and lower had
zero misinterpreted occurrences. That information
was relevant when we take into account that the
command upper and lower did not have other simi-
lar commands when looking at the phonetic point
of view. It shows that the misinterpretation was
probably due to noise present in voice recognition,
not to the theory involved in the approach. These
results showed that the error rate as less than five
per cent on the vertical and radial dimensions. In
the horizontal dimension, we obtained an error rate
of more than ten per cent.

6 Conclusion

In this research, we bridged the gap between quali-
tative communication in an HRI setting using voice
commands and the Qualitative Ego Sphere model
as a basis of space qualitative information. The
results showed the necessity of increasing the pre-
cision of our system, but also that our objective of
simplifying the interaction between humans and
robots has been achieved.

One of the contributions that can be related to
this study is the accessibility improvement of non-
specialist users to complex systems, like UAVs -
Unmanned Aerial Vehicles. Using the approach pre-
sented in this paper, everyone able to pronounce the
correct sequence of commands is capable of con-
trolling the system successfully, and all the work
with stabilisation will be the responsibility of the
autonomous system itself. Another important con-
tribution was facilitating the location requests to
the quadrotor using quantitative information. In
this case, for instance, the vehicle can be requested
to go near or far the objective, using qualitative
expressions, without the need of receiving the pre-
cise distance and coordinates of the goal location.
This can be an advantage in emergency situations,
where the answer time may be critical.

The lower error ratio obtained in the tests sug-
gests the efficacy of the method investigated in this
paper, but also brings atop the discussion about the
equipment used on the system. With more precise
instruments, such as using infrared sensors to filter
the overall results, and some improvements on the
code we can develop a system more consistent and
achieve a higher level of communication between
humans and a robot.
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Abstract

Evidence-based medicine (EBM) is defined as
making clinical decisions about individual pa-
tients based on the best available evidence. It is
beneficial for making better clinical decisions,
caring for patients, and providing information
about the therapy, prognosis, diagnosis, and
other health care issues. However, it is a chal-
lenging task to build an automatic sentence
classifier for EBM owing to a lack of clinical
context, uncertainty in medical knowledge, dif-
ficulty in finding the best evidence, and domain-
specific words in medical articles. To address
these challenges, ALTA 2022 introduced a task
to build automatic sentence classifiers for EBM
that can map the content of biomedical ab-
stracts into a set of pre-defined categories. This
paper presents our participation in this task
where we propose a transformers-based classi-
fication approach to identify the category of
the content from biomedical abstracts. We
perform fine-tuning on DeBERTa pre-trained
transformers model to extract the contextual-
ized features representation. Later, we em-
ploy a multi-sample dropout strategy and 5-fold
cross-fold training to predict the more accurate
class labels. Experimental results show that our
proposed method achieved competitive perfor-
mance among the participants.

1 Introduction

Personalized medicine based on the context of pri-
mary clinical evidence has become one of the most
engaging and promising tasks in biomedical re-
search. To suggest personalized medicine, prac-
titioners require to study a lot of publications of
medical science related to patient diagnosis. This
kind of study is known as evidence-based medicine
(EBM) (Masic et al., 2008) where the decision is
taken based on some control traits and evidence

**The first two authors have equal contributions.

including Population (P), Intervention (I), Compar-
ison (C), and Outcome (O), in short PICO.

To automate the EBM process, (Kim et al., 2011)
explored a classification task where the sentences
are collected from the medical abstracts. As an
expansion of this work, ALTA 2022 1 organized
a shared task where they address the control traits
as PIBOSO by the inclusion of three new classes
including Background (B), Study Design (S), and
Other (O) to improve the search performance. Here,
Other (O) refers to the sentence with irrelevant
content. To demonstrate a clear view of the task
definition, we articulate a few examples in Table 1.

Sentence Label

The aim of this non-randomized
study is to evaluate a group of
patients treated by VP and KP
procedures and to discuss related
risks.

[0 0 1 0 1 0]

We evaluated drug effect through
physical examinations and symp-
tom scales.

[0 0 0 0 0 1]

Table 1: Example of ALTA 2022 task . Here, labels are
population, intervention, background, outcome, study
design, and other. The 0 and 1 in the label field denotes
its existence in the corresponding sentence.

However, the ambiguous clinical context, the
randomness of the medical events, the uncertainty
of medical knowledge, and highly domain-specific
term make it difficult to automate the classifica-
tion process of medical abstracts for EBM. We
can consider this task as the predecessor of some
other well-defined tasks in biomedical research in-
cluding automatic question answering (Andrenucci,
2008). Prior work has extensively explored feature-

1http://www.alta.asn.au/events/sharedtask2022/description.html
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Figure 1: Overview diagram of the proposed system.

based (e.g. lexical and structural features) sys-
tems integrated with statistical machine learning
(ML) algorithms including support vector machine
(SVM), logistic regression, and conditional random
fields (CRF) (Amini et al., 2012; Mollá et al., 2012;
Sarker et al., 2013). Nevertheless, these approaches
are limited to learning complex and ambiguous clin-
ical contexts due to their scattered attention mecha-
nism. Transformer models (Yogarajan et al., 2021)
can ameliorate the performance of multi-label natu-
ral language processing (NLP) tasks in the medical
domain. To overcome the limitations of the prior
works and explore the advantages of the transform-
ers model in our proposed system, we fine-tune a
SOTA transformers model named DeBERTa (He
et al., 2020) integrated with some additional train-
ing strategies including the multi-sample dropout
and cross-fold training.

We organize the rest of the paper as follows: Sec-
tion 2 describes our proposed system in the ALTA-
2022 automatic labeling medical document abstract
into pre-defined classes task whereas, in Section
3, we present our system design with parameter
settings along with the results and performance
analysis. Finally, we conclude with some future
directions in Section 4.

2 Proposed Framework

Transformers models learn the necessary informa-
tion about the relationship between words effec-
tively. We employed a pre-train transformers model
with different training strategies to identify the cat-
egories of content from the biomedical abstract.
The overview of our proposed transformer-based
framework is depicted in Figure 1

For a given biomedical text, we use the De-

BERTa transformers model to extract the embed-
ding feature vectors. We fine-tune the DeBERTa
model to capture the domain-specific contexts for
the biomedical sentence classification task. Later,
we apply multi-sample dropout on top of the ex-
tracted feature vectors. A classification head aver-
ages the feature vectors from multi-sample dropout
to predict the confidence of each class. Since a
cross-fold training strategy reduce the error rates
on class label prediction (Reul et al., 2018; Pikrakis
and Theodoridis, 2014), we employ 5-cross-fold
training to improve the prediction performances.
The predictions obtained from each trained model
of each fold are then averaged to determine the
final prediction label.

2.1 Transformers Model

Transformers models have the ability to distill
long-term dependency and improve the relation-
ship between the words of the sentence. Thus, we
fine-tuned the DeBERTa transformers model to ex-
tract the contextualized features representation of
biomedical sentences.

2.1.1 DeBERTa
DeBERTa (He et al., 2020) stands for decoding-
enhanced BERT with disentangled attention. It
improves the BERT and RoBERTa models using
disentangled attention mechanism and enhanced
mask decoder. We used the enhanced version of
the DeBERTa model named DeBERTaV3 (He et al.,
2021). The DeBERTaV3 model used the ELEC-
TRA style pre-training by replacing mask language
modeling (MLM) with the replaced token detec-
tion (RTD) strategy where the model is trained as a
discriminator to determine whether an input token
is either original or replaced by a generator. It also
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used the gradient-disentangled embedding sharing
(GDES) method that shares the embeddings be-
tween the generators and the discriminators. How-
ever, this sharing is unidirectional where the gener-
ator shares its embeddings with the discriminator
but the discriminator is restricted to backpropa-
gating the embeddings. This improved DeBERTa
model achieved significant performance on down-
stream tasks. Motivated by this, we employ Hug-
gingface’s (Wolf et al., 2019) implementation of
microsoft/deberta-v3-large checkpoint to extract
the feature representation of the sentences. It is
composed of 24 transformer blocks, a hidden size
of 1024, and 131M parameters with a vocabulary
of 128K tokens in the embedding layer.

2.2 Training Strategies

Prior studies suggested different training strate-
gies to improve the performance of the transform-
ers model (Inoue, 2019). Following this, we use
two training strategies including the multi-sample
dropout and 5-fold cross-fold training.

2.2.1 Multi-sample Dropout
The multi-sample dropout-based training strategy
improves the generalization ability and accelerates
the training of the base model, which in turn im-
proves the overall performance of the system (In-
oue, 2019). In our proposed transformer-based
model, we employ this training strategy where we
use five dropout samples. Here, we basically dupli-
cate the features vector of the transformer model
after the dropout layer, while sharing the weights
among these duplicated fully connected layers. To
obtain the final loss, we aggregate the loss obtain
from each sample and take their average.

2.2.2 Cross-fold Training
To improve the robustness of our model through
reducing the error rates during the model train-
ing, we use the stratified cross-fold training strat-
egy (Reul et al., 2018; Pikrakis and Theodoridis,
2014; Sechidis et al., 2011). It maintains the pro-
portion of disjoint groups within a population by
using samples taken from these groups. Instead of
training a model using the full dataset, it basically
creates several folds from the training sample and
each fold is then used to train the model. It has a
great impact on the hyperparameters tuning phase
and effectively captures the diversity of contexts
related to the task. We use 5-fold stratified multi-
label cross-fold training in our method. Finally, we

average the predictions attained from each fold to
estimate the final prediction score of each class.

3 Experiment and Evaluation

3.1 Dataset Description

The organizers used a benchmark dataset published
in DTMBio-2010 (Kim et al., 2011) to evaluate
the performance of the participants’ systems at the
ALTA-2022 shared task. The dataset statistics are
summarized in Table 2. The dataset comprises
biomedical sentences taken from 1000 biomedical
article abstracts. Each sentence is annotated with
six categories including population (P), interven-
tion (I), background (B), outcome (O), study design
(S), and other (O).

Category Data

Train 8216
Dev 459
Test 569

Total 9244

Table 2: The statistics of ALTA 2022 dataset.

3.2 Experimental Settings

We now describe the details of our experimental
and hyper-parameter settings along with finetun-
ing strategy that we have employed to design our
proposed system for the ALTA 2022 shared task.

Parameter Optimal Value

Learning rate 3e-5
Max-len 128
Number of epochs 5
Batch size 2
Manual seed 4
Number of fold 5
Dropout 0.1, 0.2,..., 0.5

Table 3: Model settings for ALTA-2022 shared task.

We finetune a state-of-the-art Huggingface trans-
formers model named DeBERTa2 for this task. We
used a CUDA-enabled GPU and set the manual
seed = 4 to generate reproducible results. The op-
timal parameter settings of our proposed model
based on the development dataset are presented in

2https://huggingface.co/microsoft/deberta-v3-large
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Team Name ROC (micro) Score Team Rank

CSECU-DSG (ours) 0.968750 2nd

Competitive performance of top ranked methods

Heatwave 0.987395 1st
Michaelibrahim 0.963404 3rd
Necva 0.931843 4th
Dmollaaliod 0.910455 5th

Table 4: Comparative performance of our proposed method along with top-performing participants’ method (ROC
score; Higher is better.)

Table. We used the default settings for the other pa-
rameters. In our multi-sample dropout training, we
use the dropout range of 0.1 to 0.5. Later, we con-
catenate the training and development data during
our 5-fold cross-fold training phase.

3.3 Evaluation Measure
The ALTA 2022 shared task organizers employed
a standard evaluation metric including the receiver
operating characteristic (ROC) score to evaluate
the participants’ system. They calculate the ROC
score utilizing the scikit-learn (Pedregosa et al.,
2011) roc auc score package with micro averaging
for ranking the participants’ system.

3.4 Results and Analysis
In this section, we analyze the performance of
our proposed CSECU-DSG system in the ALTA-
2022 biomedical sentence identification shared
task. The comparative performance of our pro-
posed CSECU-DSG system on test data against
other top-performing participants’ systems in are
presented in Table 4.

At first, we presented the result of our pro-
posed method and then we added the system perfor-
mances of other top-ranked participants. Results
showed that our proposed system obtained 2nd po-
sition in the ALTA-2022 shared task. The best
system Heatwave achieved 0.987395 in terms of
the primary evaluation metric receiver operating
characteristic (ROC) score. Our proposed system
obtained a 0.968750 ROC score in the test set. In
our proposed CSECU-DSG system, we perform
two training strategies including cross-fold train-
ing and multi-sample dropout to train the state-of-
the-art DeBERTa transformer model. It helps our
proposed model to achieve this score.

To further analyze the performance of our model,
we estimate the impact of our used training strate-

gies to train the DeBERTa model. The summarized
results regarding this analysis on the validation set
are presented in Table 5. Here, we have seen that
the multi-sample dropout technique improves the
performance of the DeBERTa model by 1% while
the cross-fold training improves the performance
by 1.2% in terms of ROC score. This validates the
effectiveness of these training strategies to improve
the overall model performances.

Model ROC Score

DeBERTa 0.95209

DeBERTa+MSD 0.96112

DeBERTa+MSD+
CFT (Ours)

0.971133

Table 5: Performance analysis of individual model used
in our proposed CSECU-DSG system. MSD = Multi-
sample Dropout; CFT = Cross Fold Training

4 Conclusion and Future Directions

In this paper, we present an approach to labeling
a sentence into six predefined classes in medical
abstracts using fine-tuned DeBERTa transformers
model with various training strategies including
the multi-sample dropout and cross-fold training.
Experimental results demonstrated the efficacy of
our DeBERTa-based proposed method, where the
fusion of cross-fold variants approach helped us to
obtain competitive performance and ranked 2nd in
the ALTA 2022 shared task.

Further research may focus on other SOTA trans-
formers models and a fusion of multiple models in
a unified architecture can also be explored. Since
the dataset is imbalanced, exploiting the weighted
average fusion strategy on different models may
capture better contexts for all PIBOSO classes from
medical abstracts.
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Abstract

We introduce Textstar, a graph-based
summarization and keyphrase extraction
system that builds a document graph using
only lemmatization and POS tagging. The
document graph aggregates connections
between lemma and sentence identifier nodes.
Consecutive lemmas in each sentence, as
well as consecutive sentences themselves, are
connected in rings to form a "ring of rings"
representing the document. We iteratively
apply a centrality algorithm of our choice to
the document graph and trim the lowest ranked
nodes at each step. After the desired number
of remaining sentences and lemmas is reached,
we extract the sentences as the summary, and
the remaining lemmas are aggregated into
keyphrases using their context. Our algorithm
is efficient enough to process large document
graphs without any training, and empirical
evaluation on several benchmarks indicates
that our performance is higher than most other
graph-based algorithms.

1 Introduction

Contemporary natural language processing is
mostly done through neural networks. However,
this is resource intensive and requires large
amounts of data. This can be a problem for
languages that are not widely spoken, due to
insufficient data for training these models. Even
for tasks where neural network based models
excel, they are often an overkill. State of the art
Transformer-based tools such as BERT (Devlin
et al., 2019), GPT-3 (Brown et al., 2020), and
even Longformer (Beltagy et al., 2020) have size
limits and require hierarchical approaches to long
documents. However, graph-based approaches are
one-shot algorithms that do not require expensive
computational resources to train. The need for a
fast graph-based summarizer is also justified as
a preprocessor to assist these neural models by

enabling them to work on salient smaller subsets
of a large document.

To address this insufficiency, we propose
Textstar, a lightweight graph-based summarization
and keyphrase extraction algorithm that
outperforms most other graph-based methods. Our
model is language-independent, making it suitable
for application to languages with insufficient
training data. Additionally, it simultaneously
supports keyphrase extraction and summarization.
This flexibility, along with its short runtime, opens
up possibilities for many applications.

We will start with an overview of our system,
as presented in Figure 1. After a document
is uploaded, it is pre-processed. Then, each
sentence is converted into a connected ring of
nodes (Figure 2). Additionally, the sentence
IDs are also connected into a ring of nodes.
Afterwards, the graph is fed to the Textstar
algorithm, which gradually trims out word nodes
and sentence ID nodes that have low ranking
values. When the graph contains only the desired
number of sentence ID nodes or keyword nodes,
we feed this information to the postprocessing
component. The postprocessing component then
converts certain keywords into keyphrases and
combines the sentences represented by the sentence
ID nodes into a summary.

Our contribution is as follows:
(1) We introduce a novel graph-based algorithm

that extracts both summaries and keyphrases at the
same time.

(2) We construct textgraphs via the ring-of-rings
method.

(3) Our Textstar algorithm is an iterative text
graph trimming approach for identifying in one
pass the most important sentences and keyphrases.

(4) We show that our system improves the state-
of-the-art with respect to other similar graph-based
algorithms.
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The rest of the paper is organized as follows:
Section 2 overviews related work.
Section 3 describes the algorithm and

implementation.
Section 4 provides empirical analysis.
Section 5 analyzes the results and discusses the

limitations.
Section 6 concludes the paper.

2 Related Work

Graph-based approaches to text summarization
and keyphrase extraction are well-established.
TextRank (Mihalcea and Tarau, 2004) and its
derivatives are popular unsupervised approaches
to text summarization and keyphrase extraction.
They utilize graph-based centrality algorithms to
score sentences or words with the assumption
that sentences or words with the highest centrality
scores are expected to have the highest importance
in a document. TextRank, in particular, uses the
PageRank algorithm (Page et al., 1999) as its
scoring mechanism.

Several methods have been proposed that
improve the base TextRank algorithm by changing
the scoring metric (Barrios et al., 2016) or by
changing the construction of the textgraph using
salient information about the text or by use of word
embeddings.

Bougouin et al. (2013) discover and categorize
candidate keyphrases to topics by applying the
Hierarchical Agglomerative Clustering algorithm.
Then, a weighted complete and undirected graph
is generated where nodes represent the topics and
weighted edges show the semantic relations of the
topics. Keyphrases that best represent each topic
are chosen with three criteria: appearing first in
the document, appearing most frequently in the
document, and being the most similar to other
keyphrases in the topic. Then, each topic is ranked
by the Textrank algorithm. Choosing the topics
with the N highest scores and selecting the most
significant keyphrase per topic generates the final
set of keyphrases.

Florescu and Caragea (2017) retrieve nouns and
adjectives and construct an undirected word graph
in which each node is a unique word and the
weight of an edge is calculated from the number
of bigram co-occurrences in the document. The
biased PageRank score of each word is counted by
considering both its position and its frequency. The
sum of scores of words in each keyphrase generates

the keyphrase’s score.
Boudin (2018) selects keyphrase candidates and

classifies word stems to topics in a manner similar
to Bougouin et al. (2013). Then, a complete
directed k-partite graph is constructed where each
node is a keyphrase, an edge connects 2 different
topics, the weight of an edge shows a distance
between 2 nodes in the document, and k is the
number of topics. In addition, the incoming weight
of the first node of each topic is adjusted. Then the
TextRank algorithm gives the score for each node,
and the N top scoring keyphrases are extracted.

LexRank (Erkan and Radev, 2004) showcases
improved summarization by introducing the idea
of computed eigenvector centrality. This method
constructs a weighted undirected cosine similarity
graph cluster from the given multiple documents,
where nodes denote sentences and a weighted edge
signifies the idf-modified-cosine of 2 nodes. Then,
the graph is transferred to an undirected graph
which focuses on the salient similar sentences by
setting a threshold. The LexRank score of each
node is calculated based on eigenvector centrality.
The summary is N top scoring sentences.

Most graph-based methods perform either
extractive text summarization or automatic
keyphrase extraction, but not both. Neural methods
have recently been shown to be effective at
multi-task natural language processing. However,
like graph-based methods, there is little work
on neural methods that perform both extractive
summarization and keyphrase extraction.

Our approach implements a multi-task approach
to summarization and keyphrase extraction by
creating a textgraph sharing both sentences and
word nodes. We also introduce a different
topology for building a textgraph using a ring-of-
rings construction for connecting both words in a
sentence and sentences among them. At the same
time, a new method is used to compute rankings
by successive trimming of unimportant nodes until
the required number of sentences and keyphrases
is reached.

3 Method

Our overall method is shown in Figure 1. The first
step of processing a document is to remove words
and sentences that are unlikely to contain relevant
information. A text graph with a ring-of-rings
structure is then constructed using the remaining
words and sentences. Using the graph, the core
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Figure 1: Overview Method

Textstar algorithm works by repeatedly computing
a centrality metric and then removing low ranked
nodes. This process continues until the desired
number of summary sentences and key words is
reached. Finally, the word and sentence nodes left
in the graph are post-processed to create the final
summary and keyphrases.

3.1 Text Preprocessing

Using the NLTK Python package1 (Bird et al.,
2009), we first split the text into sentences
(sentence tokenization) and the sentences into
words (word tokenization). The words and
sentences are filtered to remove those that are
unlikely to contain useful information. Sentences
are removed if they are too long and/or noisy after
the pdftotext translation. We also perform stopword
removal. Finally, we also use NLTK to lemmatize
the words and apply a basic POS tagging.

3.2 The Ring of Rings Textgraph
Construction

We construct the textgraph of the document as a
ring of rings meta-structure, in which each sentence
is a ring and each sentence is connected to a
node in the central ring. This structure allows for
the natural encapsulation of information from the
document, including word and sentence position in
a directed graph. Moreover, the ring structures
of words and sentences allow both words and
sentences to be connected back to front; this is
important because later words/sentences refer to
earlier introductions.

1https://www.nltk.org/api/nltk.html

Figure 2: Example Graph

The graph is created from the cleaned and
lemmatized text. To facilitate both summarization
and keyphrase extraction, the graph’s nodes
represent both words and sentences. Strings
represent words, and sentences are represented by
an integer ID.

The cleaned and lemmatized words of a sentence
are connected in reverse order, and the sentence’s
id is connected between the first and last word of
the sentence to form a ring. The sentence nodes
are also connected in reverse order, and the last
sentence node is adjacent to the first sentence node
to form the central ring. As a result, a ring of rings
with a structure similar to that shown in Figure 3
is formed. An example of the resulting graph of
an extremely short text is shown in Figure 2. The
ring of sentence ids is shown as the nodes labeled
0 to 3. At the same time, the ring-of-rings torus
topology is distorted by the shared occurrences of
words such as ‘Steven’ and ‘store’ that originate
from multiple word rings. Note that some nodes
are shared by multiple rings, since some words (e.g.
store) are shared by multiple sentences. We also
add edges between compounds.
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3.3 The Trimming Algorithm

After the graph (containing both word and sentence
nodes) is generated, it is passed to the Textstar
algorithm. The algorithm first ranks the nodes in
the graph using a ranking function. From our tests,
the degree centrality ranking function performs
best, although Pagerank also works well. The
nodes are sorted based on rank and only the highest
X percent are kept, where X is a parameter that
can be tuned. For summarization, a value of X
around 70-80 percent works best, and for keyphrase
extraction X can be a bit lower.

This process is then repeated, with the graph
being re-ranked and then trimmed. When the
number of remaining sentence nodes and word
nodes drops below the desired number of summary
sentences and key words, respectively, iteration
stops.

Algorithm 1: The Textstar Algorithm
Input: g: Textgraph of the document

ranker: ranking algorithm
sumsize: final number of sentences,
kwsize: final number of keyphrases,
trim: percent of lowest ranked
nodes to remove per step

Result: final_sids, final_kwds
1 while true do
2 ranks← Ranker(g);
3 sids← ∀x ∈ ranks, if x is a sentence id;
4 kwds← ∀x ∈ ranks, if x is a lemma;
5 s_done← length of sids ≤ sumsize;
6 w_done← length of kwds ≤ kwsize;
7 n← number of nodes in g;
8 if not s_done then
9 final_sids← sids;

10 end
11 if not w_done then
12 final_kwds← kwds;
13 end
14 if s_done and w_done then
15 break;
16 end
17 split← trim * n // 100;
18 for i = split...n do
19 g.remove(ranks[i])
20 end
21 end

Figure 3: Ring of Rings Structure

3.4 Postprocessing

The summary is generated by taking the remaining
sentence nodes from the graph. These nodes have
the highest ranks, and the associated sentences
from the original text are extracted. To make the
summary more readable, the summary sentences
are sorted according to the order they appear in the
original text.

Similarly, the keyphrases are extracted from the
word nodes in the final graph. Only unique word
nodes with the highest ranks are taken.

4 Evaluation

We have used the Degree Centrality ranking
algorithm, with the summary size and keyphrase
size as 6 and the trim percentage set to 80%.

Table 1 provides extractive summarization
results on the arXiv and PubMed datasets. The
PubMed dataset, which has 133K scientific
documents, is divided into a training set
(125,020 documents, 94%); a validation set
(3,990 documents, 3 %); and a test set (3,990
documents, 3%). The ArXiv dataset, which
contains 215K scientific documents, is distributed
between a training set (193,500 documents, 90%);
a validation set (10,750 documents, 5 %); and a test
set (10,750 documents, 5%).The gold summary of
each document in both these datasets is the abstract
of the document.(Cohan et al., 2018).

We compare Textstar against well-known
extractive graphical algorithms: LSA (Steinberger
et al., 2004) , SumBasic (Vanderwende et al., 2007),
and LexRank (Erkan and Radev, 2004). We use the
results of these algorithms found in Cohan et al.
(2018).

Table 2 provides the results for automatic
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keyhprase extraction. We evaluate on the following
well-known datasets:

• Inspec: This dataset contains 2,000 short
English texts, which are collected from the
Inspec database from between 1998 and 2002.
Each piece consists of an abstract, a title, and
keyphrases. (Hulth, 2003).

• SemEval: This dataset consists of 284 English
scientific articles from the ACM Digital
Library in four topics: Distributed Systems,
Information Search and Retrieval, Distributed
Artificial Intelligence, and Behavioral
Sciences - Economics. The distribution of
each topic is equal. The gold keyphrases
were cautiously selected by both authors and
readers. (Kim et al., 2010).

Our model is evaluated by f-mesure on the top K
keypharses (F1@K). Textstar is compared against
the following graph-based keyphrase extraction
algorithms: TextRank (Mihalcea and Tarau, 2004),
SingleRank (Wan and Xiao, 2008), TopicRank
(Bougouin et al., 2013), PositionRank (Florescu
and Caragea, 2017), and MultipartiteRank (Boudin,
2018). The results of Inspec and SemEval2010 for
the baseline algorithms are obtained from Liang
et al. (2021). Textstar is also comparable to
CopyRNN (Meng et al., 2017) and outperforms
RNN (Meng et al., 2017) deep learning model on
both the Inspec and SemEval dataset. These results
are gained from Meng et al. (2017)

To evaluate these algorithms, we use a Python
implementation of the ROUGE (Lin, 2004) metric2.
Our tests show that we outperform other graph-
based algorithms for text summarization on arXiv,
and are competitive to LexRank on the PubMed
dataset. For keyphrase extraction, we outperform
all other graph-based algorithms on all datasets
with the exception of the Inspec dataset.

5 Discussion

The experiments show that the algorithm is
competitive on benchmarks of both extractive
summarization and automatic keyphrase extraction.
Whereas separate sentence and word text graphs
lose information from the original text, reducing
the effectiveness of either task, our multi-task
approach takes advantage of the synergies between
summarization and keyphrase extraction, allowing

2https://github.com/Diego999/py-rouge

for better results than either individually. The
important words in a document are strongly
correlated to the important sentences. We make
use of the relationship between the words and the
structure of the document explicitly.

5.1 Limitations
The Textstar algorithm shares its limitations with
the larger graph-based family of extractive
summarization and keyphrase extraction
algorithms:

• performance is usually worse than state-of-
the-art of deep learning algorithms

• textgraphs generally do not rely on deeper
syntactic and semantic information

• textgraph-based algorithms do not make use
of domain knowledge

• extracted summaries are not natural to human
readers

• textgraphs generally do not perform well on
very short documents

Some of these limitations can be alleviated by
bringing in richer syntactic information (e.g.,
dependency trees) and semantic relations extracted
from the text or from knowledge graphs specific
to the domain of the document along the lines of
Tarau and Blanco (2021).

6 Conclusions

We introduced Textstar, a multi-task graph-
based extractive text summarization and automatic
keyphrase extraction algorithm. By iteratively
simplifying the text graph while eliminating the
lowest ranked scores as determined by a centrality
algorithm, we efficiently determine the most salient
sentences and keyphrases. Moreover, by building
the textgraphs from both sentence and word
nodes, we extract in one pass both summaries and
keyphrases.

By aggregating information about word
subsequences occurring in a sentence and sentence
subsequences occurring in a document, we show
that we outperform most other graph-based
methods.

While like most other graph-based methods,
Textstar’s performance does not match that of
state-of-the-art deep learning frameworks, Textstar
can act as a useful preprocessor to them to
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Algorithm
arXiv PubMed

ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L
LSA 29.91 7.42 25.67 33.89 9.93 29.70
SumBasic 29.47 6.95 26.30 37.15 11.36 33.43
LexRank 33.85 10.73 28.99 39.19 13.89 34.59
Textstar 38.8 12.8 32.1 38.6 13.9 32.0

Table 1: Summarization results on PubMed and arXiv dataset.

Algorithm
Inspec SemEval 2010

F1@5 F1@10 F1@5 F1@10
Graph_based Models

TextRank 27.04 25.08 3.80 5.38
SingleRank 27.79 34.46 5.90 9.02
TopicRank 25.38 28.46 12.12 12.90

PositionRank 28.12 32.87 9.84 13.34
Textstar 24.70 34.70 15.20 22.80

Deep Learning Models
RNN 8.50 6.40 15.70 12.40

CopyRNN 27.80 34.20 29.30 30.40

Table 2: Result of keyphrase extraction with metrics F1@5 and F1@10 in Inspec and SemEval 2010 datasets.

accommodate the input size limitations in various
neural systems.

Future work is planned to evaluate the use of
Textstar as a preprocessor for transformer-based
systems that have input-size limitations as well
for enhancing the text graph with similarity links
between sentence and word embeddings.
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Appendix A. Examples of Textstar Output

Below are the results of the Textstar algorithm on
a near final version of this paper.

Summary: Our contribution is as follows: (1)
We introduce a novel graph-based algorithm that
extracts both summaries and keyphrases at the
same time. The words and sentences are filtered
to remove those that are unlikely to contain
useful information. Sentences are removed if
they are too long or too noisy after the pdftotext
translation. This structure allows for the natural
encapsulation of information from the document,
including word and sentence position in a directed
graph. Moreover, the ring structures of words
and sentences allow both words and sentences
to be connected back to front; this is important
because later words/sentences refer to earlier
introductions. The algorithm first ranks the
nodes in the graph using a ranking function.
Table 1 provides extractive summarization results
on the arXiv and PubMed datasets. Moreover,
by building the textgraphs from both sentence
and word nodes, we extract in one pass both
summaries and keyphrases.

Keyphrases: ’word’, ’node’, ’sentence’, ’ring’,
’document’, ’connected’, ’score’

Below are the results of running Textstar on the
following few paragraphs from a news article about
the Bloom deep learning-based language model 3.

Now there is a true open-source alternative
to GPT-3, BigScience Bloom, which is freely
available for research and enterprise purposes.
Bloom was trained over 117 days at the
supercomputing center of the French National
Center for Scientific Research and is 176 billion
parameters in size. The development involved
over 1000 volunteer researchers, organized in the
BigScience project, coordinated by Hugging Face,
and co-funded by the French government. Bloom
can be downloaded for free on Hugging Face and
is said to be on par with GPT-3 for accuracy ?
and also toxicity. A key difference from GPT-3
is a stronger focus on languages away from the
otherwise dominant English language. Bloom can
process 46 different languages, including French,
Vietnamese, Mandarin, Indonesian, Catalan, 13
Indian languages (such as Hindi) and 20 African
languages. BigScience collected numerous new
datasets for this and is publishing full details on
datasets, development and training of Bloom. The
release falls under the Responsible AI License
developed by BigScience, which prohibits the
use of Bloom in areas such as law enforcement,
healthcare, or deception. However, unlike
OpenAI, for example, BigScience has no way
to effectively prevent misuse because the
model is available directly and not through an
interface. Bloom is now expected to serve as
the foundation for numerous applications and,
more importantly, research projects that create
alternative AI applications away from the big tech
companies.

3https://mixed-news.com/en/
bloom-is-a-real-open-source-alternative-to-gpt-3/

The summary and keyphrases generated by
Textstar. The resulting textgraph for this article
contains 153 nodes and a fragment of it is shown
in Figure 4.

Summary: BigScience Bloom is open science
and open source. Bloom was trained over
117 days at the supercomputing center of the
French National Center for Scientific Research
and is 176 billion parameters in size. The
development involved over 1000 volunteer
researchers, organized in the BigScience project,
coordinated by Hugging Face, and co-funded by
the French government. Bloom is now expected to
serve as the foundation for numerous applications
and, more importantly, research projects that
create alternative AI applications away from the
big tech companies.

Keyphrases: ’National Center’, ’Center
Scientific’, ’Scientific Research’, ’Now true
alternative’, ’volunteer researchers’, ’BigScience
project’
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Figure 4: Fragment of the News Article Textgraph
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Abstract

The 2022 ALTA shared task has been running
annually since 2010. This year, the shared task
is a re-visit of the 2012 ALTA shared task. The
purpose of this task is to classify sentences of
medical publications using the PIBOSO taxon-
omy. This is a multi-label classification task
which can help medical researchers and prac-
titioners conduct Evidence Based Medicine
(EBM). In this paper we present the task, the
evaluation criteria, and the results of the sys-
tems participating in the shared task.

1 Introduction

Within the practice of Evidence Based Medicine
(EBM), the medical practitioner integrates individ-
ual clinical expertise with the best external evi-
dence at point of care (Sackett et al., 1996). Find-
ing the best available evidence, however, is increas-
ingly difficult given the large amount of medical
publications. For example, at the time of writ-
ing, PubMed contains more than 34 million ci-
tations for biomedical literature1. From 2020 to
present, CORD-19, a resource of medical publi-
cations about COVID-19, SARS-COV-2, and re-
lated coronaviruses, has increased from an initial
set of 28,000 papers (Wang et al., 2020) to over
1,000,0002.

To assist with the task of finding the best avail-
able evidence, best EBM practice suggests users
to formulate queries that focus on specific aspects
of the clinical information sought. PIBOSO (Kim
et al., 2011) is a pre-defined set of such aspects of
clinical information, and systems participating in
the 2012 ALTA shared task classified sentences

1https://pubmed.ncbi.nlm.nih.gov/, ac-
cessed on 15 November 2022.

2https://www.kaggle.com/
datasets/allen-institute-for-ai/
CORD-19-research-challenge, accessed on 15
November 2022.

from medical publications into PIBOSO labels
(Amini et al., 2012). In 2022, 10 years later, ALTA
has re-visited the task, to find out whether recent
advances in machine learning would allow to im-
prove the quality of such classifiers.

This paper presents the results of systems partic-
ipating in the 2022 ALTA shared task. Section 2
describes the PIBOSO taxonomy. Section 3 briefly
mentions related work between the 2012 and the
2022 ALTA shared tasks. Section 4 describes the
evaluation framework. Section 5 presents two sim-
ple baselines that were made available to the par-
ticipating teams. Section 6 presents the results and
briefly describes the methods of participating sys-
tems. Finally, Section 7 concludes this paper.

2 PIBOSO

EBM guidelines recommend the use of structured
queries that focus on specific aspects of clinical
information (Richardson et al., 1995). One of the
most widely used systems is PICO, which defines
4 types of information: Population, for example
the number and type of participants in a study;
Intervention, such as the treatment applied to the
population; Comparison (if appropriate), for ex-
ample alternative interventions or placebo; and
Outcome of an intervention.

Different variants and extensions of PICO have
been proposed. The ALTA 2012 and 2022 shared
tasks use PIBOSO (Kim et al., 2011). This schema
removes the Comparison tag and adds three new
tags: Background, Study design, and Other. The
PIBOSO tags, as defined by Kim et al. (2011), are:

• Population: The group of individual persons,
objects, or items comprising the study’s sam-
ple, or from which the sample was taken for
statistical measurement;

• Intervention: The act of interfering with a
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condition to modify it or with a process to
change its course (includes prevention);

• Background: Material that informs and may
place the current study in perspective, e.g.
work that preceded the current; information
about disease prevalence; etc;

• Outcome: The sentence(s) that best summa-
rizes the consequences of an intervention;

• Study Design: The type of study that is de-
scribed in the abstract;

• Other: Any sentence not falling into one of
the other categories and presumed to provide
little help with clinical decision making, i.e.
non-key or irrelevant sentences.

Different parts of a medical publication may fo-
cus on different PIBOSO elements. In practice,
each sentence of a PubMed abstract will normally
focus on one PIBOSO element, but sometimes a
sentence may focus on several (see Table 2 for ex-
amples). Thus, systems attempting to determine
the PIBOSO labels of a sentence will need to im-
plement multi-label sentence classification. This is
the focus of the 2012 and 2022 ALTA shared tasks.

3 Related Work: From 2012 to 2022

The data used in this 2022 shared task is based on
the data from the 2012 task (Amini et al., 2012),
which is derived from the original NICTA-PIBOSO
dataset by Kim et al. (2011). Sentence classifi-
cation systems participating in ALTA 2012 used
approaches based on Conditional Random Field
(CRF), Support Vector Machines (SVM), stacked
logistic regression, maximum entropy, and random
forests. The results of the participating systems are
summarised in Table 1.

The following additional research has used the
NICTA-PIBOSO dataset for sentence classifica-
tion. Verbeke et al. (2012) used statistical relational
learning. Hassanzadeh et al. (2014) used CRF and
a discriminative set of features. Jin and Szolovits
(2020) used LSTM plus adversarial training and
unsupervised pre-training over large corpora. All
of these systems report F1 as the evaluation metric,
which is different from the metric used in the ALTA
2012 and ALTA 2022 datasets (Section 4). Even
though the F1 and AUC metrics may lead to similar
rankings of systems, as observed in the ALTA 2012
shared task (Amini et al., 2012), systems fine-tuned

for AUC might not lead to optimal F1 scores. Most
notably, systems fine-tuned for AUC do not need
to set a classification threshold, and an evaluation
using F1 will give very different results depending
on the choice of classification threshold.3

4 Evaluation Framework

We have been unable to retrieve the labelled test
data of the 2012 ALTA shared task. As a conse-
quence, the data for the 2022 shared task is based
on the training data from the 2012 shared task, af-
ter shuffling the original data and re-numbering the
sample IDs. The resulting data has been split into
three sets for training, validation, and test.

The documents used in the datasets are abstracts
of medical publications published in PubMed.
Each abstract contains multiple sentences, and con-
sequently a single PubMed abstract corresponds to
several samples in the dataset. To minimise data
leakage between the different partitions, the par-
titions were made based on the abstracts so that
all sentences of the same abstract would be in the
same partition. Besides preventing data leakage,
this partitioning also allows the participating sys-
tems to use the context of the other sentences from
an abstract during the classification task.

Table 2 shows several samples from the dataset.
The table shows that the dataset indicates the
PubMed ID, the sentence position in the PubMed
abstract, the PIBOSO labels associated with the
sentence, and the text of the sentence.

Table 3 shows that the label distributions are not
balanced, and most of the labels are Background,
Outcome, or Other. All three partitions have a
similar label distribution.

The evaluation framework was implemented as
a CodaLab competition4 which consisted of three
phases. In the development phase, the training
and validation data were available but the labels
of the validation data were not available. Partici-
pant teams were able to make up to 100 submis-
sions to test their systems against the validation
data. This phase was not used for the final ranking
of the participating systems and ended on the 4th
of October 2022. In the test phase, the test data

3We observed that a system participating in ALTA 2022
obtained very good AUC scores but their F1 score was 0
because the probabilities assigned to each label were lower
than the default threshold of 0.5. Probably, a lower threshold
would have given a non-zero F1 score for that system.

4https://codalab.lisn.upsaclay.fr/
competitions/6935
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System AUC (test) F1

Marco Lui (Lui, 2012) 0.97 0.82
A MQ 0.96 0.79
Macquarie Test (Molla, 2012) 0.94 0.77
DPMCNA 0.93 0.71
System Ict (Gella and Long, 2012) 0.93 0.73
Dalibor 0.92 0.73
Starling 0.87 0.79
Mix 0.84 0.74

Benchmarks (Amini et al., 2012)
- CRF corrected 0.88 0.80
- Naive 0.70 0.55

Table 1: AUC and F1 for the 2012 test set. The best results per column are given in bold. Refer to Section 4 for an
explanation of the AUC metric.

PubMed ID Sentence Labels Text

1031546 1 Population, Intervention A 26-year-old subfertile woman . . .
1031546 2 Outcome A pregnancy resulted, which . . .
1031546 3 Outcome It is suggested that this production . . .

Table 2: Annotations corresponding to one PubMed abstract from the training set

train val test

Population 7.11% 7.84% 7.38%
Intervention 6.10% 6.31% 6.15%
Background 21.63% 27.23% 22.67%
Outcome 38.85% 37.25% 35.32%
Study design 2.03% 2.61% 2.46%
Other 29.50% 24.62% 30.75%

Table 3: Label distributions in the data set. The numbers
indicate the percentage of sentences that contain the
given label. The sum of percentages in each dataset is
higher than 100% because a sentence may have multiple
labels.

(without labels) was made available and participant
teams were able to make up to 3 submissions. This
phase was used for the final ranking. In the subse-
quent phase of unofficial submissions, participant
systems are able to make an unlimited number of
submissions5 that will be evaluated on the valida-
tion data. This phase remains open and new teams
are encouraged to participate and make new sub-
missions.6

5In practice, there is a limit of 999 unofficial submissions.
6Read https://codalab.lisn.upsaclay.fr/

competitions/6935 and http://www.alta.asn.
au/events/sharedtask2022/ for details of how to
participate.

The training data contains 8,216 sentences, the
validation data used in the first phase contains 459
sentences, and the test data contains 569 sentences.

Given an input sentence, the output of each par-
ticipating system must produce, for every PIBOSO
label, a number between 0 and 1 that represents the
confidence or probability that the label is assigned
to the sentence.

The evaluation metric is the micro-average of the
Area Under the Receiver Operating Characteristic
(ROC) Curve. The ROC curve plots the true pos-
itive rate against the false positive rate at various
threshold settings for binary classification. We use
the micro-average so that labels with more samples
are given more importance. The advantage of us-
ing this metric instead of metrics such as F1 is that
it incorporates the probability scores returned by
the system, such that two systems with identical
classification predictions but different probability
scores will be ranked differently.

5 Baselines

We have provided two simple baselines against
which the participating systems can compare. The
code for these baselines is publicly available7. We

7https://github.com/altasharedtasks/
baselines2022
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System Category AUC (test)

Heatwave Student 0.9874
CSECU-DSG Student 0.9687
Cufe Open 0.9634
TurkNLP Student 0.9318
NN baseline 0.9105
NB baseline 0.8769

Table 4: Results of the 2022 ALTA shared task. Metric:
Area under the micro-averaged Receiver Operator Char-
acteristics (ROC) curve. Sorted based on AUC (test).
The winning team is highlighted in boldface.

describe these baselines below.

Naive Bayes (NB). A set of 6 independent Naive
Bayes classifiers, one per classification label, has
been implemented using scikit-learn. Each sen-
tence is vectorised using tf.idf, and the number of
features has been limited to 10,000. Stop words are
not removed.

Neural Network (NN). A simple Neural Net-
work architecture has been implemented in Keras.
The sentences have been vectorised in the same
way as with the Naive Bayes baseline. Namely,
scikit-learn has been used to obtain the tf.idf of the
sentences, and the top 10,000 words have been re-
tained. Stop words are not removed. The resulting
vectors are fed to a simple neural network consist-
ing of a single dense layer with 6 neurons (one per
label), and sigmoid activation. The network does
not use dropout. The network has been trained for
70 epochs, batch size 32, and a validation split of
0.2. The choice of number of epochs was deter-
mined after examining the loss of the validation
split8.

6 Participating Systems and Results

A total of 3 teams registered in the student cate-
gory, and 6 teams registered in the open category.
Of these, only 5 teams submitted runs in the Co-
daLab test phase. Table 4 shows the results of
the baselines and participating systems for the test
phase.

We can observe that all participating teams out-
performed the two baselines.

Three of the teams have submitted system de-
scriptions and they are available in the proceedings

8Note that the validation split used for training is part of
the ALTA training set. This is different from the actual ALTA
validation set.

System AUC (dev) AUC (test)

NN baseline 0.9091 0.9105
NB baseline 0.8718 0.8769

Table 5: Results of the baseline systems on the devel-
opment and test sets. Metric: Area under the micro-
averaged Receiver Operator Characteristics (ROC).

of the 2022 Australasian Language Technology
workshop (ALTA 2022). All three systems incor-
porated Transformers in their implementations, in
particular variants of BERT (Devlin et al., 2018).

Team Heatwave obtained the best results. Their
winning system (Fang and Koto, 2022) used an
ensemble of BERT-based implementations (BERT,
RoBERTa, BioBERT) that classified each sentence
with the help of the context of adjacent sentences.

Team CSECU-DSG (Aziz et al., 2022) extended
DeBERTa with 5-fold cross-training (creating ef-
fectively an Ensemble approach) and multi-sample
dropout.

Team TurkNLP (Bölücü and Hepsaǧ, 2022) ex-
tended SciBERT by adding a classification layer
that incorporated information from the [CLS] token
and the average of SciBERT embeddings.

7 Conclusions

Participation in the 2022 ALTA shared task showed
the successful use of Transformer approaches for
this task of multi-label classification of abstract sen-
tences from medical publications using PIBOSO.
All participating systems outperformed the base-
lines. Furthermore, the top system outperformed
the participating systems of ALTA 2012 (Tables 1
and 4). There is a potential caveat in that the test
data used in the 2022 ALTA shared task was differ-
ent from that of the 2012 ALTA shared task because
of the non-availability of the labels of the original
2012 test data. Having said that, given that the
test set of the original data was created as a ran-
dom partition, we would not expect a very large
difference in the results. Table 5 shows very small
differences between the results of the development
and test sets of the Naive Bayes and Neural Net-
works baselines. In addition, the 2012 shared task
(Amini et al., 2012) showed a difference of 0.01 or
less between the public and private test partitions in
most participating systems. The small differences
in the results suggest that an evaluation made with
the 2022 test data would produce similar results to
an evaluation made with the 2012 test data.
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Abstract 

This study is the first likelihood ratio (LR)-

based forensic text comparison study in 

which each text is mapped onto an 

embedding vector using RoBERTa as the 

pre-trained model. The scores obtained 

with Cosine distance and probabilistic 

linear discriminant analysis (PLDA) were 

calibrated to LRs with logistic regression; 

the quality of the LRs was assessed by log 

LR cost (𝐶𝑙𝑙𝑟). Although the documents in 
the experiments were very short (maximum 

100 words), the systems reached the 

𝐶𝑙𝑙𝑟values of 0.55595 and 0.71591 for the 
Cosine and PLDA systems, respectively. 

The effectiveness of deep-learning-based 

text representation is discussed by 

comparing the results of the current study 

to those of the previous studies of systems 

based on conventional feature engineering 

tested with longer documents. 

1 Introduction 

In forensic science, the likelihood ratio (LR) 

framework has long been considered the logically 

and legally correct approach to interpreting the 

analysis of forensic evidence (Aitken and Stoney, 

1991; Aitken and Taroni, 2004; Morrison, 2022; 

Robertson et al., 2016). The LR framework is 

standard in DNA typing. The community of 

forensic text comparison (FTC), commonly known 

as forensic authorship verification, recently 

recognised the importance of this framework 

(Grant, 2022). Despite the importance of the LR 

framework in forensic science, LR-based studies 

on textual evidence are still conspicuously rare 

(Ishihara, 2017, 2021; Ishihara and Carne, 2022). 

Many studies claim to be forensic but treat the 

problem as a usual authorship verification problem. 

However, there are important differences between 

conventional and forensic authorship verification. 

Conventional authorship verification aims to 

answer a verification problem. Forensic authorship 

verification aims to assist the fact finder in 

concluding the case, not answering the problem. 

Legally, giving an answer to a verification problem 

(even in a probabilistic term) equates to referring to 

the ultimate question of ‘guilty vs. not guilty’, 

which is only permitted for the fact finder. 

Logically, forensic scientists without all evidential 

information of the case cannot estimate the 

probability of a hypothesis from incomplete 

evidence. Thus, they cannot logically refer to the 

ultimate question. However, forensic scientists can 

logically and legally estimate the strength of 

evidence via LR (Aitken and Stoney, 1991; Aitken 

and Taroni, 2004; Robertson et al., 2016). 

LR is given in Equation (1). LR is the ratio of 

two conditional probabilities; one is the probability 

of evidence (𝐸) given the prosecution hypothesis 
(𝐻𝑝) and the other is the probability of the same 

evidence given the defence hypothesis (𝐻𝑑). 

𝐿𝑅 =
𝑃(𝐸|𝐻𝑝)

𝑃(𝐸|𝐻𝑑)
 (1) 

The relative strength of the given evidence with 

respect to the competing hypotheses is reflected in 

the magnitude of the LR. The greater the LR value 

is than 1, the stronger support the evidence is 

considered to provide for the prosecution; the 

smaller the LR value is than 1, mutatis mutandis, 

for the defence hypothesis. It is very important to 

note that the LR is not a binary expression of truth. 

With an LR estimated as the strength of 

evidence, the fact finder’s belief regarding the 

hypotheses (quantified as prior odds) is raised to 

the posterior odds through the Bayesian theorem, 

as shown in Equation (2).  
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The posterior odds are equivalent to the fact 

finder’s belief regarding the hypotheses given the 

evidence  

Despite the success of deep learning in many 

natural language processing tasks, a conventional 

machine learning approach with traditional feature 

engineering remains effective in authorship 

verification, particularly for small datasets 

(Kestemont et al., 2019; Kestemont et al., 2018). 

Nonetheless, deep-learning-based systems 

gradually started achieving better verification 

accuracy than conventional approaches, in 

particular with a large volume of data (Kestemont 

et al., 2021; Kestemont et al., 2020; Zhu and 

Jurgens, 2021). Despite of its clear presence, deep 

learning has no yet made inroads into the LR-based 

FTC. This preliminary study looks in the 

effectiveness of a deep-learning approach in LR-

based FTC. 

2 Methodology 

2.1 Datasets 

This study used the dataset of Amazon reviews 

prepared by Zhu and Jurgens (2021) with minor 

modifications. They filtered out reviews that are 

shorter than 50 tokens, and selected authors who 

contributed at least 5 reviews and at least in two 

product domains; there are 17 product domains. 

 
1 https://github.com/lingjzhu/idiolect 

The text length did not exceed 100 tokens; i.e. 

max_length = 102. 

Table 1 shows the numbers of authors, same 

author (SA) and different author (DA) comparisons 

in each dataset. The former is the simulation of the 

𝐻𝑝 and the latter is that of the 𝐻𝑑 . The training and 

development datasets were used as originally 

prepared by Zhu and Jurgens (2021). The original 

test dataset was evenly split into two: one half was 

used as the test, and the other was used as the 

calibration dataset.  

Dataset Author SA DA 

Test 32,124 96,253 96,491 

Training 51,398 148,845 149,389 

Development 12,849 36,429 36,317 

Calibration 32,124 96,253 96,491 

Table 1: Numbers of authors and 

SA/DA comparisons for each dataset. 

2.2 Embedding and Fine-Tuning 

Stylistic embedding of each text was performed as 

described by Zhu and Jurgens (2021) and using 

their tools.1  They demonstrated the superiority of 

their system to various deep-learning-based 

baseline systems. 

Each text was mapped into an embedding vector 

(𝑧)  by merging the last hidden states 

(=  {ℎ0,ℎ1,⋯ , ℎ𝑛}) into a single embedding vector 

                                                    Embedding                          Score calculation             Calibration 

 
 
 

 

 
 

 

Figure 1: Process of estimating LRs. D{t,c} = (t)est or (c)alibration document; V{t,c} = vectorised (t)est or 

(c)alibration document; PLDA = probabilistic linear discrimination analysis. 
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(=  ℎ𝑜) by attention pooling. The underlying pre-
trained model was RoBERTa (specifically 

roberta-base as the encoder) (Liu et al., 

2019). The training was done using the proxy-

anchor loss function (Kim et al., 2020) with 

𝛼 =  30; 𝑡𝑠 =  0.6;  𝑡𝑑  =  0.4; 𝑡𝑡  =  𝑡𝑠 +  𝑡𝑑  2.⁄  

It is a continuous approximation of the max-margin 

loss of which the additional parameter enables 

better control over the penalty magnitude for 

difficult comparisons. An embedding vector 

dimension is 768. The hyperparameter values for 

fine-tuning were set according to Zhu and Jurgens 

(2021). The batch size was set at 256. Adam 

optimiser was used with a learning rate of 1𝑒−5. 
The models were set to train for five epochs, after 

which no further improvement in performance was 

observed. 

2.3 Estimating Likelihood Ratios 

Estimating LRs for a pair of documents in the form 

of an embedding vector is illustrated in Figure 1. It 

is a two-stage process comprising score calculation 

and calibration. 

Two methods were tested for estimating a score 

for each comparison of documents. One method 

was based on Cosine distance and the other on 

probabilistic linear discriminant analysis (PLDA) 

(Prince and Elder, 2007). The PLDA model used in 

this study was a two-covariance model. Besides the 

information regarding the author’s unique writing 

style (𝑥) , each embedding vector (ℎ𝑜)  carries 
some residual noise (𝜀); for example, noise caused 
by thematic variations. Thus, ℎ𝑜can be represented 
as Equation (3): 

ℎ𝑜 = 𝑥 + 𝜀 (3) 

A Gaussian generative model was assumed for 

the probability density function for 𝑥 and 𝜀, which 
requires a within-author and between-author 

covariance matrix, respectively. Authors were 

randomly selected from the training dataset to train 

the matrices (N = 10,000). A PLDA score was 

calculated using Equation (4), where 𝑧𝑖 and 𝑧𝑗  are 

embedding vectors under comparison. 

𝑠𝑐𝑜𝑟𝑒 =
𝑃(𝑧𝑖 , 𝑧𝑗|𝐻𝑝)

𝑃(𝑧𝑖|𝐻𝑑)𝑃(𝑧𝑗|𝐻𝑑)
 (4) 

The scores of the test dataset calculated through 

the two methods were converted to LRs at the 

calibration stage using logistic regression, the most 

common calibration approach for LR-based 

systems (Morrison, 2013; Ramos and Gonzalez-

Rodriguez, 2013). The scores obtained from the 

calibration dataset were used to train the logistic 

regression. 

2.4 Evaluation 

Evaluation metrics based on classification or 

identification accuracy are not appropriate for 

assessing the performance of LR-based systems. 

Such metrics are inappropriate because (1) the 

category-based classification accuracy does not 

properly assess the magnitude of LRs (which is 

continuous), and (2) they implicitly refer to the 

accuracy of decision making, guilty vs. not guilty; 

only the fact finders (not forensic scientists or FTC 

experts) are legally permitted to refer to this 

ultimate question. The standard evaluation metric 

for LR-based systems is the log LR cost (𝐶𝑙𝑙𝑟) 
expressed in Equation (5): 

𝐶𝑙𝑙𝑟 =
1

2
(
1

𝑁𝑆𝐴
∑ log2 (1 +

1

𝐿𝑅𝑆𝐴𝑖
)

𝑁𝑆𝐴

𝑖
 

                      +
1

𝑁𝐷𝐴
∑ log2 (1 + 𝐿𝑅𝐷𝐴𝑗)

𝑁𝐷𝐴

𝑗
) 

(5) 

In Equation (5), 𝑁𝑆𝐴 and 𝑁𝐷𝐴 are the numbers 

of SA and DA comparisons, respectively. 𝐿𝑅𝑆𝐴𝑖 

and 𝐿𝑅𝐷𝐴𝑗  are the ith SA and jth DA linear LRs, 

respectively. The 𝐶𝑙𝑙𝑟  is the overall average of the 

costs, which were calculated for all LRs. The 

closer to 𝐶𝑙𝑙𝑟  = 0, the better the performance. If 

𝐶𝑙𝑙𝑟  ≥ 1, it denotes that the evidence is not 

informative for inference. With the pool-adjacent-

violators algorithm, 𝐶𝑙𝑙𝑟  can be decomposed into 

𝐶𝑙𝑙𝑟
𝑚𝑖𝑛  and 𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 , which assess the discrimination 

and calibration performance of the system, 

respectively. Thus, 𝐶𝑙𝑙𝑟  =𝐶𝑙𝑙𝑟
𝑚𝑖𝑛  𝐶𝑙𝑙𝑟

𝑐𝑎𝑙 . EER  is also 

given for reference. A Tippett plot was used to 

visualise the magnitude of the derived LRs. 

3 Results 

The experimental results for the 𝐶𝑙𝑙𝑟-based metrics 
are shown in Table 2. 

 𝑪𝒍𝒍𝒓 𝑪𝒍𝒍𝒓
𝒎𝒊𝒏 𝑪𝒍𝒍𝒓

𝒄𝒂𝒍 EER 

Cosine 0.55595 0.55487 0.00108 0.17263 

PLDA 0.71591 0.67159 0.04432 0.21855 

Table 2: Experimental results. 

Table 2 shows that the Cosine system 

outperforms the PLDA system in all metrics. The 

𝐶𝑙𝑙𝑟
𝑐𝑎𝑙  values are close to zero, indicating that the 
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derived LRs are well-calibrated for both systems. 

The PLDA model probabilistically considers the 

between- and within-author variabilities. 

Theoretically, the model is expected to suit the 

authorship verification task. Therefore, it was 

expected to outperform the Cosine system. The 

contrary result could be due to the amount of data 

available for each document—100 words 

maximum. This finding warrants further study. The 

Cosine system has been reported as robust against 

adverse conditions, including the scarcity of data 

(Ishihara, 2021; Ishihara and Carne, 2022). The 

derived LRs were plotted as Tippett plots to 

observe their magnitudes (see Figure 2). 

 

 

Figure 2: Tippett plots: Panel a) is for the Cosine 

system and Panel b) is for the PLDA system. The 

solid black curves = SA LRs and the solid grey 

curves = DA LRs. 

The derived LRs from the Cosine system were 

conservative in magnitude; most LRs were within 

the range of the log10LR of ±2.5. Conversely, 

Figure 2b shows some excessively strong LRs of 

the PLDA system (e.g., greater than a log10LR of 

±10). The strong contrary-to-fact LRs raise 

concerns. The excessively strong LR values both 

for the contrary-to-fact comparisons and the 

consistent-with-fact comparisons indicate the 

model’s instability. Since each document only 

contains a maximum of 100 words, it is sensible not 

to have overly strong LRs. 

Ishihara (2021) conducted LR-based FTC 

experiments by measuring the Cosine distance of 

documents modelled via word unigrams. The target 

documents were also product reviews for Amazon. 

Each document was approximately 4 kB in data 

(approximately 800 words in length)—

considerably longer than the current study’s 

(maximum 100 words). Ishihara reported a 𝐶𝑙𝑙𝑟  of 
0.70640 as the optimal result. Ishihara’s 

experiments were carried out with the test, 

reference and calibration datasets, each of which 

had 720 authors. 

Despite the very short documents, the systems 

tested in this study achieved nearly the same level 

of performance (Cosine: 𝐶𝑙𝑙𝑟  = 0.55595; PLDA: 

𝐶𝑙𝑙𝑟  = 0.71591) as Ishihara’s (2021) system based 

on documents of approximately 800 words 

(𝐶𝑙𝑙𝑟  = 0.70640). Although the experiments are not 

directly comparable, the effectiveness of the deep-

learning-based text representation for estimating 

LRs can be conjectured. 

4 Conclusions 

In this study, the LRs were estimated by logistic 

regression calibrating the scores obtained through 

two systems: one based on Cosine distance and the 

other on the PLDA model. The documents were 

mapped on embedding vectors using RoBERTa as 

the pre-trained model, and the derived LRs were 

assessed with 𝐶𝑙𝑙𝑟  . Albeit the documents being 
very short, the systems reached the 𝐶𝑙𝑙𝑟  values of 
0.55595 and 0.71591, respectively for the Cosine 

and PLDA systems. The effectiveness of the deep-

learning-based text representation was discussed in 

comparison to the results of a previous study which 

was based on the system with conventional feature 

engineering and longer documents. 
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Abstract

The goal of the shared task is multi-label classi-
fication for biomedical records in English used
for Evidence-Based Medicine. In this paper, we
describe the model based on the Transformer
submitted by our team turkNLP for the shared
task. Our model achieved a Micro ROC score
of ≈ 0.93 on the shared task and ranked 5th in
the leaderboard.

1 Introduction

The ALTA 2022 shared task1 is a well-studied Nat-
ural Language Processing (NLP) problem which
is multi-label sentence classification in biomedical
field. The problem is assigning the sentences to one
or more labels of the predefined 6 categories for the
given dataset which is Evidence-Based Medicine
(EBM) dataset presented by Kim et al. (2011).

In this paper, we as a team of turkNLP have taken
up and proposed a deep learning model based on
Transformer (Vaswani et al., 2017) to identify the
queries in Evidence-Based Medicine (EBM) pre-
sented by Kim et al. (2011) for the ALTA 2022
shared task. Our model concatenates the encoder
layer of the Transformer proposed by Vaswani
et al (Vaswani et al., 2017) and the embedding
of [CLS] token of the BERT model (Kenton and
Toutanova, 2019), which is used as the embedding
layer of the Transformer model.

The main contribution of this paper is that we
investigate the impact of the BERT model on the
Transformer for multi-label classification problem.
The model has shown an improvement over the
Transformer model for multi-label classification,
as the concatenation of the embedding of [CLS]
token of the BERT model captures the semantic of
the whole input, while the Transformer captures

1https://codalab.lisn.upsaclay.fr/
competitions/693500

the semantic of each word of the input2.
The rest of the paper is organized as follows:

We give the related work on the multi-label clas-
sification problem for EBM with the shared task
dataset Kim et al. (2011) in Section 2. The pro-
posed model for the problem is given in Section 3
and the experimental setup, results, and detailed
analysis of the results are presented in Section 4.
Finally, Section 5 concludes the paper with insights
on the impact of the proposed model on the multi-
label classification problem for EBM and possible
future work.

2 Related Work

The first study classifying abstract sentences based
on the PIBOSO scheme was conducted by Kim
et al. (2011). The NICTA-PIBOSO dataset, the
most studied dataset, was also published by Kim
et al. (2011). The authors presented a Conditional
Random Field (CRF) classifier with lexical (e.g.,
unigram, bigram), semantic (e.g., metathesaurus),
structural (e.g., the position of the words), and se-
quential (e.g., direct and indirect dependencies on
previous sentences) features to assign sentences to
predefined labels.

Verbeke et al. (2012) presented a new approach
based on kLog (Frasconi et al., 2014), a new lan-
guage for statistical relational learning with kernels.
In the study, the authors extracted features such as
PoS tags, lemmas, and dependency labels using
BiogaphTA and GENIA dependency parser (Sagae
and Tsujii, 2007) and fed them into kLog for the
problem. The NICTA-PIBOSO dataset was also
the basis of the ALTA 2012 shared task (Amini
et al., 2012). Lui (2012) extended the study of Kim
et al. (2011) by adding additional features such as
PoS n-grams, sentence length etc., and stack the

2The code is publicly available at https://github.
com/adalin16/alta-2022
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features with a metalearner to combine multiple
feature sets, based on an approach similar to the
metalearner of Wolpert (1992). Mollá et al. (2012)
presented a model consisting of two stages: (1)
using K-means to cluster abstracts according to the
actual sentence distribution in the abstract, (2) us-
ing clustering results in multi-label classification.
Gella and Duong (2012) also used the CRF model
with similar features as Kim et al. (2011). The
categorization of sentences as structured and un-
structured is the main difference compared with
previous studies from Kim et al. (2011); Verbeke
et al. (2012). If the first sentence in an abstract is
a sentence ordering label, the authors categorized
the abstract as structured otherwise unstructured.
The categorization increased the performance of
the problem compared to previous studies.

3 Methodology

Transformer model (Vaswani et al., 2017) is very
popular because of its performance in NLP tasks
such as sequence tagging (Tsai et al., 2019; He
et al., 2020) and machine translation (Wang et al.,
2019; Liu et al., 2020). Recently, there are lots
of models based on the Transformer (Vaswani
et al., 2017) in NLP such as BERT (Kenton and
Toutanova, 2019), T5 (Raffel et al., 2020) etc. The
success of the Transformer model is processing
sequential data in parallel without a recurrent net-
work instead of paying attention to the last state
of the encoder, as in Recurrent Neural Networks
(RNNs).

In this study, we adopted the encoder of the
Transformer model (Vaswani et al., 2017) by ex-
tending the model with the pre-trained language
models to perform classification by mapping the
data to the EBM PIBOSO classes. The architecture
of the proposed model is shown in Figure 1.

Let D = {Si,mi}Ti=1 denote a set of T samples,
where Si is a sentence and mi is the corresponding
labels “population”, “intervention”, “background”,
“outcome”, “study design”, “other”).

The words {w1, w2, · · · , wn} of a sentence are
mapped to the corresponding embeddings in the
embedding layer, and the positional information
Epos is encoded and appended to the text represen-
tation and fed into the encoder layer, which consists
L identical layers. The output of the Transformer
Encoder is the mean of the output of the tokens as
given below:

To = mean(t1, t2, · · · , tn) (1)

We concatenated the output of the Transformer
model and the embedding of the [CLS] token as
input of the classification layer as defined below.

o = To ⊕ [CLS] (2)

In the classification layer, we used the sigmoid
function that squeezes the results between 0 and
1, and we used 0.5 as the threshold to convert the
probabilities into classes. The formula of the layer
is given in Equation 3.

ŝ = sigmoid(W · o+ b) (3)

where ŝ is the predicted result through the model,
W is the weighted matrix, o is the concatenation of
the Transformer model and the embedding of the
[CLS] token as defined in Equation 2, and b is the
bias.

4 Experiments & Results

In this section, we present the details of the dataset,
experimental setup, and results.

4.1 Dataset

There are several variants and extensions of the
classification PICO (Kim et al., 2011). The dataset
called PIBOSO was proposed by Kim et al. (2011),
where the tag “comparison” was removed and
three new tags “background”, “study design”, and
“other” were added. The PIBOSO dataset has 6 cat-
egories namely “background”, “population”, “Inter-
vention”, “outcome”, “study design”, and “other”.
Samples taken from train set are given in Table 1.

In the dataset, sentences can have more than
one label since it is a multi-label dataset. The
train/dev/test size is given in Table 2 with the per-
centage of sentences annotated with given labels
in the train set. The rows sum to more than 100%
because a sentence is likely to contain more than
one label. Note that “background”, “outcome”, and
“other” received a higher percentage of labels, while
“population”, “intervention”, and “study design”
are at least annotated labels in the dataset (Kim
et al., 2011).

4.2 Experimental Setting

We implemented the proposed model using the
PyTorch library. The Adam optimizer (Kingma
and Ba, 2014) was used with an epsilon value of
1e − 8 and the default max grad norm. The BCE
loss function was used as the objective function.
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Figure 1: Overview of the architecture for multi-label classification problem

Sentence population intervention background outcome study design other
The response rate was 79.5%. 0 0 0 1 0 0
The average age was 71 years. 1 0 0 0 0 0
This group totaled 410 births. 0 0 0 0 0 1
All of these must be considered. 0 0 1 0 0 0
In an effort to overcome these · · · 0 1 1 0 0 0

Table 1: Samples taken from train set of PIBOSO dataset (Kim et al., 2011)

Set Number
Train 8216
Dev 459
Test 569
Label %
population 7.11
intervention 6.10
background 21.63
outcome 38.85
study design 2.03
other 29.50

Table 2: Percentage of sentences that were annotated
with a given label in the dataset

We used BERT (Kenton and Toutanova, 2019) pre-

trained language model (SciBERT (Beltagy et al.,
2019)3) to convert words into embeddings. We
finetuned the model using the 0.1 of the train set of
the dataset, since the labels of the development set
were not revealed in the shared task. The parame-
ters of the model are given in Table 3.

In the shared task, the evaluation metric is the
area under the ROC (Receiver Operating Charac-
teristic) curve plotting the fraction of true positives
out of positives vs. the fraction of false positives
out of the negatives.

4.3 Results
To understand the effect of the concatenation of the
embedding of the [CLS] token of the BERT model,

3https://huggingface.co/allenai/
scibert_scivocab_cased
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we conduct experiments with and without it. The
Micro ROC scores are given in Table 4. The results
show that using the embedding of the [CLS] token
improves the results of the Transformer model. The
main improvement is due to the fact that embed-
ding of [CLS] token captures the semantic of the
entire sentence and provides valuable complemen-
tary information for the problem.

HyperParameter Model
learning rate 1e-4
batch size 16
d model 1
heads 1
# of layers 1
# of hidden 1
max length 100
dropout 0.1
weight decay 0.1
patience 20

Table 3: Parameter setting of the model

Model Micro ROC
Transformer 0.87698
Transformer+BERT 0.931843

Table 4: Test Results of the proposed model with base
Transformer model

To understand the performance of the model, we
generated Precision, Recall, and F1 scores for each
label in the train set of the dataset 4. The results
are shown in Table 5. It can be clearly seen that
the result of the label “outcome” which has the
best performance of the model. The categories
“background” and “other” follow the category “out-
come”. The categories “population”, “interven-
tion”, and “study design” show the lowest results
of the proposed model. This proves that the model
struggles in predicting the “population”, “interven-
tion”, and “study design” categories. When ana-
lyzing the percentage of each categories given in
Table 2, there is a correlation between the percent-
age of the categories and the results.

In Table 6, the results of the proposed model are
presented with the results of the teams that partic-
ipated in the ALTA 2022 shared task5. The best

4The dev and test set labels are not available, we only calcu-
lated the Micro ROC score using the https://codalab.
lisn.upsaclay.fr/competitions/6935

5We couldn’t compare the results with previous work (Kim

Label Precision Recall F1
population 0.00 0.00 0.00
intervention 0.00 0.00 0.00
background 0.93 0.19 0.31
outcome 0.84 0.83 0.84
study design 0.00 0.00 0.00
other 0.98 0.60 0.75

Table 5: Precision, Recall and F1 score for each class in
the train set

Micro ROC score was obtained by heatwave.
Our model couldn’t achieve the highest score, but
the result of our model is still competitive with the
best result.

Team Name Micro ROC
heatwave-2 0.987395
heatwave-1 0.983792
CSECU-DSG 0.968750
michaelibrahim 0.963404
turkNLP (Our model) 0.931843
dmollaaliod 0.910455

Table 6: Test Results of multi-label classification using
the proposed model and the best results of the ALTA
2022 shared task

5 Conclusion

In this paper, we presented the model of Trans-
former model augmented with pre-trained language
model (Transformer+BERT) on ALTA 2022 shared
task in the English language. Experimental results
showed that the Transformer+BERT model out-
performed the Transformer model. We found that
combining the embedding of [CLS] token of the
BERT model helps to capture the semantic of the
whole sentence and increase the performance of
the model. However, this study has also limitations.
Our model couldn’t perform on the labels with the
lower ratio in the dataset. Labels “population”,
“intervention”, and “study design” are difficult to
identify despite the performance of the model.

In the future, further improvements can be made
in sampling for multi-label classification to handle
the imbalanced dataset problem.

et al., 2011; Gella and Duong, 2012; Lui, 2012; Verbeke et al.,
2012), since the evaluation metric is different from the previ-
ous ALTA 2012 shared task (Amini et al., 2012).
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Abstract

In this paper, we show the effectiveness of before–
and after–sentences as additional context for sen-
tence classification in evidence-based medicine. Al-
though pre-trained language models encode con-
textualized representation, we found that the ad-
ditional contexts improve sentence classification
in terms of ROC (micro) score in the ALTA 2022
shared task. Additionally, averaging the probability
of top model predictions boosts the performance,
and our results for both public and private test sets
officially claim the first rank of the ALTA 2022
shared task.

1 Introduction

Integrating individual clinical expertise and exter-
nal medicine literature (also known as evidence-
based medicine) is the best practice to give care
to patients (Sackett et al., 1996; Koto and Fang,
2021). However, obtaining relevant medical liter-
ature requires in-depth expertise and can be time-
consuming due to the large availability of texts.

A search engine is one of the ways to assist
evidence-based medicine, and categorizing sen-
tences in medicine literature based on PICO frame-
work (Kim et al., 2011) can improve the search
effectiveness (Amini et al., 2012). PICO mainly
consists of four labels: Population (P) (i.e. par-
ticipants in a study); Intervention (I); Com-
parison (C) (if appropriate); and Outcome
(O) (of an Intervention), and can be extended to
classes Background (B), Study Design (S),
and Other (O) (for sentences that have no rele-
vant content) (Lui, 2012; Kim et al., 2011). The
ALTA 2022 shared task uses PIBOSO classes by
Kim et al. (2011) and discards Comparison (C).

∗ equal contribution

In previous work, Lui (2012) utilized lexical
features (e.g. bag-of-words and part-of-speech) and
structural features (e.g. sentence length, sentence
heading), and fed them to Naive Bayes, SVM, and
logistic regression. By stacking the aforementioned
features, Lui (2012) demonstrated the effectiveness
of logistic regression for this task.

Our work revisits the PIBOSO-based sentence
classification task using current state-of-the-art
NLP systems (i.e. pre-trained language models
(Devlin et al., 2019; Liu et al., 2019; Clark et al.,
2020; Koto et al., 2020)). Similar to Lui (2012),
we also use context sentences (i.e. before– and
after–sentences) but structure the input to retain
the original sequence. Lui (2012) simply used bag-
of-words and part-of-speech thus discarding the
original sequence information in their features.

We perform context-aware classification using
different pre-trained language models including
domain-general (Devlin et al., 2019; Liu et al.,
2019; Clark et al., 2020) and domain-specific mod-
els (Gururangan et al., 2020; Gu et al., 2020; Koto
et al., 2021; Fang et al., 2021) with two strategies
in the classification layer: (1) single embedding,
and (2) average pooling. We showcase that both
strategies are competitive and significantly better
than heuristic n-gram features (Lui, 2012). We also
show that the ensemble method (Koto and Fang,
2021) by averaging probability prediction of top
models improves the ROC (micro) scores, and set
our submission in this shared task as the winner.

2 Dataset

The ALTA 2022 shared task adopts the data of
Kim et al. (2011). In total, there are 9,244 sen-
tences which are split by the shared-task organizers
into 8,216/459/569 for training, public test, and
private test sets, respectively. Only labels for train-
ing data are available, and for conducting experi-
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Figure 1: Label distribution of training data.

#document 700
#sentence per document 11.7 ± 6.1
#word per document 210.6 ± 89.1
#word per sentence 17.9 ± 11.2

Table 1: Overall statistics of training data.

ments we randomly sample 768 instances of orig-
inal training data as the development set and use
the remaining for training. The data split ensures
that each sentence of a document is in the same
set. Please note that we refer val2022.csv and
test2022.csv to the public and private test sets,
respectively.

Table 1 shows overall statistics of the training
data which consists of 700 documents with 11.7
sentences per document on average. The total num-
ber of words per document is 210.6, and each sen-
tence has 17.9 words. There is an imbalanced distri-
bution over the PIBOSO label as described in Fig-
ure 1 where Outcome is the majority and Study
Design is the minority class. Please note that
this task is a multilabel classification task where
one text might consist of more than one label. Fur-
ther statistics and details regarding the rules of the
ALTA 2022 shared task will be described separately
by the organizers, and appear alongside this paper.

3 Methodology

In Figure 2, we describe two different approaches
for incorporating contextual information: (1) aver-
age pooling, and (2) single embedding. Both ways
utilize structured input where we added special to-
kens <nt> and <t> at the beginning of each non-
target (context) and target (main) sentence, respec-
tively. We feed this structured text to pre-trained

language models and then process the outputs in
two aforementioned ways. Specifically, for average
pooling, we first use a masking trick to obtain main
sentence embedding and context sentence embed-
ding through averaging. We concatenate the two
embeddings (the red and green boxes in Figure 2)
prior to the classification layer. For the latter, we
merely use the corresponding output of token <t>
embedding for classification. We argue that the
attention mechanism in the transformer (Vaswani
et al., 2017) is contextualized to all input tokens,
thus encouraging us to test this simpler method.

Our experiments consider domain-general and
domain-specific pre-trained language models. It
has been shown by previous works (Gururangan
et al., 2020; Gu et al., 2020; Koto et al., 2021; Fang
et al., 2021, 2022) that domain-general language
models are suboptimal for specific domains, and
one way to handle this is to use domain-adaptive
pre-trained models. In this experiment, we use
three domain-general models: BERT (Devlin et al.,
2019), RoBERTa (Liu et al., 2019), ELECTRA
(Clark et al., 2020), and two domain-specific mod-
els: BioBERT from Microsoft (Gu et al., 2020) and
DMIS Lab (Lee et al., 2020).1

Additionally, we extend the experiments using
ensemble learning by averaging probability pre-
diction of top-k models. In similar work, Koto
and Fang (2021) has demonstrated the efficacy
of ensemble learning in evidence-based medicine-
related tasks. The ensemble method is better than a
single model since it is capable to enhance model
robustness on variance and uncertainty.

4 Experiments

4.1 Settings

As stated in Section 3, we use the huggingface
Pytorch framework (Wolf et al., 2020) and select 5
models: 1) BERT,2 2) RoBERTa,3 3) ELECTRA,4

4) BioBERT (Microsoft),5 and 5) BioBERT (DMIS
Lab)6 for our experiments. Each model is finetuned
for 50 epochs with a batch size of 48, a learning
rate of 1e-5, and a dropout of 0.5. We consider
two settings: (1) without context, i.e. not using any

1All models can be accessed in https:
//huggingface.co/

2bert-base-uncased
3roberta-base
4google/electra-base-discriminator
5microsoft/BiomedNLP-PubMedBERT-base-

uncased-abstract-fulltext
6dmis-lab/biobert-base-cased-v1.1
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Figure 2: Illustration of our context-aware classification model. <t> and <nt> are special tokens that differentiate
target and non-target (context) sentences in the input.

additional context, and (2) with context, i.e. using
4 sentences (2 before– and after–sentences) as the
additional context. Models that achieve the best
performance on our development set are used.

For evaluation, we report on ROC (micro), fol-
lowing the ALTA 2022 shared task description.

4.2 Results

We tuned our model hyperparameters based on the
development set discussed in Section 2, and eval-
uate them on public and private test sets. Since
participants can use up to 100 submissions for the
public test set, we use it to pick our best model
and predict the private test set. Overall, we found
similar results on both public and private test sets,
where the context-aware domain-specific model
performs best. In this section, we report the results
of the private test set. Results for the public test set
can be found in Appendix A.

Table 2 shows ROC (micro) scores of all models
over the private test set, with and without context.
First, consistent with previous works (Devlin et al.,
2019; Koto et al., 2020) that pre-trained language
models significantly outperform conventional ma-
chine learning methods (i.e. Naive Bayes, Logis-
tic Regression, and SVM), with SVM achieves
the ROC (micro) score of 91.7 (4 points lower
than BERT). Next, we found that the simple single
embedding method tends to result in better ROC
(micro) scores than the average pooling, with and

without contexts. One possible reason is that aver-
age pooling on the sentences might introduce un-
wanted noise, resulting in lower-performance mod-
els. The best individual performance is obtained
by BioBERT (Microsoft), with 96.6 and 95.6 ROC
(micro) scores under single embedding and aver-
age pooling approaches, respectively, indicating
the benefits of using domain-specific pre-trained
language models for this classification task, thus
consistent with previous works (Gururangan et al.,
2020; Gu et al., 2020; Koto et al., 2021; Fang et al.,
2021).

Also, as stated in Section 3, we explore the im-
portance of additional context, i.e. before– and af-
ter–sentences for this task. Table 2 shows consis-
tent improvements of pre-trained language mod-
els when incorporating additional context, with a
maximum gain achieved by BERT (with average
pooling) with 3 absolute ROC (micro) scores. We
argue that the improvements might come from a
better understanding of the target sentence when
additional contexts are provided.

Furthermore, inspired by Koto and Fang (2021),
we experimented with the ensemble method to im-
prove model robustness and mitigate the perfor-
mance variance. Specifically, we ensemble top-k
(k = 3, 4, 5) models under each setting. Results in
Table 2 show that ensemble methods achieve strong
performance across different settings, outperform-
ing single pre-trained language models. For better
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Model Without Context With Context

Single Emb. Ave. Pooling Single Emb. Ave. Pooling

Baselines

Naive Bayes 85.9 –
Logistic Regression 84.2 –
SVM 91.7 –

Pre-trained language models

BERT 95.4 94.1 97.0 96.7
RoBERTa 96.1 94.9 97.6 97.9
ELECTRA 96.3 95.2 97.6 97.5
BioBERT (Microsoft) 96.6 95.6 97.7 96.2
BioBERT (DMIS Lab) 96.2 95.5 97.3 95.8

Ensemble – averaging Top-k models

Ensemble (Top-3) 97.0 96.9 98.0 98.1
Ensemble (Top-4) 97.0 96.9 98.0 98.0
Ensemble (Top-5) 97.0 96.7 98.0 98.3

Ensemble – further averaging the Ensemble (Top-k) models of Single Embed. and Ave. Pooling

Combine of Ensemble (Top-3) 97.3 98.7
Combine of Ensemble (Top-4) 97.3 98.6
Combine of Ensemble (Top-5) 97.2 98.5

Table 2: ROC (micro) scores over private test set.

utilization of contextual information, we further
average the ensemble top-k models from single em-
bedding and average pooling approaches, achiev-
ing further improvements across ensemble top-k
models. The best performance, 98.7 ROC (micro)
score, is achieved when averaging two ensemble
top-3 models and used as our final result.

5 Conclusion

In this paper, we propose a context-aware
multi-label sentence classifier in evidence-based
medicine. We show the effectiveness of using the
additional context, i.e. before– and after–sentences
in pre-trained language models, by considering two
incorporation approaches, single embedding, and
average pooling, which capture different perspec-
tives of additional context. The utilization of the
ensemble method further shows the benefits of com-
bining single embedding and average pooling mod-
els, achieving the best performance in the ALTA
2022 shared task.
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Model Without Context With Context

Single Emb. Ave. Pooling Single Emb. Ave. Pooling

Baselines

Naive Bayes 90.9 –
Logistic Regression 86.2 –
SVM 91.5 –

Pre-trained language models

BERT 96.2 94.6 97.2 97.2
RoBERTa 96.2 95.1 97.5 97.4
ELECTRA 96.1 95.4 97.1 97.8
BioBERT (Microsoft) 96.8 96.1 97.3 97.3
BioBERT (DMIS Lab) 96.0 94.5 97.1 96.5

Ensemble – averaging Top-k models

Ensemble (Top-3) 96.7 96.7 97.6 98.2
Ensemble (Top-4) 96.8 96.5 97.7 98.1
Ensemble (Top-5) 96.8 96.7 97.8 98.1

Ensemble – further averaging the Ensemble (Top-k) models of Single Embed. and Ave. Pooling

Combine of Ensemble (Top-3) 97.0 98.4
Combine of Ensemble (Top-4) 97.0 98.3
Combine of Ensemble (Top-5) 97.1 98.3

Table 3: ROC (micro) scores over public test set.
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