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Abstract
Targeted Sentiment Analysis aims to extract
sentiment towards a particular target from a
given text. It is a field that is attracting at-
tention due to the increasing accessibility of
the Internet, which leads people to generate an
enormous amount of data. Sentiment analysis,
which in general requires annotated data for
training, is a well-researched area for widely
studied languages such as English. For low-
resource languages such as Turkish, there is
a lack of such annotated data. We present an
annotated Turkish dataset suitable for targeted
sentiment analysis. We also propose BERT-
based models with different architectures to
accomplish the task of targeted sentiment anal-
ysis. The results demonstrate that the proposed
models outperform the traditional sentiment
analysis models for the targeted sentiment anal-
ysis task.

1 Introduction

The increasing availability of the Internet and the
growing number of online platforms allowed peo-
ple to easily create online content. Because of the
value of mining the people’s opinions, the senti-
mental information contained in this online data
makes sentiment analysis (SA) an interesting topic.
It is an area that is attracting the attention not only
of academic researchers, but also of businesses and
governments (Birjali et al., 2021) and has become
a rapidly growing field, as evidenced by the num-
ber of recent SA papers published (Mäntylä et al.,
2018).

The problem with traditional sentiment analy-
sis is that it cannot capture the different attitudes
toward multiple aspects in a given text. For exam-
ple, if the given text is “Phones from this brand are
great, but I don’t really like their laptops”, the senti-
ment towards the two targets “phone” and “laptop”
are positive and negative, respectively. Traditional
sentiment analysis methods would not be able to
detect this opposing sentiment for “phone” and

“laptop”, but would assign an overall sentiment for
the text. Targeted Sentiment Analysis (TSA) aims
to overcome this challenge and extracts sentiment
from a given text with respect to a specific target.
One of the challenges of TSA is the lack of avail-
able datasets. Both TSA and SA require labeled
datasets. Collecting data from various sources and
labeling them, which is mostly done manually, is
an expensive process. Although the number of
datasets suitable for SA has recently increased due
to new studies in the SA area, not all SA datasets
are usable for TSA (Pei et al., 2019). TSA requires
more refined datasets. The labels should reflect
the sentiment toward targets rather than the overall
sentiment of the sentences.

English is the most studied language for senti-
ment analysis (Dashtipour et al., 2016). SA models
that perform satisfactorily for English do not seem
to always work with similar performance for Turk-
ish (Kaya et al., 2012). In this work, we create a
manually annotated dataset from Twitter specifi-
cally labeled for both traditional and targeted sen-
timent analysis in Turkish. Then, we experiment
with different model architectures for the Turkish
TSA task. Experimental results demonstrate that
our techniques outperform traditional sentiment
analysis models.

1.1 Problem Definition

Let E denotes all entities in a given document D
such that:

D = {w1, . . . , wk} each w is a word; k ∈ Z+

E = {e1, . . . , el} each e is an entity; l ∈ Z+

T = {t1, . . . , tm} ti is a target; ti ∈ E; m, i ∈ Z+

The objective of targeted sentiment analysis is
to find all sentiment (si, ti) pairs in document D
where ti is a target from T and si is the sentiment
toward ti.
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Tweet Sentence
Sentiment

Targeted
Sentiment

coca cola daha iyi lezzet olarak
(coca cola’s taste is better)

positive positive

whatsapp çöktü de biraz rahatladım bildirimlerden kurtuldum
(whatsapp is crashed so I’m little relieved, got rid of notifications)

positive negative

Table 1: Sample tweets from the dataset. Targets are shown in italics. Sentences are annotated with respect to overall
sentence sentiment and targeted sentiment which represent the sentiment towards the target. English translations are
provided in parenthesis.

2 Related Work

One of the challenges of targeted sentiment anal-
ysis is identifying contexts associated with target
words in the sentiment classification. Early meth-
ods for understanding the relationship between the
target and the rest of the sentence rely on hand-
crafted feature extractions and rule-based tech-
niques (Ding et al., 2008; Jiang et al., 2011). Re-
current neural networks (RNN) have been imple-
mented for sentiment analysis in the recent years.
It achieved improved results compared to earlier
methods (Dong et al., 2014; Nguyen and Shirai,
2015; Baktha and Tripathy, 2017). Two RNNs are
used to obtain the context from both left and right
and combine the context knowledge in (Tang et al.,
2016). Attention mechanisms are recently added
into RNN-based methods to model the connection
between each word and the target (Wang et al.,
2016; Ma et al., 2017; Zhang et al., 2020).

Vaswani et al. (2017) introduced the transformer
architecture consisting of encoder and decoder
blocks based on self-attention layers. Bidirec-
tional Encoder Representations from Transformers
(BERT) has been introduced and shown to achieve
the state-of-the-art in various NLP tasks in (Devlin
et al., 2019). BERT has recently become a widely
used approach for sentiment analysis in many lan-
guages (Sun et al., 2019; Li et al., 2019). Kök-
sal and Özgür (2021) provide a Twitter dataset in
Turkish for sentiment analysis called BounTi. It
consists of Twitter data which are about predefined
universities and manually annotated by considering
sentimental polarities towards these universities.
They propose a BERT model fine-tuned using the
BounTi dataset to identify sentiment in Turkish
tweets.

3 Dataset

Twitter is a commonly used source of sentiment
classification dataset in the literature (Jiang et al.,

2011; Severyn and Moschitti, 2015; Kruspe et al.,
2020). In this study, we also create a Twitter dataset
with 3952 tweets whose timestamps span a six-
month period between January 2020 and June 2020.
The tweets are collected via the official Twitter API
by separately searching our 6 targets selected from
famous companies and brands.

This dataset is manually annotated with three
labels, positive, negative, and neutral. Two factors
are considered in the annotation process, namely
sentence sentiment and targeted sentiment. Each
tweet has the following two labels. The sentence
sentiment label expresses the overall sentiment of
the sentence, regardless of the target word, as in
traditional sentiment analysis techniques. On the
other hand, the targeted sentiment label reflects the
sentiment for the target in that sentence. The col-
lected tweets are annotated separately by two anno-
tators (one of the authors and a volunteer annotator)
who are native Turkish speakers. Cohen’s κ (Co-
hen, 1960) is used to demonstrate inter-annotator
agreement and is calculated as 0.855. In case of
conflict between annotators, they re-evaluated the
conflicting tweets. After re-evaluation, tweets on
which the annotators agree are retained and con-
flicting tweets are removed from the dataset.

Table 1 shows example sentences from the
dataset. The first tweet is a positive comment about
the target and the sentence is also positive over-
all. The second tweet indicates a negative opinion
about the target, since it has stated as crashed, al-
though the sentence expresses a positive situation
overall. Both sentence and targeted sentiment are
the same for most of the tweets as in the first exam-
ple. Only in 21% of the tweets, targeted sentiment
differs from the overall sentence sentiment. This
means that the rest of the dataset is similar to a
standard sentiment analysis dataset. The number of
negative tweets in the dataset is significantly higher
than the number of positive and neutral tweets for
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(a) [CLS] output (b) Max-pooling outputs of target to-
kens

(c) The output of the first target marker

Figure 1: An overview of architectures to get and handle outputs from BERT

each target. The strikingly high number of negative
tweets may be caused by the tendency of customers
to write a review when they have had a bad expe-
rience. The total percentages of positive, negative
and neutral classes are 19%, 58% and 23%, respec-
tively. The dataset is randomly divided into train,
test, and validation sets by 65%, 20% and 15%,
respectively. The distribution of labels for each
subset is kept similar to the distribution of labels
for the entire dataset.

The dataset contains ungrammatical text, slang,
acronyms, as well as special Twitter characters.
During pre-processing URLs and mentions (@) are
deleted. Hashtag signs (#) are removed, but hash-
tags are kept for two reasons: hashtags have been
shown to express sentiment (Alfina et al., 2017;
Celebi and Özgür, 2018) and some tweets contain
the targets as hashtags.

4 Methodology

Baldini Soares et al. (2019) has introduced a novel
method with transformer structure in the field of
relation extraction. The key idea behind this work
is to tag the entities with additional tokens before
feeding the BERT model with the input. Different
combinations of input and output types are eval-
uated. The best results are obtained when entity
markers are added to the input and when the out-
put of the starting entity markers are taken as the
output from BERT. Motivated by the results of
Baldini Soares et al.’s work, this paper evaluates
several BERT architectures with different input and
output techniques for the targeted sentiment analy-
sis task.

Two input representation techniques are inves-
tigated. In the standard input representation, the
inputs are simply entered into the model without
modification. In the second input representation
approach, the targets are highlighted by adding
additional special target tokens [TAR] at the be-

Tweets with [TAR] tokens
[TAR]whatsapp[TAR] çöktü de biraz rahatladım
bildirimlerden kurtuldum
([TAR]whatsapp[TAR] is crashed so I’m little
relieved, got rid of notifications)
[TAR]coca cola[TAR] daha iyi lezzet olarak
([TAR]coca cola[TAR]’s taste is better)

Table 2: Example tweets with target marker representa-
tion

ginnings and ends of targets, as shown in Table 2.
These target tokens are expected to collect infor-
mation about the target, just as the [CLS] token
collects knowledge about the entire sentence. The
three approaches for outputs explored in this study
are shown in Figure 1. The [CLS] output approach
uses only the output of the first token from the last
hidden state of BERT, as proposed for classifica-
tion in the original paper (Devlin et al., 2019). In
the second approach, the outputs of the tokens orig-
inating from the target, including the outputs of
the [TAR] tokens, are max-pooled. The first target
marker approach considers only the output of the
first [TAR] token in the input instead of the out-
put of the standard [CLS]. All output approaches
utilize a softmax layer at the end for classification.

4.1 Model Descriptions

First, two baseline models are defined in order to
show the drawbacks of the traditional SA models.
One baseline is the BERT-based BounTi model
(Köksal and Özgür, 2021). The second baseline
is also a BERT-based traditional SA model, but
fine-tuned with our new dataset using sentence sen-
timent. Both have similar architectures and use the
[CLS] output for sentiment classification.

Four other variants of BERT-based models are
proposed for targeted sentiment analysis. T-BERT
is a model with a similar architecture to our base-
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Model F1-Score
Baseline Model 0.591
BounTi Model 0.498
T-BERT 0.610
T-BERTmarked 0.659
T-BERTmarked-TS 0.653
T-BERTmarked-MP 0.669

Table 3: Performance of all models for TSA with test
dataset against targeted sentiment labels

line models. It makes no changes to the input and
takes its output from the [CLS] token. The main dif-
ference is that targeted sentiment labels are used in
the training phase. Therefore, the model is trained
to learn targeted sentiment, whereas the baseline
models are not aware of the target. T-BERTmarked
employs only the target marker representation on
top of T-BERT and adds [TAR] tokens into the in-
put. [TAR] token is introduced to BERT’s tokenizer
and the vocabulary is resized. Hence, the tokenizer
accepts [TAR] as one of its special tokens such as
[SEP]. T-BERTmarked-MP is another model with
target marker representation, additionally it max-
pools all outputs of target tokens. T-BERTmarked-
TS also utilizes target markers. However, it takes
its output only from the first target token [TAR]
unlike T-BERTmarked-MP.

In the training phase of all models, BERTurk
(Schweter, 2020) is chosen as the base BERT
model. Class weights are set inversely proportional
to the class distribution to reduce the effects of an
unbalanced data set. The batch size is chosen as 24.
Hyperparameters like weight decay, learning rate,
and warm-up steps are selected as 0.1, 1e− 5, and
300 respectively. As optimizer, AdamW is used.

5 Results

All proposed BERT variants and baselines are eval-
uated for targeted sentiment analysis over our in-
troduced dataset. Macro averaged F1-Score is used
as the evaluation metric in these experiments. The
results are presented in Table 3. All targeted BERT
variants outperform both baseline models for TSA.
T-BERTmarked-MP achieves the best results with
67% F1-score, while T-BERT is relatively the worst
performing targeted model with 61% F1-score. T-
BERTmarked-TS and T-BERTmarked obtain perfor-
mance quite close to each other, the difference be-
tween those models is insignificant. They both
have approximately 65% F1-scores.

Model F1-Score
Baseline Model 0.256
BounTi Model 0.233
T-BERT 0.401
T-BERTmarked 0.428
T-BERTmarked-TS 0.459
T-BERTmarked-MP 0.444

Table 4: Performance of all models for TSA with data
whose targeted and sentence sentiment are different.

Only 21% of the dataset has different sentence
and targeted sentiment. These portion of data can
demonstrate the distinction between targeted and
sentence sentiment classification better. If both la-
bels are the same, then traditional SA models may
seem to accurately predict targeted sentiment. How-
ever, such sentences do not show how accurate the
predictions from neither TSA nor SA models are.
For this reason, a subset of our dataset such that
all sentences have different targeted and sentence
sentiment is used for another round of experiments.
Table 4 shows the results for the TSA task with this
subset. Baseline models’ F1-score decreases dra-
matically to 25%, and it’s 23% for BounTi model.
Targeted BERT model with the lowest score (40%
F1-score) outperforms both models. T-BERTmarked-
TS achieves better targeted sentiment predictions
with 46% F1-score. T-BERTmarked-TS improves
the baseline performance by 79% on F1-score.

6 Discussion

Our results suggest that target oriented models can
significantly improve the performance for targeted
sentiment analysis. BERT architectures that per-
form successfully in the relation extraction field are
shown to be successful for the targeted sentiment
analysis task. Target markers make BERT models
understand target related context better compared
to the [CLS] token. All three models with tar-
get markers outperform the baselines and T-BERT.
Hence, adding target markers is an effective ap-
proach for improving TSA performance.

T-BERTmarked-TS and T-BERTmarked-MP are
shown to perform slightly better than the other tar-
get oriented models. The common aspect of these
models, apart from the target tokens, is that they
both focus on the outputs of the target-related to-
kens rather than the [CLS] tokens. Therefore, it
can be concluded that target outputs improves the
performance for the TSA task.
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We only considered one target in each sentence
and annotated according to that target. Other tar-
gets in the sentence, if any, are ignored. Multiple
targets with conflicting targeted sentiment in the
same sentence can be a problem to consider. There
are cases where a sentence has more than one target,
and each target has a different targeted sentiment.
For example, in a comparison, the sentiment toward
one target may actually depend on the sentiment of
another target in the same sentence. In this work,
the scope is limited to only one target in each sen-
tence. Target markers are also used only for this
one target in the sentence and other possible targets
are ignored. The lack of proper treatment of such
cases in this work may affect the performance of
all models.

Sentence and targeted sentiment are identical
for 79% of the dataset. Thus, if a traditional SA
model, which is designed to predict the overall
sentence sentiment, is used for the TSA task, its
success for this task would be overestimated. The
results demonstrate that targeted sentiment analysis
models perform significantly better than traditional
sentiment analysis models on the TSA task. How-
ever, the performance of the TSA models increases
when they are tested on the entire test dataset, rather
than on a subset containing only tweets with dif-
ferent sentence and targeted sentiment labels. This
highlights that they may still be biased in favor of
sentence sentiment to some extent.

7 Ethical Considerations and Limitations

The dataset contains public tweets in Turkish that
are provided by the official Twitter API for research.
Only tweet ID’s and labels of the tweets are shared
publicly to follow Twitter’s terms and conditions.
The annotators have no affiliation with any of the
companies that are used as targets in the dataset, so
there is no potential bias due to conflict of interest.

The models developed in this work are not yet
satisfactory to use their results without human mon-
itoring. It is recommended to manually check the
predictions of these models before using them.

8 Conclusion and Future Work

We presented a manually annotated Turkish Twitter
dataset specifically created for targeted sentiment
analysis and is also suitable for the traditional sen-
timent analysis task. This allowed us to develop
and evaluate novel models for targeted sentiment

analysis in a low-resource language such as Turk-
ish.

We adapted and investigated BERT-based mod-
els with different architectures for targeted senti-
ment analysis. Experiments show significant im-
provement on baseline performance.

As future work, we plan to expand our dataset
so that it contains more sentences with different
sentence and targeted sentiment. Moreover, novel
methods for sentences with multiple targets will be
investigated.
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