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Abstract

Political propaganda in recent times has been
amplified by media news portals through bi-
ased reporting, creating untruthful narratives
on serious issues causing misinformed public
opinions with interests of siding and helping
a particular political party. This issue pro-
poses a challenging NLP task of detecting po-
litical bias in news articles. We propose a
transformer-based transfer learning method to
fine-tune the pre-trained network on our data
for this bias detection. As the required dataset
for this particular task was not available, we
created our dataset comprising 1388 Hindi
news articles and their headlines from various
Hindi news media outlets. We marked them
on whether they are biased towards, against, or
neutral to BJP, a political party, and the current
ruling party at the centre in India.

1 Introduction

Biased news reporting is a widespread phenomenon
present in most of the news circulating today .Bias
is detected manually, but that is a tedious and time-
consuming task; therefore, automation of bias de-
tection in media articles can prove helpful in verify-
ing these articles for their validity more efficiently.

Hindi is an Indo-Aryan language spoken mainly
in North India. According to Ethnologue list' of
most spoken languages worldwide, Hindi ranks
third, and a total of 600.5 million Hindi speakers
exist in the world?. It is also the most spoken lan-
guage in India with a total of 528,3 million native
speakers, which makes up around 43.6 per cent of
India’s population according to the 2011 census of
India®.

*The authors have contributed equally.

'https://www.ethnologue.com/qguides/
ethnologue200

https://www.ethnologue.com/language/
hin

‘https://censusindia.gov.in/
2011Census/Language-2011/Statement—-4.pdf

We can observe political bias in news media ar-
ticles by looking at different factors. We observe
biases when the author of the article uses strong lan-
guage trying to sensationalise an event, is partial to
a particular political party, does not give a thorough
review of held events etc. The headline in such an
article is also essential as it is often filled with bias
and is the first thing that catches a reader’s atten-
tion before they start to read the article. As there is
no such dataset annotated for political bias Hindi
language, we created our dataset by collecting arti-
cles and their headlines from different Hindi news
websites. We then annotated the dataset according
to whether the article was biased towards or against
Bhartiya Janta Party (BJP, the current ruling party
at the centre in India) or was neutral.

We present several baseline Machine learning
and Deep Learning approaches to detecting polit-
ical bias on our dataset. We observe that XLM-
RoBERTa (Conneau et al. (2020)), a transformer-
based model, outperforms other baseline models
and achieves a score of 83% accuracy, 76.4% F1-
macro, and 72.1% MCC.

The main contributions of our work are as fol-
lows:

* We present an annotated dataset consisting of
Hindi news articles for political bias detection.

* We propose several baselines using machine
learning and deep learning approaches.

* We achieve an Fl-macro score of 76.4%
by fine-tuning XLM-RoBERTa, a multilin-
gual transformer-based model, on the given
dataset.

The rest of the paper is organized as follows. We
discuss prior work related to bias detection. We
describe the proposed dataset and analyse the an-
notations. We describe our baseline models and
compare the performance of our approaches. We
discuss the societal impacts of bias detection. We

239

Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics
Student Research Workshop, pages 239 - 244
May 22-27, 2022 ©2022 Association for Computational Linguistics


https://www.ethnologue.com/guides/ethnologue200
https://www.ethnologue.com/guides/ethnologue200
https://www.ethnologue.com/language/hin
https://www.ethnologue.com/language/hin
https://censusindia.gov.in/2011Census/Language-2011/Statement-4.pdf
https://censusindia.gov.in/2011Census/Language-2011/Statement-4.pdf

conclude with a direction for future work and high-
light our main findings.

2 Related Work

Detection of bias has been studied before with at-
tempts in detecting media bias and its effects on
public perception of news and its impact on so-
ciopolitical events like elections.

Misra and Basak (2016) developed an LSTM
network model and used it to detect implicit polit-
ical bias even in the absence of words that relates
to either liberal or conservative ideology on two
datasets - The Ideological Books Corpus (IBC) and
ontheissues (OTI).

LIM et al. (2020) introduces a news bias dataset
with sentence-level bias, which allows the devel-
opment of approaches of bias detection on articles
that have subtle bias.

Wei (2020) introduces a dataset of 200,00 sen-
tences regarding Donald Trump and used GloVe
vector embeddings to train CNN and RNN to pre-
dict the news source of the sentence. They analyze
the top 5-grams with their model to gain mean-
ingful insight into Trump’s portrayal by different
media sources.

Gangula et al. (2019) created a dataset of news
articles and headlines collected from Telugu news-
papers for bias detection and annotated them for
bias towards a particular political party. They also
propose a headline attention network model for the
detection of bias on their dataset.

Pant et al. (2020) Worked on detecting subjec-
tive bias in Wiki Neutrality Corpus (WNC). They
propose BERT-based ensemble models for bias de-
tection, which utilizes predictions from multiple
models to get better accuracy results.

Some independent organizations also work to
fight misinformation. Alt News” is a fact-checking
website that works to debunk misinformation and
disinformation on mainstream social media plat-
forms. Vishwas News® is another fact-checking
website that is certified by International Fact-
Checking Network (IFCN).

3 Dataset Description

We have looked at two major types of biases present
in an article while annotating: Coverage / visibility
bias and tonality / statement bias (D’ Alessio and
Allen, 2006). We have annotated our dataset using

*https://www.altnews.in/
Shttps://www.vishvasnews.com/english/

these biases into 3 categories, biased towards the
BJP, biased against the BJP, and neutral if these
biases are not visible in the article.

3.1 Target Classes

Coverage bias is concerned with the amount of cov-
erage each side receives over an issue. Articles
would at times present only one side of an argu-
ment and give undue amount of coverage to that
side over the other in order to make viewers side
with a particular party. Tonality bias measures the
evaluation of a particular actor in the media cover-
age. In an article, a politician can either be framed
positively or negatively changing perception of the
general public about them.®

3.2 Data Collection

We collected hindi news articles along with their
headlines from Indian news websites. We collected
these articles from websites of four different news
sources. The Wire, The Quint, OPIndia and The
Frustrated Indian. The former two are known to be
critical of the current government and more liberal
media houses, while the latter are known for their
pro BJP articles and being more right-wing. We
did it to ensure a balance in the number of biased
articles for and against the BJP. We collected the
links to articles from TheWire using tweets from
their Twitter handle @thewirehindi. We used the
advanced search feature of Twitter and used hash-
tags based on the news that was relevant during
data collection; for example, #modi, #yogi, #CAA,
#BJP, #NRC, #covid etc. For the other three media
houses, articles were selected directly from their
websites using words relevant to the BJP like modi,
bjp, yogi etc. Articles were then scraped from the
websites using Selenium’. We collected over 8000
articles from all four media websites. Out of these
articles, we manually removed irrelevant articles.
In the end, a total of 1388 articles were left, which
we then annotated for bias.

3.3 Data Annotation

Two annotators did the annotations. Both the an-
notators are native Hindi speakers and have a good
grasp and proficiency in the language. One of the
annotators is a self-reported liberal and the other
one is a self-reported conservative. Both the anno-
tators were politically up to date with the current

®Examples of these biases in our dataset is given in the
appendix
"https://www.selenium.dev/
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Neutral For Against
Articles 234 593 561
Avg #words in headline 155 178 14.9
Avg #words in article 844 7509 12225
Avg #sentences in article 37.5 315 534

Table 1: Dataset statistics

Initial Annotations

NEU FOR AGA
Ground Truth

Figure 1: Confusion matrix of the classes annotated by
both the annotators. The percentages show the ratio of
the ground truth class, which was initially annotated as
that class. NEU: Neutral, FOR: For BJP, AGA: Against
BJP.

affairs of the country. In the annotation process,
we provided both the headline and the article to the
annotators. We asked them to read and annotate
whether the article and the headline are biased to-
wards the BJP, against it or neutral. We also asked
the annotators to do the annotation keeping in mind
whether the article exhibits coverage or tonality
bias and not deciding on it based on whether the
coverage or review is negative or positive. The
observed kappa score of the annotations was 0.65.
Cases where the two annotators disagreed, were
then resolved by a third annotator.

Further, since articles from the same news outlet
might have similar biases, we hide the information
about the news source and shuffle all the articles
before annotating.

3.4 Dataset Analysis

The Dataset contains of 1,388 articles along with
their headlines. The general statistics of the dataset
are demonstrated in Table 1.

To gauge the difficulty level of each class in the
dataset, we analyse the confusion for each class
between the two annotators. The results are demon-
strated in Figure 1. The confusion matrix indicates
that the neutral class is the hardest to detect com-
pared to the other classes. A plausible explanation
is the subjective nature of the class, and an article

might seem biased to a person while unbiased to
another.

4 System Description

In this section, we describe the data splits we use,
the evaluation metrics we consider, and the base-
lines we propose.

4.1 Dataset Splits

The dataset consists of 1,388 articles. We divide the
dataset into train and validation sets in the ratio of
10:1 by randomly choosing articles from the dataset.
We use the same dataset split for all our models
and report the performances on the validation set.

4.2 Evaluation Metrics

We use the following metrics, which are popularly
known for classification tasks.

Accuracy is one of the most popular and easy-
to-understand metrics. It is a good choice for clas-
sification tasks when the data does not suffer from
class imbalance.

F1-Score represents a more balanced view, but
it could still produce a biased result since it does
not consider true negatives. Nonetheless, F1-macro
can also handle class imbalance as it gives equal
weight to all the classes.

MCC Matthews Correlation Coeffi-
cient (Matthews, 1975) takes all parameters
of the confusion matrix into account and is less
vulnerable to bias. It reports a number in the
range —1 to 1, and a key advantage of it is its easy
interpretability.

4.3 Baselines

In this section, we provide an overview of the
baselines we propose. We experiment with pre-
trained language models such as BERT (Devlin
et al., 2019) and XLM-RoBERTa (Conneau et al.,
2020) on our dataset. We also experiment with tra-
ditional machine learning approaches such as SVM,
Random Forest to provide exhaustive baselines on
the dataset.

4.3.1 MBERT

mBERT is the multilingual version of BERT, which
has been trained on a multilingual corpus of 104
languages (including Hindi) using articles from
Wikipedia as its training corpus. We leverage the
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Model Accuracy Fl-macro MCC
mBERT 80.2 +1.4 72.4 +2.1 67.1 422
XLM-RoBERTa 83 +1.1 76.4 +1.3 72.1 +1.8
XLM-RoBERTa (Hindi) 79.2 ;5 725431 65.84256
IndicBERT 78.9 +12 69.2 +45 65.5 421
SVM 78.7 59.6 64.6
Logistic Regression 77.1 55.1 61.5
Random Forest 78.7 59.6 64.6

Table 2: Mean and std dev are reported across five runs of all the models.

Hindi pre-training of the model and fine-tune the
model on our dataset.

We use a [SEP] token between the headline
and the contents of the article to prepare the input
for the transformer network. For classification, we
attach a feed-forward network on the [CLS] to-
ken embedding with two linear layers having the
model’s default dropout of 0.1 and Tanh activation
layer in between. To train our model, we use Adam
optimizer with a learning rate of 1e~> and a batch
size of 16 with a maximum sequence length of 256.
We use the standard cross entropy loss to train our
model.

4.3.2 XLM-ROBERTA

XLM-RoBERTa (Conneau et al., 2020) is the mul-
tilingual version of RoBERTa (Liu et al., 2019)
which is an optimized version of BERT. XLM-
RoBERTa has been pre-trained on 2.5TB of filtered
CommonCrawl data containing 100 different lan-
guages. We leverage the Hindi pre-training of the
model and fine-tune the model on our dataset for
bias detection.

Since multilingual versions often perform
slightly worse than their monolingual counterparts,
we also experiment with a monolingual version of
XLM-RoBERTa (Jain et al., 2020). The model has
been pre-trained on 3GB of Hindi monolingual data
majorly taken from OSCAR (Ortiz Suérez et al.,
2020).

To train the models, we use the same classifica-
tion network and training parameters as mentioned
in Section 4.3.1.

4.3.3 INDICBERT

IndicBERT (Kakwani et al., 2020) is a multilin-
gual model based on ALBERT (Lan et al., 2020)
which has been pre-trained on 12 major Indian lan-
guages. The model has much fewer parameters
than mBERT and XLM-RoBERTa, but it can still

achieve similar performances or even better in most
of the tasks.

To train the model, we use the same classifica-
tion network and training parameters as mentioned
in Section 4.3.1.

434 SVM

Support Vector Machines are models for classifi-
cation and regression problems. First, the textual
data is transformed to a set of features by using
methods like Bag of words, Bag-of-n-grams, or
Tf-Idf. Later, the classification model is applied
on the transformed features. The kernel we used
is the Radial Basis Function (RBF) kernel which
is a non-linear kernel. The RBF kernel function
computes the similarity between two points (x, x)
or how close they are to each other. This kernel can
be explained as:

K(x,x') = exp(—lx-x|*) (@

where 7 is a free parameter.

We first generate the count matrix of all the to-
kens in the text. We use Term frequency (TF)-
Inverse Document Frequency (IDF) to normalize
the count matrix and use it to train our model.The
regularization parameter is set to 1. The loss func-
tion used is hinge loss.

4.3.5 LOGISTIC REGRESSION

Logistic Regression is a another supervised learn-
ing approach like SVM which differs by using the
weighted combination of the input features and
passes them through a sigmoid function.

Similar to SVM, here we use TF-IDF to get fea-
tures from the articles which are then given to our
model. We use the standard cross entropy loss to
train our model.

4.3.6 RANDOM FOREST

Random forests is a classification algorithm which
creates an ensemble of decision trees. It uses bag-
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Figure 2: Confusion matrix of the classes predicted by
the best performing model in the validation set. The
percentages show the ratio of the target class, which
was predicted as that class. NEU: Neutral, FOR: For
BJP, AGA: Against BJP.

ging and feature randomness to build each individ-
ual tree and then use the predictions of the forest
of trees which is more accurate than the prediction
of any individual tree.

Similar to SVM, here we again use TF-IDF to
get features from the articles which are then given
to our model. We use the standard cross entropy
loss to train our model. The quality of the split is
measures using the gini criterion. The minimum
sample split was kept at 2.

5 Results and Discussion

We report the results of our models in Table 2. We
observe that the deep learning models perform bet-
ter than the machine learning approaches. The re-
sults further indicate that even simpler models can
give decent performances on the given problem.

To further analyse the results, we compare the
class-wise results of the best models. We show the
confusion matrix of the predictions compared to
the ground truth values in Figure 2. The model
is performing very well on the biased classes but
suffers heavily on the neutral class. We observe the
same pattern during the annotation process and be-
lieve that predicting whether an article is unbiased
is comparatively more challenging than predicting
the type of bias.

5.1 Societal Implications and Limitations

Online news in today’s day and age strongly influ-
ences the general public’s opinion. Ideally, news
media should report the news objectively and from
a neutral standpoint, but that is seldom the case.
The news these days is highly subjective, biased
and thus, these media companies put in a lot of

opinionated information through sections of so-
ciety. Biased news can have long-term and far-
reaching implications for public opinion on soci-
etal issues and how they view government policies,
laws and elections (Baum and Gussin, 2005; Bern-
hardt et al., 2008). People should have access to an
unbiased and objective form of news reporting. In
India, we can see news channels and news websites
online pushing out one-sided and highly opinion-
ated news. Chadha et al. (2019) discuss the dis-
course of several news portals with an inherent bias
towards right-wing politics and how they talk about
their “aims to provide a counter to the mainstream
media narrative about India” which they consider
to be “left-liberal” and “pseudo-secular”. They also
discuss how the members of political parties fund
these websites to carry out propaganda on their
behalf. This shows that instead of news sources
providing unbiased news, we have news portals at
two opposite sides of the political spectrum which
will publish information and make opinion pieces
keeping their political leaning in mind. Such biased
news portals make the detection of political bias
even more important and relevant in today’s times.

Our system is trained on articles from a limited
number of sources and thus might not be fitted well
to make predictions on news articles from other
sources. Also, predictions from our model which
might be incorrect can be used to accuse certain
media houses as biased. Thus, our system should
rather be used as a method to filter out potentially
biased articles from a larger set of articles rather
than using it as a gold standard to mark articles as
being biased.

6 Conclusion

In this paper, we proposed a dataset to detect biases
in Hindi news articles. We analysed the difficulty
level of each class, and our experiments indicate
that detecting whether an article is unbiased is a
more challenging problem than detecting the type
of bias. Further, we provided several baseline mod-
els on the proposed dataset and found out that mul-
tilingual deep learning models outperform other
approaches by a large margin and should be the
choice for performance metrics. We perform error
analysis on the best performing model to further un-
derstand the shortcomings of our proposed system.
Lastly, we also discussed the ethical and societal
implications of the proposed work.

As a part of future work, we aim to extend the
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system by shifting our focus from a particular polit-
ical party and propose a general approach for any
set of political parties.
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