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Abstract
Multi-Label Text Classification (MLTC) is a
fundamental and challenging task in natural
language processing. Previous studies mainly
focus on learning text representation and mod-
eling label correlation. However, they neglect
the rich knowledge from the existing similar in-
stances when predicting labels of a specific text.
To address this oversight, we propose a k near-
est neighbor (kNN) mechanism which retrieves
several neighbor instances and interpolates the
model output with their labels. Moreover, we
design a multi-label contrastive learning objec-
tive that makes the model aware of the kNN
classification process and improves the qual-
ity of the retrieved neighbors during inference.
Extensive experiments show that our method
can bring consistent and considerable perfor-
mance improvement to multiple MLTC mod-
els including the state-of-the-art pretrained and
non-pretrained ones.

1 Introduction

Multi-Label Text Classification (MLTC) is a funda-
mental task in natural language processing, which
can be found in many real-world scenarios such as
web page tagging (Jain et al., 2016), topic recogni-
tion (Yang et al., 2016), sentiment analysis (Wang
et al., 2016) and so on. Different from multi-class
classification where only one label is identified as
positive, MLTC aims to assign multiple labels from
a predefined set to each text.

Till now, extensive research has been carried
out to solve the MLTC task. Among them, some
methods focus on learning enhanced text represen-
tation with deep neural networks (Kurata et al.,
2016; Liu et al., 2016) or the label-wise attention
mechanism (Xiao et al., 2019; Ma et al., 2021).
Meanwhile, others try to model the label correla-
tion by the sequential prediction (Nam et al., 2017;
Yang et al., 2018), iterative reasoning (Wang et al.,
2021), or graph neural networks (Ma et al., 2021).
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Text Labels

The mutual information of two
random variables is commonly
used in learning bayesian nets
as well as in other fields ...

math.ST
math.IT
stat.TH

cs.IT
cs.AI

Mutual information is widely
used, to measure the stochastic
dependence of categorical
random variables in order
to address questions ...

math.ST
math.IT
stat.TH

cs.IT
cs.AI
cs.LG

Table 1: An example of two papers from arXiv.

However, during inference, these methods ne-
glect the rich knowledge which can be directly ob-
tained from the existing training instances. Utiliz-
ing this knowledge can assist the model to predict
more accurately. For example, Tab. 1 lists two pa-
pers from arXiv1 along with their tags. Both papers
research on "Mutual Information" and they have al-
most the same labels. If we are tagging the second
paper, then we can easily get a good reference from
the first one. Therefore, when predicting labels for
a specific text, the model can get immediate and
reliable help from the instances with similar texts.

To this end, for the first time, we solve the MLTC
task by the use of k nearest neighbor (kNN) mech-
anism which can effectively utilize the knowledge
from existing multi-label instances. Specifically, it
retrieves several neighbor instances based on text
representations generated by the MLTC model and
interpolates the model prediction with their labels.
Moreover, to make the model aware of the kNN
process and improve the quality of retrieved neigh-
bors, we propose to train the model with a con-
trastive learning (CL) objective. Existing super-

1https://arxiv.org/
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vised contrastive learning methods (Gunel et al.,
2021; Li et al., 2021) are proposed under the con-
ventional multi-class setting, where two instances
are either positive or negative for each other. How-
ever, in MLTC, two instances may share some com-
mon labels while there may also be some labels
that are unique to each instance. How to handle
these cases is the key to utilizing contrastive learn-
ing in MLTC. We argue that simply treating these
instance pairs as positive ones is sub-optimal due to
the variable similarities in different instance pairs,
which is verified in Section 4.2. To model more
fine-grained correlations between multi-label in-
stances, we design a multi-label contrastive learn-
ing objective with a dynamic coefficient for each
instance pair based on the label similarity. Training
with this objective encourages the model to gener-
ate closer representations for instance pairs with
more shared labels and push away those pairs that
have completely different labels. As a result, the
kNN mechanism will retrieve instances that con-
tain more relevant labels, thereby further improving
the classification performance. It’s worth noting
that our method is of high versatility and can be
directly applied to most existing MLTC models.

In summary, our contributions are as follows:

• We propose a k nearest neighbor mechanism
for MLTC that directly utilizes the knowledge
from the existing instances during inference.

• We design a multi-label contrastive learning
objective which can effectively enhance the
kNN mechanism for MLTC.

• Extensive experiments show that our method
can consistently and considerably improve the
performance of multiple existing MLTC mod-
els including the state-of-the-art pretrained
and non-pretrained ones.

2 Related Work

Multi-label Text Classification Existing meth-
ods for MLTC mainly focus on learning text repre-
sentation and modeling label correlation. At first,
CNN (Kim, 2014; Kurata et al., 2016) and RNN-
based (Liu et al., 2016) models were used to capture
local and long-distance text dependencies. Besides,
Xiao et al. (2019) proposed a label-specific atten-
tion network to focus on different tokens when
predicting each label. The sequence generation
model (Yang et al., 2018) and iterative reasoning
mechanism (Wang et al., 2021) were utilized to

Figure 1: The overview of our proposed method.

model the label correlation. Furthermore, Ma et al.
(2021) adopted graph neural networks based on
label graphs. However, these methods are unable
to refer to the existing instances that can guide the
model to make better predictions.

Nearest Neighbor Methods in NLP Nearest
neighbor methods have achieved great success in
many NLP tasks such as language modeling (Khan-
delwal et al., 2020) and machine translation (Khan-
delwal et al., 2021; Zheng et al., 2021; Lin et al.,
2021; Su et al., 2015). These methods utilize kNN
retrieval in the inference stage based on context
representation vectors which are generated by a
converged model. Zheng et al. (2021) pointed out
that simple application of the kNN method tends
to introduce noise and we also found this issue
in MLTC. Therefore, we design a multi-label con-
trastive learning objective to improve the quality of
the retrieved neighbors. 2

3 Proposed Method

In this section, we introduce our proposed method
in detail. As depicted in Fig. 1, we design a k
nearest neighbor mechanism for MLTC (Step 2, 3)
and enhance it by training the model with a multi-
label contrastive learning objective (Step 1).

3.1 Problem Formulation

Let D = {(xi, yi)}Ni=1 be the MLTC training set
consisting of N instances. Each xi is a text and

2Contemporary with our work, KNN-BERT (Li et al.,
2021) uses kNN and CL to enhance pretrained models’ per-
formance on multi-class classification. However, the way it
uses kNN and sets positive/negative pairs in CL is inappli-
cable to multi-label scenarios due to its neglect of multiple
non-exclusive labels in each instance, which is addressed by
us in Section 3.3.
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yi ∈ {0, 1}L denotes the corresponding multi-hot
label vector where L is the total number of labels.
The target of MLTC is to learn the mapping from
the input text to the relevant labels.

3.2 Nearest Neighbor MLTC
To obtain knowledge from existing instances during
inference, we propose a k nearest neighbor mecha-
nism for MLTC including two steps: constructing a
datastore of training instances (Step 2) and making
the kNN prediction based on it (Step 3).

Datastore Construction Given an instance from
the training set (xi, yi) ∈ D, the text representation
vector hi = f(xi) can be generated by an MLTC
model. Then the multidimensional datastore D′

can be constructed offline by a single forward pass
over each training instance: D′ = {(hi, yi)}Ni=1.

Prediction In the inference stage, given an in-
put text x, the model outputs the prediction vec-
tor ŷMo ∈ {p|p ∈ [0, 1]}L. The model also out-
puts the text representation f(x), which is uti-
lized to query the datastore D′ according to the
euclidean distance to obtain the k nearest neigh-
bors: N = {(hi, yi)}ki=1. Then the kNN predic-
tion can be made by:

ŷkNN =
k∑

i=1

αiyi, αi =
e−d(hi,f(x))/τ∑
j e

−d(hj ,f(x))/τ
(1)

where d(·, ·) indicates the euclidean distance, τ is
the kNN temperature, and αi denotes the weight of
the i-th neighbor. Intuitively, the closer a neighbor
is to the test instance, the larger its weight is. The
final prediction is calculated as the combination
of the base model output and the kNN prediction:
ŷ = λŷkNN +(1−λ)ŷMo where λ is the proportion
parameter.

3.3 Multi-Label Contrastive Learning
In MLTC, a model is usually trained by supervised
learning with the binary cross-entropy (BCE) loss
which is unaware of the kNN retrieval process. In
consequence, retrieved neighbors may not have
similar labels to the test instance and provide little
help for the prediction. To fill this gap, we propose
to train the model with a multi-label contrastive
learning objective.

Existing supervised contrastive learning meth-
ods tried to narrow distances between instances
from the same class and push away those from dif-
ferent classes. However, in MLTC, two instances

may share some common labels while there may
also be some labels that are unique to each in-
stance. How to handle these cases is the key to
utilizing contrastive learning in MLTC. Therefore,
to model complex correlations among the multi-
label instances, we design a dynamic coefficient
based on the label similarity.

Considering a data minibatch of size b, we define
a function to output all the other instances for a spe-
cific instance i: g(i) = {k|k ∈ {1, 2, · · · , b}, k ̸=
i}. The contrastive loss for each instance pair (i, j)
can be calculated as:

Lij
con = −βij log

e−d(zi,zj)/τ
′∑

k∈g(i) e
−d(zi,zk)/τ ′

(2)

Cij = y⊤i · yj , βij =
Cij∑

k∈g(i)Cik
(3)

where d(·, ·) is the euclidean distance, τ ′ is the
contrastive learning temperature and zi = f(xi)
denotes the text representation. Cij denotes the
label similarity between i, j which is computed by
the dot product of their label vectors. The dynamic
coefficient βij is the normalization of Cij .

The contrastive loss for the whole minibatch is
the summation over all the instance pairs: Lcon =∑

i

∑
j∈g(i) L

ij
con. For a pair of instances (i, j), the

greater label similarity Cij will bring larger coeffi-
cient βij , thereby increasing the value of their loss
term Lij

con. As a result, their distance d(zi, zj) will
be optimized to be closer. Meanwhile, if they have
no shared labels (βij = Cij = 0), then the value
of Lij

con is also zero and their distance d(zi, zj) will
only appear in the denominators of other terms.
Consequently, their distance will have negative gra-
dients and be optimized to become far.

Denoting BCE loss as LBCE, the overall training
loss of our method is: L = LBCE + γLcon. The
parameter γ controls the trade-off between losses.

Dataset I L L W

AAPD 55,840 54 2.4 163
RCV1-V2 804,414 103 3.2 124

Table 2: Statistics of the datasets. I and L denote the
total number of instances and labels. L and W denote
the average number of labels and words per instance.

4 Experiments

In this section, we conduct multiple experiments to
evaluate the efficacy of our method. Implementa-
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tion details and the overhead of our method can be
found in Appendix A and B respectively.

4.1 Settings

Datasets To evaluate our method, we conduct ex-
periments on two benchmark datasets AAPD (Yang
et al., 2018) and RCV1-V2 (Lewis et al., 2004).
The dataset statistics are listed in Tab. 2.

Evaluation Metrics Following the previous
work (Yang et al., 2018), we adopt hamming loss
and micro-F1 score as our evaluation metrics.

Baseline We adopt the following models as our
baselines and apply our method to all of them:

CNN (Kim, 2014) uses multiple convolutional
kernels to extract local text representations.

LDGN (Ma et al., 2021) is the state-of-the-art
non-pretrained MLTC model. It is based on the
label-wise attention network and a GCN.

BERT (Devlin et al., 2019) is a Transformer-
based pretrained language model. Its [CLS] repre-
sentation is used to do the classification.3

Models
AAPD RCV1-V2

HL(-) F1(+) HL(-) F1(+)

CNN 0.02378 69.60 0.00946 83.76
+ours 0.02248 71.69 0.00824 86.14

LDGN 0.02478 70.59 0.00863 86.00
+ours 0.02296 71.38 0.00768 87.29

BERT 0.02257 74.03 0.00766 87.54
+ours 0.02167 75.18 0.00715 88.36

Table 3: Performance of all the models. HL and F1
denote the hamming loss and micro-F1 (%). The symbol
‘+’/‘-’ indicates that the higher/lower the value is, the
better the model performs. Best results are marked bold.

4.2 Results

Main Experiments As shown in Tab. 3, our
method can bring consistent and considerable per-
formance improvements to all of the models. For
example, our method has improved the micro-F1 of
CNN by 2.09% on AAPD and 2.38% on RCV1-V2
respectively. Moreover, both the state-of-the-art
LDGN and powerful BERT can still benefit a lot
from our method. Specifically, when equipped with

3We also experimented on RoBERTa but it was outper-
formed by BERT in our task. Therefore, we choose BERT as
the baseline pretrained model in our experiments.

Models AAPD RCV1-V2

CNN 69.60 83.76
CNN+kNN 70.19 85.21
CNN+CL 69.43 83.84
CNN+CL+kNN 71.69 86.14

LDGN 70.59 86.00
LDGN+kNN 70.73 86.76
LDGN+CL 70.44 86.51
LDGN+CL+kNN 71.38 87.29

BERT 74.03 87.54
BERT+kNN 74.22 87.84
BERT+CL 73.85 87.74
BERT+CL+kNN 75.18 88.36

Table 4: Micro-F1 (%) of the ablation tests. kNN and
CL denote the k nearest neighbor mechanism and con-
trastive learning objective respectively.

our method, the non-pretrained model LDGN ob-
tains competitive performances compared to the
pretrained model BERT on the larger RCV1-V2.

Ablation Test As mentioned above, our method
consists of a k nearest neighbor mechanism (de-
noted as kNN) and a multi-label contrastive learn-
ing objective (denoted as CL). We demonstrate the
effect of each component via an ablation test.

As shown in Tab. 4, the kNN mechanism can
consistently improve the performance of the base
models. Moreover, when equipped with our con-
trastive learning loss, although performances of the
base models remain consistent, the improvements
brought by the kNN mechanism have increased by
a large margin. This verifies that our CL objective
does effectively enhance the kNN mechanism.

Models
AAPD RCV1-V2

w/o β w/ β w/o β w/ β

CNN 71.19 71.69 85.27 86.14
LDGN 71.06 71.38 86.78 87.29
BERT 74.66 75.18 88.08 88.36

Table 5: Micro-F1 (%) of our methods with or without
the dynamic coefficient β.

Analysis of Dynamic Coefficient In existing CL
methods, two instances are either positive or nega-
tive for each other. To model more fine-grained sim-
ilarity between instances, we proposed a dynamic
coefficient β for each CL loss term (see Eq. 2,3).
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(a) Anaylsis of the number of neighbors (b) Analysis of the proportion of kNN prediction

Figure 2: Hyperparameter analysis of the kNN mechanism on the RCV1-V2 dataset.

To verify the necessity of β, we also apply the sim-
ple extension of existing CL methods to MLTC4.
As shown in Tab. 5, our method outperforms the
simple extension method in all cases, which veri-
fies the necessity of considering the fine-grained
similarity between multi-label instances.

Analysis of kNN Paramters Here we conduct a
parameter analysis of our kNN mechanism on the
RCV1-V2 dataset. As shown in Fig. 2(a), for all
the models, the performance improves at first and
then decreases as the k increases. Moreover, when
referring to neighbor instances (k > 0), the perfor-
mance is always better than only using the model
output (k = 0), which verifies the necessity of uti-
lizing the knowledge from the existing instances.
Fig. 2(b) demonstrates the trend of model perfor-
mance with λ. In general, the trend is similar to
that of k which further confirms that only using the
model prediction (λ = 0) is sub-optimal. It’s worth
noting that on the BERT model, completely using
neighbors’ prediction (λ = 1) is highly competitive
compared to the uniform combination (λ = 0.5)
which performs the best on the other base models.

Impact of Contrastive Learning To further ana-
lyze the impact of our contrastive learning objec-
tive, for each test instance, we count the average
proportion of shared labels to all labels brought by
its nearest neighbors. As shown in Tab. 6, after
training the model with contrastive learning, the
retrieved instances contain more shared labels with
the test instance, which further proves that CL does

4The extension method can be obtained by setting all the
Cij greater than 1 to 1 in Eq. 3. This means if two instances
have any shared label, they are considered to be a positive pair.

Models
AAPD RCV1-V2

w/o CL w/ CL w/o CL w/ CL

CNN 64.5 65.5 82.7 84.2
LDGN 63.1 64.2 84.4 84.9
BERT 67.8 68.5 85.5 86.4

Table 6: The average proportion (%) of the shared labels
to all labels brought by the nearest neighbors to each
test instance with or without our CL objective.

improve the quality of the retrieved neighbors. An
intuitive example can be found in Appendix C.

5 Conclusion

In this paper, we proposed a k nearest neighbor
mechanism along with a multi-label contrastive
learning objective for MLTC. Extensive experi-
ments verified the effectiveness of our method and
revealed the source of performance improvements
our method brings. For future work, we will ex-
plore how to improve the performance of MLTC
models directly with contrastive learning.
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A Implementation Details

We implement all the methods relying on the Py-
Torch library5. We also use Faiss (Johnson et al.,
2021) for fast nearest neighbor search. For CNN
and BERT, we directly use the representations from
the last hidden layer to construct the datastore. As
for the LDGN which generates label-specific text
representations, we perform a max-pooling opera-
tion on all the l vectors to get the single representa-
tion vector.

We train all the models on both datasets up to 30
epochs with an early stop of 3 patience and use the
Adam optimizer with a learning rate of 1× 10−3.
For all the models on AAPD, we use a batch size
of 128. On RCV1-V2, we use a batch size of 512
for CNN and LDGN, and 128 for BERT due to its
huge memory usage. As for the hyperparameters
of our proposed method, λ = 0.5, τ = 1, τ ′ =
10 are adopted for all the cases. Besides, we use
k = 5, γ = 0.1 for all the models on AAPD and
k = 10, γ = 0.01 for those on RCV1-V2.

Models AAPD RCV1-V2

CNN 0.09 GB 1.46 GB
LDGN 0.11 GB 1.84 GB
BERT 0.17 GB 2.60 GB

Table 7: Disk usage of each datastore.

Models
AAPD RCV1-V2

w/o kNN w/ kNN w/o kNN w/ kNN

CNN 3.18 3.25 2.89 6.17
LDGN 5.47 7.29 7.61 9.67
BERT 264.89 267.57 265.96 270.73

Table 8: Inference time (ms/text) of different models
with or without the kNN prediction. All results are
tested with an RTX-2080Ti GPU.

B Space and Time Overhead

In the training stage, the overhead of contrastive
learning is negligible compared to supervised learn-
ing, so we do not report it here. Most of the over-
head lies in the kNN classifier. The disk usage of
each datastore is shown in Tab. 7. The inference
time per text of different models with or without
the kNN prediction on each dataset is listed in

5https://pytorch.org/
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Figure 3: TSNE visualization where the red star stands
for the test instance. Neighbors with different similari-
ties to the test instance are plotted with different marks.

Tab. 8. It’s worth noting that the extra inference
time brought by our method does not exceed 5ms
in all cases.

C Case Study: TSNE Visualization

In Fig. 3, we use the TSNE visualization tool to
plot the CNN representations of a test instance and
its 80 nearest neighbors with or without our CL
objective. We use different marks to plot neigh-
bors with different label similarities (Cij in Eq. 3)
to the test instance. As demonstrated in the left
part, without contrastive learning, most of the near-
est neighbors have only the similarity of 1 (green
crosses). However, in the right part, with our CL
objective, the test instance is surrounded by neigh-
bors which have a high label similarity of 2 (blue
circles). This confirms that our CL objective does
improve the quality of the retrieved neighbors.

Figure 4: Analysis of the proportion of our contrastive
learning objective based on each model.

D Analyzing the Proportion of
Contrastive Learning

In this section, we analyze how the proportion of
contrastive learning affects the performance of our

method. As shown in Fig. 4, when trained with
the contrastive learning objective (γ > 0), the per-
formance of our method is better than that without
contrastive learning (γ = 0) in most cases. How-
ever, when training the BERT model, too high pro-
portion of contrastive learning (γ = 1) even hurts
the performance. Besides, different base models
have the different γ values for their optimal per-
formance, which indicates that the proportion of
contrastive learning to the overall training objec-
tive is crucial to the performance and varies with
different model structures.
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