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Abstract

Despite recent improvements in open-domain
dialogue models, state-of-the-art models are
trained and evaluated on short conversations
with little context. In contrast, the long-term
conversation setting has hardly been studied.
In this work we collect and release a human-
human dataset consisting of multiple chat ses-
sions whereby the speaking partners learn
about each other’s interests and discuss the
things they have learnt from past sessions. We
show how existing models trained on existing
datasets perform poorly in this long-term con-
versation setting in both automatic and human
evaluations, and we study long-context models
that can perform much better. In particular, we
find retrieval-augmented methods and methods
with an ability to summarize and recall pre-
vious conversations outperform the standard
encoder-decoder architectures currently consid-
ered state-of-the-art.

1 Introduction

Improvements in the ability to train large neural
language models, together with the availability of
larger and higher quality dialogue datasets, are
spurring the development of increasingly convinc-
ing open-domain dialogue models (McTear, 2020).
Unfortunately, a major aspect missing from the cur-
rent state of the art is that human conversations
can take place over long time frames, whereas
the currently used systems suffer in this setting.
Commonly used training and evaluation resources
— while large in terms of number of training exam-
ples — include only short conversations, typically
between 2-15 turns, consisting of a single conversa-
tional session. Perhaps for that reason, the current
state-of-the-art models such as Meena (Adiwar-
dana et al., 2020) and BlenderBot (Roller et al.,
2020) employ Transformers with token truncation
lengths of only the 128 most recent tokens, and

*We use this term colloquially, see Agranoff et al. (1965)
for evidence of goldfish long-term memory.

are clearly incapable of incorporating long-term
conversational context. Consequently, it is unclear
how well these models will perform on long or
multi-session open-domain conversations. In con-
trast, a successfully deployed bot will engage in
many conversations over a length of time, as cap-
turing organic user interest will garner continual
reengagement from returning users. Long-term
open-domain communication gives the opportunity
for the conversation to develop and even improve
with time as the model has more context and more
understanding of that specific user’s interests. How-
ever current models, due to context truncation, will
never use this information.

In this work we study methods for long-term
open-domain conversation. As to the best of our
knowledge no public domain task exists to study
such methods, we collect and release! a new En-
glish dataset, entitled Multi-Session Chat (MSC)
that consists of human-human crowdworker chats
over 5 sessions, with each session consisting of
up to 14 utterances, where the conversationalists
reengage after a number of hours or days and con-
tinue chatting. Previous sessions are annotated
with summaries of important personal points that
may be useful in further conversations. When reen-
gaging, conversationalists often address existing
knowledge about their partner to continue the con-
versation in a way that focuses and deepens the
discussions on their known shared interests, or ex-
plores new ones given what they already know.

We study the performance of two long-context
conversational architectures on this task: (i)
retrieval-augmented generative models (Lewis
et al., 2020b; Shuster et al., 2021); and (ii) a pro-
posed read-write memory-based model that sum-
marizes and stores conversation on the fly. We
show that both techniques outperform conventional
encoder-decoder Transformers, and that training

'Dataset, model weights and code for this entire project
will be made available upon acceptance.
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models on our new task give long-term conversa-
tional abilities that existing state-of-the-art mod-
els lack, as shown in both automatic metrics and
human evaluations. We provide extensive experi-
ments and ablations that study the reasons behind
these improvements.

2 Related Work

A relatively large and growing number of either nat-
ural or crowdsourced datasets have been collected
and used in open-domain dialogue research. These
datasets focus on the vast array of different skills
required by a dialogue agent, but conversations
lengths are typically short. Recent state-of-the-art
open-domain dialogue agents have utilized Daily
Dialogue (Li et al., 2017), PersonaChat (Zhang
et al., 2018), Empathetic Dialogues (Rashkin et al.,
2019), Wizard of Wikipedia (Dinan et al., 2019)
and Pushshift.io Reddit (Baumgartner et al., 2020);
see Huang et al. (2020) for a review of other
datasets. The number of conversational turns in
these datasets is in the range of 2-15 turns, we
provide statistics of some of these datasets in Ta-
ble 2. We note there also exist some other kinds of
dialogue datasets, e.g. from fantasy role-playing
(Urbanek et al., 2019; Rameshkumar and Bailey,
2020) and TV shows as well (Poria et al., 2018).
Crowdsourcing long conversations is difficult due
to both the expense and the difficulty of employ-
ing crowdworkers for long lengths of time due to
so called Human Intelligence Tasks (HITs) being
typically of a short duration — only “a few minutes”
(Paolacci et al., 2010). While organic long con-
versations regularly transpire on the internet, e.g.
on messaging platforms, these are proprietary, and
privacy concerns make public release implausible.
Several existing datasets explore the use of per-
sonal knowledge used as context to dialogue, which
can be seen as a short, simple memory provided
to the bot. In Mazaré et al. (2018) such personas
were extracted from Reddit and used to train agents.
In Zhang et al. (2018) personas were first crowd-
sourced, and speakers were asked to play those
roles. Other works have considered encoding per-
sonas into vector-based weights (Li et al., 2016).
In this work, we explore summarizing the long-
term conversations that occur in order to store use-
ful information about them. Summarization is a
rich field where the vast majority of work focuses
on summarizing documents (Kaikhah, 2004; Krys-
cinski et al., 2019; Cheng and Lapata, 2016), for

example summarizing in order to predict other rel-
evant information (West et al., 2019), while there
is some work on dialogue as well (Goo and Chen,
2018; Gliwa et al., 2019; Pan et al., 2018).

Standard Transformers have a fixed context
length which due to the all-vs-all self-attention
mechanism becomes inefficient when it is too large.
Consequently, many existing pre-trained models
have short token truncation lengths, e.g. 128 to-
kens, as in BlenderBot (Roller et al., 2020) and
Meena (Adiwardana et al., 2020), or 1024 tokens,
as in BART (Lewis et al., 2020a). A number of
approaches have been proposed to ameliorate this
issue. Long-context Transformers consider ways to
speed up the self-attention mechanism (Child et al.,
2019; Kitaev et al., 2019; Beltagy et al., 2020) and
retrieval-augmented methods consider ways to se-
lect the pertinent parts of the context to consider
(Dinan et al., 2019; Lewis et al., 2020b; Shuster
et al., 2021) which can also be related to earlier
neural QA methods (Chen et al., 2017).

3 Multi-Session Chat

To conduct research on long-term conversations,
we require data to both train on and to evaluate
models. We consider the natural case where two
speakers chat online in a series of sessions as is for
example common on messaging platforms. Each
chat session consists of 6-7 turns for each speaker.
Then, after a certain amount of (simulated) time
has transpired, typically hours or days, the speak-
ers resume chatting, either continuing to talk about
the previous subject, bringing up some other sub-
ject from their past shared history, or sparking up
conversation on a new topic. We consider this
multi-session long conversation setup, and name
our dataset Multi-Session Chat (MSC).

Data Collection To build our publicly available
dataset we employ crowdworkers. We provide
screenshots of the task, and details of quality con-
trol via onboarding, crowdworker co-rating, and
automatic evaluation procedures in Appendix B.

Personas Crowdworkers are asked to play a role,
rather than speaking about their own personality,
which helps mitigate privacy concerns, and ensures
diversity even if the same crowdworker conducts
multiple conversations. In addition to the crowd-
workers being specifically told to play the role, they
are also told not to discuss aspects of their real pro-
files or indeed any personally identifiable informa-
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Train Valid Test
Data Type  Epsiodes Utts.  Summary | Epsiodes Utts.  Summary | Epsiodes Utts.  Summary
Session 1 8939 131,438 59,894 1,000 7,801 7,768 1015 6,634 6,572
Session 2 4000 46,420 46,420 500 5,897 5,897 501 5,939 5,939
Session 3 4000 47,259 26,976 500 5,890 5,890 501 5,924 5,924
Session 4 1001 11,870 - 500 5,904 5,904 501 5,940 5,940
Session 5 - - - 500 5,964 - 501 5,945 -
Total - 236,987 133,290 ‘ 31,456 25,459 ‘ - 30,382 24,375

Table 1: Data statistics of our MULTI-SESSION CHAT dataset. Speakers converse across sessions, each of which is
a short focused conversation, with subsequent sessions picking up the conversation again hours or days later. We
show the number of episodes, utterances (utts) and response summaries for each session.

Num. Num. Unique Avg. Utt. Sessions Utterances
Dataset Episodes  Utterances  Tokens Length  per Episode  per Episode
Pushshift.io Reddit - 1.2B ~1M 254 1 3.2
PersonaChat (zhang et al., 2018) 8,939 131,438 18,688 11.9 1 14.7
Wiz. of Wikipedia (Dinan ctal., 2019) 18,430 166,787 52,490 19.7 1 9.0
Daily Dialog (i etal, 2017) 22,236 87,170 20,673 14.5 1 3.9
Empathetic Dialog (Rashkin et al., 2019) 24,850 64,636 19,458 15.3 1 2.6
MULTI-SESSION CHAT (1-3) 4,000 161,440 37,366 21.4 3 40.4
MULTI-SESSION CHAT (1-4) 1,001 53,332 23,387 23.0 4 53.3

Table 2: Comparison of the training data statistics of the MULTI-SESSION CHAT (MSC) dataset compared to other
open-domain datasets. We show MSC in two categories: episodes with 3 or 4 sessions, named (1-3) or (1-4).

tion. The role is provided as a series of sentences
describing characteristics, events and opinions of
the character they are playing. We use the 1,155
personas crowdsourced from Zhang et al. (2018),
validation and test use separate personas from the
ones used in the training set.

Session 1 For the first chat session we use the
PERSONACHAT dataset (Zhang et al., 2018), which
already involves short conversations where two
speakers get to know each other for the first time.
We note that these conversations rarely go beyond
the superficial stage because speakers simply do
not have enough turns to discuss any topic deeply.

Sessions 2, 3,4, ... For subsequent sessions, we
first select a random amount of (simulated) time
that has elapsed since the previous session, cho-
sen to be either 1-7 hours or 1-7 days, as ideally
speakers would reengage within that timeframe.
We ask the crowdworkers to play the same roles
that were played in the previous session, acting
as if that amount of time has transpired. We note
these crowdworkers may not be the same ones that
played those characters in previous sessions, but
will be playing the same roles: this makes the task
tractable in a crowdworking frameworking where
jobs are typically short, and matching pairs over
a long duration would be infeasible. We instruct
the workers to “chitchat with another worker for 6

turns, as if you were catching up since last time you
two spoke.” and that “When you expand the topic,
make sure it makes sense with the personal details
already mentioned.”, i.e. emphasizing that not only
must they play their role, but also pay attention to
previous interactions with the other speaker.

Session Lengths We collect two lengths of train-
ing conversation: 4000 episodes with 3 sessions,
and 1001 episodes with 4 sessions. For the vali-
dation and test data, the sessions extend up to 5
sessions, giving us a way to measure long-context
session performance that extends beyond the train-
ing set distribution.

Conversation Summaries (Extended Personas)
We give crowdworkers access to all previous dia-
logues between the two conversational roles (for
the role they are playing, and their partner’s role).
However, as the conversation gets longer, this be-
comes infeasible to read and digest within a limited
amount of time. Therefore, between each session,
including after session 1, we run a separate crowd-
worker task in which conversations are summarized
into important points, which are much shorter than
the full dialogues themselves. We then show previ-
ous dialogues, along with these summaries, as the
primary reference for subsequent session dialogues.
As these summaries were collected in order to store
the important points pertinent to either one or the
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other speaker, they can also be seen to function as
extensions of the original given personas. As the
two speakers continue to converse they create more
depth to those characters.

Dataset Examples Two dataset examples, which
consist of four sessions each, along with example
summary annotations, are given in Appendix C
(provided in the Appendix due to their length).

Dataset Statistics Statistics of the multi-session
chat dataset are given in Table 1 and a comparison
with other standard open-domain dialogue datasets
is given in Table 2. We can see that the number
of training utterances per episode is larger than
other datasets (last column of Table 2). Our multi-
session training chats that last 4 sessions have an
average of ~53 utterances in a full conversation
(over all sessions), while our validation and test
chats over 5 sessions have an average of ~66 ut-
terances. In contrast, other standard datasets are in
the range of 2.6-14.7 utterances on average. This
brings challenges in open-domain dialogue model-
ing due to the large context size, e.g. an average of
1614 tokens as tokenized by the BlenderBot BPE
dictionary (Roller et al., 2020), where the Trans-
former used in that work has a truncation length of
128. Further information on the dataset including
analysis of its quality is given in Appendix B.

4 Modeling Multi-Session Chat

4.1 Transformer Encoder-Decoders

The most straight-forward approach for modeling
dialogue using our new task is simply to use a large
language model as is standard in open-domain di-
alogue, i.e. an encoder-decoder Transformer as in
the Meena (Adiwardana et al., 2020) and Blender-
Bot (Roller et al., 2020) systems. We consider
using the BST 2.7B parameter model from Blender-
Bot as an initial pre-trained model, which we then
fine-tune on the Multi-Session Chat task.

Encoder Truncation As BST 2.7B has a trun-
cation of 128 tokens in the encoder, we consider
extending this to a larger input. To do this, we
extend its available positional encodings from 128
to 512 or 1024 tokens as we fine-tune the whole
network on the downstream task. We add new posi-
tional embeddings to be trained such that the exist-
ing ones (the first 128 most recent tokens) do not
change from before. We then evaluate the impact
of these choices in order to select the best model.

4.2 Retrieval-Augmentation

A popular technique when dealing with a large col-
lection of text, only some of which is relevant, is to
use a retrieval-augmented Transformer. A retrieval
system is used to search over a text collection, and
select some of it to be included in the final encoding
which is attended to by the Transformer decoder.

RAG The RAG (Retrieval-Augmented Gener-
ation) approach (Lewis et al., 2020b) utilizes a
neural-retriever-in-the-loop which is itself a second
Transformer. Documents to be retrieved are stored
in an approximate nearest-neighbor FAISS index
(Johnson et al., 2019), and a DPR (Dense Passage
Retrieval) (Karpukhin et al., 2020) Transformer bi-
encoder model is used to score document-context
pairs in order to rank them based on their match,
where the base DPR model is pre-trained on QA
data pairs. The DPR model is thus used to both
retrieve from the FAISS index, and then score the
top N candidates. The entire system is trained
end-to-end so that retrieval is optimized to help
improve generation. This setup was shown to work
for dialogue in particular in Shuster et al. (2021).

FiD and FiD-RAG We also consider the Fusion-
in-Decoder (FiD) (Izacard and Grave, 2020), an-
other method that has been shown to perform well.
In this approach, the pre-trained retriever is used
directly: each of the top N documents returned is
prepended to the context and encoded separately
by the encoder, and finally all the results are con-
catenated. The decoder then attends to these en-
codings to produce a final response. We consider
the pre-trained retriever to either be standard pre-
trained DPR, or the RAG-trained retriever, called
FiD-RAG (Shuster et al., 2021).

Retriever and Documents In this work the set
of passages in the memory is not large enough to
require a FAISS index, but it is large enough that
retrieval may be useful. We thus store for every
item in the memory the vector encoding by the
DPR model (whereas in the FAISS approach this
dense vector is approximated instead). Then given
a dialogue context, we score each memory using
the bi-encoder, and use the top N for generation.
In our case, the memories consist of dialog utter-
ances from the history of the conversation. We
consider the chunk (document) size as a hyperpa-
rameter and try either encoding utterances as sepa-
rate documents, or else whole sessions (or session
summaries) as documents. The latter (whole se-
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Pre-Train Model  Truncation Sessions 1-4  Session 1  Session2  Session 3  Session4  Trunc% (S4)
With no previous session context

BST 2.7B 128 9.23 8.76 9.45 9.31 9.40 51%
BST 2.7B 512 9.06 8.18 9.42 9.26 9.36 0%
BST 2.7B 1024 9.08 8.20 9.46 9.29 9.37 0%
With previous session dialogue context

BST 2.7B 128 9.16 8.75 9.32 9.22 9.32 100%
BST 2.7B 512 8.87 8.15 9.14 9.04 9.17 100%
BST 2.7B 1024 8.89 8.17 9.18 9.05 9.16 80%
With previous session summary context

BST 2.7B 128 9.09 8.77 9.24 9.12 9.24 100%
BST 2.7B 512 8.79 8.17 8.69 9.15 9.22 36%
BST 2.7B 1024 8.80 8.18 9.05 8.91 9.04 0%

Table 3: Comparison of different context truncation lengths and context types when training on MULTI-
SESSION CHAT. We show validation perplexity for various models across different sessions, and percent of tokens

truncated for session 4 (last column).

Session Session Openings
Model Context 2 3 4 50 2 3 4 5
No Session History 946 929 937 930 | 996 1099 10.69 10.46
Dialogue History 9.18 9.05 9.16 9.08 | 7.55 8.48 8.27 7.94
Gold Summary 9.04 890 9.02 896 | 6.98 796 794 777
Gold Summary (without time features) 9.05 891 9.04 8.95 | 6.97 7.95 7.97 7.74
Gold Summary (partner’s only) 9.14 899 9.11 9.03 | 7.66 8.49 8.49 8.07
Gold Summary (self only) 929 9.10 9.18 9.13 | 840 8.94 8.52 8.39
Predicted Summary 9.11 898 9.07 9.00 | 7.44 8.43 820  7.81

Table 4: Summaries vs. Dialogue Context Performance when training on MULTI-SESSION CHAT, reporting
validation perplexity, using a BST 2.7B-1024 pre-trained model with MSC fine-tuning. Note that the last row in this
Table corresponds to the SumMem-MSC 2.7B (truncate 1024) row in Table 15 in the Appendix.

sions) worked better, and we report those in the
final results. For N we try values 3, 5 and 6, and
also choose the best for each method according to
the validation set.

4.3 Summarization Memory-Augmentation

The retrieval-augmentation models described in
the previous section retrieve from the set of past
dialogues. Simply storing historical text in the
memory in their raw form is a simple approach
that is often used elsewhere in the literature, e.g.
in question answering or knowledge-grounded dia-
logue. However, those approaches have two poten-
tial drawbacks: (i) there is a lot of context to store,
and hence retrieve from; (ii) no processing has been
done on that content, so the reading, retrieving and
combining operations required to generate an an-
swer leave a lot of work for the model to do. We
therefore propose instead a novel memory augmen-
tation that first summarizes pertinent knowledge
and only stores that in an attempt to solve both
problems.

The procedure involves two main components:

1. An encoder-decoder abstractive summarizer
that takes as input the dialogue history, and
outputs a summary of new pertinent informa-
tion contained in the last dialogue turn, or
“no-summary” if there is no new information
found. When found, the summarized knowl-
edge is added to the long-term memory.

2. A memory-augmented generator that takes the
dialogue context and access to the long-term
memory, and generates the next response.

For (1) we can use the human annotated data
from our newly collected MSC task to know what
summaries to generate (see section 3 and Figure 1
in the Appendix). We thus train a supervised
encoder-decoder model to produce summaries.

For (2) we can use the same systems as pre-
sented in subsection 4.2 to both retrieve from the
summarization memories, and to finally generate
an appropriate response. That is, we store the sum-
maries in documents and retrieve them using either
RAG, FiD or FiD-RAG.

5184



Session Session Openings
Model Context 2 3 4 51 2 3 4 5 | Sparsity
Gold summary 9.04 890 9.02 896 | 698 796 794 177 | 420%
Predicted Summary (sampling 5%) 9.11 898 9.07 9.00 | 744 843 820 7.8l 29.1%
Predicted Summary (sampling 25%) 9.11 897 9.07 9.01 | 746 853 822 794 41.4%
Predicted Summary (sampling 50%) 9.14 899 9.08 9.02 | 7.57 862 837 8.1l 50.7%

Predicted Summary (sampling 100%) 9.14  8.99

9.10 9.03 | 7.68 8.69 856 8.25

61.8%

Table 5: Predicted Summaries when subsampling the no-summary class on MULTI-SESSION CHAT, reporting
validation perplexity, using a BST 2.7B-1024 pre-trained model with MSC fine-tuning. The last column shows the
sparsity of the summarizations (how often a summary line is generated), which can be controlled by subsampling
the no-summary class at training time. Subsampling gives better results and closer sparsity levels to the original

human annotated data.

Session
Training Data 1 2 3 4 All
Session 1 824 114 112 113 105
Sessions 1+2 821 921 9.09 924 894
Sessions 1+2+3 816 9.05 893 9.06 8.80

Sessions 1+2+3+4 8.16 9.02 8.89 9.02 8.77

Table 6: Varying the Number of Training Sessions
when training on MULTI-SESSION CHAT, reporting val-
idation perplexity, using a BST 2.7B-1024 pre-trained
model with MSC using gold summaries.

S Experiments

Using session dialogue context We compare dif-
ferent context types in Table 3, evaluating over
sessions 1-4. We observe an improvement in per-
plexity when incorporating the dialogue history
from previous chat sessions, compared to no ses-
sion context, for all sessions after the first one, and
for all context lengths — with larger context lengths
giving better improvement. This shows that our hu-
man conversationalists do use previous sessions to
make dialogue more salient in successive sessions
as this is reflected in the collected human-human
dataset — and that our models are able to utilize this
information well when training on this data.

Using session summary context We also show
performance of using gold session summary con-
texts, as annotated by crowdworkers, in Table 3. As
the summaries include salient points, they are po-
tentially more informative than dialogue context for
a generative model. We find perplexities improve
when using summaries compared to using dialogue
context (or no context at all) over all sessions after
the first one, and for all context lengths, although
the improvements are not large. This shows that
conversation summaries are potentially useful for
dialogue generation in the long-context case.

Comparing performance on session openings
Session openings in the MSC dataset look quite
different to other dialogue datasets that do not have
a session format. This is because they involve an
opening message that is intended to reengage the
other speaker after a period of time, using known in-
formation that has been exchanged between speak-
ers. In Table 4 we compare models that use differ-
ent context types on only these opening responses.
In this case we find much more pronounced per-
plexity differences between no session context his-
tory, dialogue history or summary context history.
For example, we see around around 2 perplexity
points difference between using or not using previ-
ous session context. We show examples of opening
session generations in Appendix C. We observe
that opening messages are categorically different
to other conversation turns, typically involving a
statement or question given knowledge of shared in-
terests contained in the long-context. This explains
why collection of our new dataset is so important
for this goal, as reflected in perplexity improve-
ments. That is, they indicate that our new task will
likely help improve multi-session conversational
engagement with users compared to existing train-
ing schemes.

Comparing different context lengths As shown
in Table 3 changing the context length of a Trans-
former can impact the performance in our task.
With no previous session context, improvements
are minimal for sessions 2 onwards. However, us-
ing session dialogue or summary contexts we do
see improvements with larger lengths of 512 or
1024 tokens, compared to 128. The last column of
Table 3 shows the percentage of responses where
the input to the Transformer is truncated for session
4, for each truncation length. One can see that us-
ing summaries can be beneficial as they are shorter,
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Model Session 1  Session2  Session3  Session4  Session 5  Session Openings
BST 2.7B (Roller et al., 2020) 8.97 9.98 10.26 10.40 10.50 12.92
MSC 2.7B (truncate 128) 8.87 8.89 9.10 9.21 9.27 8.95
MSC 2.7B (truncate 1024) 8.25 8.76 8.93 9.07 9.16 8.09
MSC 2.7B (RAG) 8.22 8.78 8.97 9.11 9.17 8.10
MSC 2.7B (FiD) 8.22 8.75 8.92 9.05 9.11 8.06
MSC 2.7B (FiD-RAG) 8.23 8.75 8.93 9.04 9.11 8.03
SumMem-MSC 2.7B (truncate 1024) 8.25 8.71 8.89 9.01 9.09 8.04
SumMem-MSC 2.7B (RAG) 8.24 8.81 9.00 9.10 9.17 8.05
SumMem-MSC 2.7B (FiD) 8.20 8.71 8.89 9.00 9.07 791
SumMem-MSC 2.7B (FiD-RAG) 8.22 8.70 8.89 9.00 9.07 7.87

Table 7: Test perplexity across sessions for our retrieval- and memory-augmented models (bottom two blocks)
compared to several encoder-decoder baselines (top three rows).

meaning they are truncated less often, which can
thus also help performance.

Summary context performance We can ablate
the summary model training data to understand its
impact further, results of which are given in Table 4.
We see that removing the time feature (indicating
how long ago the previous session occurred) only
has minimal effect. Removing either the partner
or self summary (and keeping the other one), on
the other hand, has a larger effect in both cases,
where keeping the self summary is slightly more
important. Keeping both features is best. These
differences, as before, are magnified when looking
at session opening performance.

Predicted summary models We train models
to predict dialogue summaries, and use predicted
summaries of previous sessions as context (instead
of the full dialogue history or the gold summary).
The training data for predicting summaries consists
of, for each turn, either a summarizing sentence
or the no_summary label. As 42% of turns have
the no_summary label, this can be overexpressed
in the model at beam decoding time?, we therefore
experiment with sampling this label only K% of
the time during training in Table 5. Example pre-
dictions (for the 5% sampling model) are shown
in Figure 1. We find that subsampling gives bet-
ter results and closer sparsity levels to the original
human annotated data (e.g., with K = 25%). We
compare predicted summaries with K = 5% sam-
pling to other methods of modeling long-context in
Table 4. We observe results that are between using
a standard dialogue history (predicted summaries
are slightly better), and using gold summaries (pre-
dicted summaries are not as good).

>We use a beam size of 3 and minimum beam length 10
with no context blocking.

Varying the number of training sessions We
vary the amount of available training sessions from
1-4, with results reported in Table 6. We observe
large gains when using more than one training ses-
sion compared to only one (around 1.5 perplexity
points), again justifying the construction of our
MSC training data. The gains however decrease
with the number of available sessions, e.g. between
having 1-3 training sessions vs. 1-4 only gives a
0.03 perplexity gain averaged across sessions. The
gain even on session 4 is not that large despite the
1-4 training data being in-distribution, whereas 1-3
is not, in addition to 1-4 having more training data.

Retrieval-augmentation model Comparison of
our retrieval-augmented methods are given in Ta-
ble 7, training on MSC using the BST 2.7B model
as pre-training, hence called MSC 2.7B (RAG),
(FiD) or (FiD-RAG), depending on the augmen-
tation method. These methods are compared to
the existing BlenderBot model (BST 2.7B), or
training with MSC with no augmentation (MSC
2.7B with different dialogue history context trun-
cation lengths). We find that all three retrieval
augmentation methods, when using the session
level-document size as retrieval documents, can
effectively use retrieval to extend the conversa-
tion history length. We see a large performance
improvement over the existing BlenderBot model
or a truncation of 128 of the MSC 2.7B model.
Performance improvements over MSC 2.7B with
a truncation length of 1024 are minimal, but the
retrieval-augmented models are guaranteed to have
a memory that essentially never forgets the con-
versation, no matter how long it gets, whereas the
truncation model does not.

Summary memory model variants We next
compare the summary memory models, whereby
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Reference Reference New  Engaging Final # Annotated
Model own topic  other’s topic topic Response | Rating Responses
BST 2.7B (Roller et al., 2020) 19.9% 145% 69.0% 53.0% 3.14 668
MSC 2.7B (truncate 128) 15.8% 21.8%  75.8% 56.5% 3.29 673
MSC 2.7B (truncate 1024) 15.0% 22.5% 74.4% 54.2% 3.47 653
SumMem-MSC 2.7B (RAG) 19.6% 33.8% 72.7% 62.1% 3.65 668
SumMem-MSC 2.7B (FiD) 22.1% 30.7%  76.4% 58.9 % 3.62 662
SumMem-MSC 2.7B (FiD-RAG) 24.2% 264% 78.3% 59.3% 3.68 649

Table 8: Human Evaluation Results. Performance of various models measured during conversations with
crowdworkers. Engaging response and final rating numbers in bold are statistically significant compared to BST
2.7B (p-value < 0.05) using a t-test. See subsection 5.1 and Appendix B for more details.

previous dialogue history is summarized before be-
ing stored in the model’s long-term memory, called
SumMem-MSC 2.7B. We use the RAG, FiD, or
RAG-FiD methods to retrieve from that memory,
or we compare to a fixed memory of 1024 tokens
that is truncated, resulting in four different meth-
ods that we compare. Results are given in Table 7.
While improvements are small, we see the same
patterns as for the retrieval-augmented methods
that SumMem-MSC 2.7B FiD-RAG is better than
FiD which is in turn better than RAG, with FiD and
FiD-RAG better than truncation at session open-
ings. Moreover, all SumMem-MSC models outper-
form their retrieval-augmented model counterparts
MSC 2.7B (RAG/FiD/FiD-RAG). SumMem-MSC
2.7B (FiD-RAG) thus provides the best results out
of all methods tested in this work.

Further Detailed Automatic Metrics Our anal-
ysis so far measured perplexity. We report more
automatic metrics (F1 and BLEU) in Appendix A,
which yield similar conclusions.

5.1 Human Evaluation

We perform a human evaluation using crowdwork-
ers. The conversations begin with two randomly
chosen personas from the validation set, and one is
assigned to the crowdworker who is asked to play
that role. We select the conversation to be the 5t
session that these two speakers will converse, and
make available the summary of the previous 4 ses-
sions. We ask the crowdworkers to have a natural
conversation, where they will also evaluate their
partner’s responses for conversational attributes,
in particular whether they reference knowledge of
their own or the other speaker’s persona (or topics
they discussed) from previous sessions, from the
current session, or neither. On each turn of the
conversation the crowdworker is asked to check
all attribute boxes that apply. A screenshot can be
found in Figure 6 in the Appendix showing the UL

Each conversation consists of 15 messages (7 from
the human, 8 from the bot). At the end of the con-
versation, an additional question collects an overall
engagingness score (out of 5) for their speaking
partner.

The results are given in Table 8. We find that
MSC-trained models outperform BlenderBot (BST
2.7B) in terms of both per-turn engaging responses
and final ratings. Further, our summarization mem-
ory models (all three variants RAG, FiD and FiD-
RAG) outperform encoder-decoders with different
levels of truncation of the dialogue history (MSC
2.7B with truncate 128 and 1024). For example,
SumMem-MSC 2.7B (RAG) achieves an engaging
response rate of 62.1% and final rating of 3.65,
compared to BlenderBot’s 53.0% and 3.14 and
MSC 2.7B (truncate 1024)’s 54.2% and 3.47. For
all MSC models, while rates of referencing their
own topics are not particularly increased, we do
observe increased rates of referencing partner top-
ics from previous sessions, with higher rates for
the summarization memory models. For example,
33.8% for SumMem-MSC 2.7B (RAG) compared
to BlenderBot’s 14.5%. This is likely an important
reason why human raters feel the summarization
memory models are more engaging.

6 Conclusion

We have shown that existing dialogue models, both
in terms of training data and models trained, fail to
conduct long-term conversations adequately. Our
work investigates recent model architectures to
ameliorate this issue, and collects a new crowd-
sourced task, Multi-Session Chat to both train and
evaluate these models. We show, in terms of both
automatic metrics and human evaluations, that
these long-context dialogue modeling approaches
outperform the previous systems. Future work
should investigate further improvements to archi-
tectures for the long-context dialogue setting.
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7 Ethical Considerations

The dialogue models we use in this work utilize
large language models, and therefore have similar
concerns as in other work, in particular concerns
about toxic language, bias and other issues dur-
ing language generation (Bender et al., 2021). For
open-domain dialogue in particular, see Xu et al.
(2020); Dinan et al. (2021) for reviews of the liter-
ature and evaluation of recent methods that try to
mitigate these safety issues.

Our work focuses on models with long-term
memory and open-domain conversations wherein
speakers may divulge personal interests. We re-
mark that, during data collection, crowdworkers
were specifically playing roles with given personal-
ity traits, not talking about themselves, and hence
not identifying any personal information. During
conversations with our trained models, the models
will store information they learn from the exchange.
In contrast to current standard language models,
our models have the capability of storing this in
the long-term. This information is stored in the
memory of the model, private to the individual’s
conversation, and hence is not shared with anyone
else.
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A Extra Results

Further Test Set Metrics We show the test
BLEU-1 in Table 11, test BLEU-2 in Table 12,
test BLEU-4 in Table 13 and test F1 in Table 14.

Main Validation Results We show the validation
perplexity in Table 15 (corresponding to the test
perplexity in Table 7).

B Data Collection & Data Quality
B.1 Data Collection & Quality Control

Crowdsourced Data Collection The data collec-
tion lasted for around 6 months and in total over
1000 crowdworkers who are English-speaking an-
notators located in the United States were recruited
and compensated through the Amazon Mechanical
Turk platform. Before the data collection starts,
all crowdworkers are informed that any message
they send may be publicly disclosed for research
purposes, and are instructed not to send any per-
sonal identifiable information (for example, name,
address, email, or phone number etc.) in their mes-
sages.

Quality Control To optimize the quality of col-
lected data, we implement a list of quality controls
in both the conversation summarization task and
the multi-session chat task. All crowdworkers must
achieve high scores on the onboarding task that re-
sembles the actual crowdsourcing tasks before they
are eligible to work on the Human Intelligence Task
(i.e. HIT, the term used by Amazon’s Mechanical
Turk to refer to a single instance of a crowdworker
task). During the actual multi-session chat, crowd-
workers are instructed to report at each conversa-
tional turn if the message from the other speaker
is of poor quality or has BAD behaviors, for ex-
ample, contradicting to or repeating what has been
mentioned; changing topics too often, etc. A final
rating is also collected at the end of each chat indi-
cating how much they enjoy talking to their conver-
sational partner. Crowdworkers that are frequently
reported as producing messages of low quality or

Split Total Unique Unique%
Train 105429 105549  99.88%
Valid 17687 17691 99.97%
Test 17798 17803 99.97%

Table 9: Utterance overlap by data split.

receiving low ratings are blocked from working
on any future HITs. Moreover, dialogues that fail
the acceptability checks such as minimum average
message length or have too many dialogue turns
rated as low quality are also filtered out from the
final dataset.

We show screenshots of the crowdsourced Multi-
Session Chat task in Figure 5 as well as the crowd-
sourced human evaluation task in Figure 6.

B.2 Data Quality Analysis

Following analysis of previous datasets such as
DailyDialogue that exposed significant overlap be-
tween train and test (Csaky and Recski, 2020;
Cséky et al., 2019), we measure various overlap
statistics on our newly collected dataset.

Table 9 gives statistics for the number of unique
utterances in a given data split (comparing to all
other utterances in the same data split). We see
there are very few duplicated messages across
crowdworkers. For example in the validation set
there are only 4, these are: “What kind of dogs
do you have ?”, “How old are your children ?”,
“What kind of dancing do you do ?” and “What
kind of dog is he ?”, i.e. very common questions
that just happened to be asked twice each across
different conversations.

Table 10 gives statistics for the number of unique
utterances across data splits (comparing either valid
or test utterances to all utterances in the train data
split). We again see there are very few duplicated
messages across data splits, looking at these spe-
cific messages we again see they are typical things
that might be commonly asked.

C Dataset Examples

MSC Dataset Examples We show two MSC di-
alogue examples in Figure 2 and Figure 3 each
consist of four sessions. We also show example
summary annotations in Figure 1.

Session Opening Examples We show example
session opening predictions of a model trained on
gold summaries in Figure 4.

Split vs. Split

Train vs. Valid 24
Train vs. Test 45

Overlap Overlap%

0.135%
0.252%

Table 10: Utterance overlap across data splits.
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Model Session 1 Session2  Session3  Session4  Session5  Session Openings

BST 2.7B (Roller et al., 2020) 15.1 14.7 14.1 13.8 13.8 10.9
MSC 2.7B (truncate 1024) 15.5 15.5 15.2 14.7 14.7 11.3
SumMem-MSC 2.7B (RAG) 15.3 15.4 15.1 14.9 14.8 11.5
SumMem-MSC 2.7B (FiD-RAG) 15.5 15.7 15.4 15.3 15.1 11.6

Table 11: Test BLEU-1 across sessions for our memory-augmented models compared to several encoder-decoder
baselines (top two rows).

Model Session 1 Session2  Session3  Session4  Session 5  Session Openings
BST 2.7B (Roller et al., 2020) 5.43 4.84 4.39 4.19 431 1.79
MSC 2.7B (truncate 1024) 5.53 5.26 491 4.69 4.75 2.18
SumMem-MSC 2.7B (RAG) 5.37 5.26 4.96 4.89 4.85 2.45
SumMem-MSC 2.7B (FiD-RAG) 5.42 5.26 5.13 5.02 5.00 242

Table 12: Test BLEU-2 across sessions for our memory-augmented models compared to several encoder-decoder
baselines (top two rows).

D Model Training Settings

We use the openly available Parl Al framework for
all training runs, as well as for evaluations, where
metrics are measured using default settings. All
the fine-tuned models are trained with a maximum
of eight 32GB GPUs (NVIDIA V100), optimized
with Adam using 31 = 0.9, f2 = 0.999, ¢ =
le — 08. Models are trained up to 4000 updates
with batch size up to 128. The typical fine-tuning
time for standard transformer encoder-decoder is
8 hrs before it early stops, and for retrieval-based
model is 16 hrs.
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Model Session 1~ Session2  Session3  Session4  Session 5  Session Openings

BST 2.7B (Roller et al., 2020) 0.858 0.625 0.535 0.551 0.570 0.107
MSC 2.7B (truncate 1024) 0.837 0.745 0.629 0.595 0.631 0.139
SumMem-MSC 2.7B (RAG) 0.919 0.699 0.677 0.664 0.656 0.228
SumMem-MSC 2.7B (FiD-RAG) 0.853 0.765 0.673 0.679 0.678 0.222

Table 13: Test BLEU-4 across sessions for our memory-augmented models compared to several encoder-decoder
baselines (top two rows).

Model Session 1 Session2  Session3  Session4  Session5  Session Openings
BST 2.7B (Roller et al., 2020) 18.3 19.4 19.0 19.0 19.4 13.7
MSC 2.7B (truncate 1024) 18.6 20.0 19.9 19.8 20.0 14.1
SumMem-MSC 2.7B (RAG) 18.3 19.9 19.9 20.0 20.1 14.4
SumMem-MSC 2.7B (FiD-RAG) 18.6 20.1 20.0 20.2 20.2 14.5

Table 14: Test F1 across sessions for our memory-augmented models compared to several encoder-decoder
baselines (top two rows).

Model Session 1  Session2  Session3  Session4  Session 5  Session Openings
BST 2.7B (Roller et al., 2020) 8.84 10.56 10.44 10.51 10.44 13.04
MSC 2.7B (truncate 128) 8.75 9.32 9.22 9.32 9.23 8.95
MSC 2.7B (truncate 1024) 8.17 9.18 9.05 9.16 9.08 8.06
MSC 2.7B (RAG) 8.14 9.16 9.06 9.18 9.10 8.04
MSC 2.7B (FiD) 8.16 9.14 9.02 9.10 9.04 7.97
MSC 2.7B (FiD-RAG) 8.16 9.13 9.02 9.10 9.04 7.96
SumMem-MSC 2.7B (truncate 1024) 8.18 9.11 8.98 9.07 9.00 7.97
SumMem-MSC 2.7B (RAG) 8.16 9.19 9.07 9.17 9.09 7.95
SumMem-MSC 2.7B (FiD) 8.16 9.09 8.97 9.07 8.99 7.82
SumMem-MSC 2.7B (FiD-RAG) 8.16 9.08 8.96 9.07 8.99 7.78

Table 15: Valid perplexity across sessions for our retrieval- and memory-augmented models (bottom two blocks)
compared to several encoder-decoder baselines (top three rows).
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| have been once and stayed the week. It was awesome.
| want to go again.

| can not wait to go again!

| know | can not either. Do you like football?

Yes! My favorite team is the steelers. What is yours?

Redskins and packers. | played college.

label: The Redskins and the Packers are my favorite
football teams. | like football. | played football in college.

model: | played football in college. My favorite football
teams are the Redskins and the Packers.

Hi! | am an olympic gymnast, | don't read much.

That is exciting and must allow you to travel alot. Ever
been to spain?

Yes, I've. | picked up a lovely yellow blouse there.

label: | have been to Spain. | bought a yellow blouse in
Spain.

model: | have travelled to Spain.

That is my favorite. | eat alot since I'm a vegan.

I'm a vegetarian, so | eat a lot of hummus as well.

That's great, we have that in common!

My parents were culinary teachers, they taught me to
cook.

label: My parents were culinary teachers.

model: | was taught how to cook by my parents.

| am cool thanks. You?

I'm alright, just taking a break. Spent the morning

working in the fields with dad.

label: | work in the fields with my dad.

model: | have a dad. | work in a field.

Now that's something happy to talk about! | work in the
industry

What industry do you work in?

Okay, so tell me more about yourself

label: NONE

model: NONE
Figure 1: Example summary annotations and predic-

tions on the validation set. We show the gold human
annotation (label) and our model prediction (model).

5193



Speaker 1 Speaker 2

Hello, how are you doing?

Hello. Pretty good, thanks. And yoursel{?

Awesome, | just got back from a bike ride.

Cool! Do you spend a lot of time biking?

Yup. Its my favorite thing to do. Do you?

| love playing folk music. | actually hope to be a
professional musician someday

That's interesting. What instruments do you play?

| can play the guitar and the piano and | also like to sing.

| can only sing when | drink, but | don't like to do that
anymore.

| m not a big drinker either. Do you have a job?

Construction, like my dad. What do you do when you aren't
being a rock star

Nice! | work as a custodian. Not too glamorous but it pays
the bills haha

| feel ya. You gotta do what you gotta do.

Exactly. Do you have other hobbies besides biking?

Today's weather was beautiful for biking. It was the first
thing | did after my long day working my construction job.
Did you get to play any guitar or piano today? Or perhaps a
drink at a local bar?

| did fiddle around with my guitar a little. | played some Bob
Dylan after | ate.

Nice. Is Dylan a favorite of yours? | haven't been much into

music in a long time but sometimes | wish | listened to
more.

Yes, I've always loved Dylan. | think he's such a musical
genius. He's not the only reason | want to get into music,
but he's one of them.

Since you're so interested in music, do you ever get out to

see local bands? | used to go to concerts every few months
when | was younger.

Yes, | try to stay connected to the local music scene, and
also try to see bigger acts when they come to town,
although money and time are always consideration too.
What was the last concert you went to?

Yeah, it's definitely hard to find time nowadays. | think the
last concert | went to see might have been a pair of cellists
with some friends. | think they were called 2Cellos but |
could be mistaken.

Oh, nice. Have you heard of Mark O'Connor? | once saw
him in concert with Yo-Yo Ma. That was amazing.

‘eah, | think | ran across some of his performances on
YouTube at some point. | could listen to violin and cello
music all the time if | had the opportunity. | like to put on
videos in the background to provide some background

oise. And an occasional distraction.

Yes, | love listening to classic or baroque if I'm doing
something that needs concentration. Do you listen to music
when you ride your bike?

| should. Usually I'm listening to podcasts when I'm riding
my bike. Since | don't have much time | try to keep abreast
of current events that way.

Yes, that's a good time to kill two birds with one stone. I've
never really gotten into podcasts. What type of podcast
topics do you listen to?

| watched a really cool
made.

Cool any process of making an instrument is beautiful to
me. Did you search it up or was it a recommend youtube
video?

It was recommended to me. You know how those
algorithms sometimes seem to read your mind. But | saw
the thumbnail and started watching and got hooked.

Those thumbnails really get you to watch just about
anything. Whats your favorite podcast to listen to?

| tend to bounce around. | think | get hooked by the

personalities and then sort of get tired of them. But right
now I'm listening to one that talks about unsolved crimes.

Very cool, my dad listened to a podcast about the zodiac
killer a while back, its an interesting story. Where do you
usually ride your bike?

| mostly ride on streets, albeit pretty quiet streets. But
sometimes I'll take my bike and go on trails or off road. It
take a little longer to do those types of rides, though, so |
do them less frequently.

A nice bike ride feels great especially in perfect climate.
Whats your favorite drink?

Well, | used to like a nice rum and Coke back when | was
drinking more. But now | love a lemonade as a treat on a
hot summer day, and coconut water most other days. How
about you?

| don't tend to drink that much but when i do i like to sip on
some Kentucky Bourbon. Blanton is my favorite. Do you
have your own construction company or do you work for
somebody?

| work for someone. | got the job through my dad. They

company and owner have been good to my family so I'm
happy to work for him.

Thats great to hear, connections go a long way.

I've just watched another really interesting video about how
guitars are made.

That sounds so cool! What is the most interesting fact that
you learned?

| didn't know guitar strings were mostly made of steel and
nickel.

That is really interesting, are violin and cello strings also
made of steel and nickel, | wonder?

Good question, not sure of cello, but violin strings are made

of different material depending on the chord. Could be
nylon, steel or even sheep intestine!

Sheep intestine! | have never heard of that. Has it inspired
you to listen to more music?

No, actually, it has inspired me to drink more bourbon and

to find out how it's made!

That is a great idea! | sure do love my bourbon, but | have
no idea how it is made. You have a curious mind! What is
your favorite subject to read or study up on?

| am fascinated by forensics related to unsolved crimes.

That sounds extremely fascinating. Have you ever watched
the series "mindhunter"? Not unsolved crimes, but getting
into the minds of serial killers. Pretty cool.

No, never saw it, but | will look into it...is it available on

netflix?

Figure 2: Example four session conversation from the newly collected Multi-Session Chat dataset. New sessions
refer back to previous subjects, explore them in depth, o éaark up conversation on new topics.



Speaker 1 Speaker 2

Hi, how are you doing today?

Good! You! Celebrating with fellow centenarians

Nice. I'm playing some card games with my family.

That sounds like fun. | like wine and dancing too!

Same. | try to get a small workout in a three mile walk for me
is key.

Awesome! Walking like that you might live forever like me!!

That's true. My favorite way to unwind is reading a book.

You sound very like minded, just add some wine

Which do you prefer white or red?

Fermented. | prefer well aged and fermented. | could bathe in
it!

Good choice. | always like a nice dry white wine.

| think | should go grab a bottle now and get some dancing
music on

Sounds like a good way to enjoy a sunday afternoon.

Yes indeed. Being a centenarian you learn to appreciate
these things

Since you've reached such an old age, do you have any
advice for how to stay healthy and live long?

| think it is luck | drink wine. | don't watch what | eat. | just try
and enjoy life especially at my age.

Haha well they say that wine keeps you young, so maybe

there's something to it. Have you tried any great wines lately?

| tried a Malbec just yesterday that was wonderful. | drank the
whole bottle haha. what about you?

| tried a Rhone wine yesterday, and it was fire! I'm amazed

you could finish an entire bottle!

Oh a bottle isn't that much. Remember I'm 100. | don't work. |
have wine with my lunch and if it is a good bottle, that is my
beverage for the day.

That's a good approach! Sounds like a great way to
economize, too!

That's right. How is your family? how many of you are there?

There are four of us! | have an older brother and my two
parents. Us men like to enjoy a cigar together in the
evenings.

| have had some cigars | like, but never got into it. Maybe that
has helped me live a long time.

That's definitely true. Though since you've already made it
this long, | doubt smoking a few cigars here and there would
hurt!

Even if it does, | have lived a good life. | just want to enjoy all
the time | have left whether that is a week a year or even
another decade.

There's a new wine subscription service that let you try

different wines on a monthly basis. | am thinking about trying
it. How about you?

Yes same here. Sometimes even if you pay high price, still
the flavor is not that smooth. Don't you agree?

| am not sure how much choice you get. Is your service very
expensive?

Yes a little bit expensive. Can you recommend any new good
wine with affordable price as well as quality is nice?

| really prefer sangrias, although some find them a bit too
sweet. Do you like sweet wines?

Yes, but not that much sweet. | will try your wine label next
time. | hope it will taste nice.

itis. Do you then prefer dry wines? red or white?

| absolutely love red wine. | think you like the white one?

whites | love, like a good schwartzkatz...german wines You

more french or german?

| heard a lot of good things about German wines. | always

prefer French wine though.
what is your favorite french wine?

Bordeaux red is my favorite one. Have you tried it?

What do you attribute your longevity to?

Well, | think it has to do in part with not smoking. Also, | think
the red wine has provided me with lasting health benefits.

Doctors do say that red wine is great for health. Wish | could

get into red wine more, | do prefer the white. Had a great
gewurztraminer this month.

What in tarnation is a gewurztraminer? I've never heard of
that wine.

It's a german white wine, you say you prefer french reds.

Wonder if you'll ever get curious and try more german white
wines!

Hey, if it's got booze in it, I'm willing to give it a whirl! Can |
buy gewurztraminer wine anywhere?

I've seen it in a handful of stores, and I'm not in the largest
city, so yes. It's usually on the menu at my favorite high end
restaurant in town. It's not the most expensive, but has a nice
bright sweetness. What's the last red wine you've had?

I'll look for it the next time | visit my favorite wine shops. You

might laugh, but the last wine | had was yago! Sangria. | was
at a friend's house and that's all they had. It's not quite up to

my snobbish, elitist standards, to say the least.

Ah, variety is the spice of life, they say. Sangria can pack a

bit to it sometimes. | hope it was a good one. The last red |
really enjoyed, was a tawny port wine.

Port is nice, too. It's quite heady and strong. So, what else
have you been up to besides guzzling vino and smoking
stogies? Ha!

Oh, been chatting with a few friends with wild senses of

humor. That may be you, hehe. Lining up my week,
considering when exercise will happen. You?

Figure 3: Example four session conversation from the newly collected Multi-Session Chat dataset. New sessions
refer back to previous subjects, explore them in depth, or spark up conversation on new topics.
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Spe;ker Speaker 2 sPe;‘ker Speaker 2

My name is Billy. | am an electrician. | live in Texas near Dallas. My I'bird watch. | own a cat. | think war documentaries are fun.

mom and dad have a farm. | live in the country. | have a truck.
I grew up poor. | grew up during the Great Depression.

1 signed up with a local soup kitchen for holiday help. | want to help the

needy. | don't like the holidays. | get depressed during the holidays.

| have a pet cow that's ill. My cow isn't eating. My cow is on antibiotics.
I'm busy at work. I'm low on money. I've had the cow for 3 years. The

(590 D TS, I i € I'm too old to dye my hair, | don't have much hair.
| want a robot servant | want to buy new clothes. | haven't bought clothes in 15 years. | like

Macy's and used to shop there. Shopping is hard for me.

My memory is bad.

| don't like the holidays.

I like country music. My favorite country singer is Dan + Shay.

| like Starcraft.

1 am famous. | helped design the game Starcraft. | don't play games.

My dad helped me with a vet bill.

I'love my purple hair. | enjoy watching war documentaries.

I'have a female bird that loves cheeseburgers. My favorite is

I like to use Twitch. cheeseburgers.

| live the holidays. | volunteer at a soup kitchen during the holidays. |
love to give back. | go to the soup kitchen most Fridays and Sundays.
My 4 hour shift usually starts at 10 am.

1 like pizza. | don't live near the ocean. | am allergic to water.

| have not seen another human in 5 years. | use delivery services for

everything | need.
Wi | 'am 33 years old. | grew up poor.

| am making a robot. | haven't chosen the robot's voice. | want it to have

options. The robot will be a servant and friend. | dyed my hair purple to be different.

I have a house. | am busy. | drive.

| shop at Macy's. | love shopping for new clothes. My family is coming to

| like Sil d Garfunkel.
e Simon and Gariunie my place for Thanksgiving.

model: How is your robot doing? Have you had time to play any video
7 & Y PRy model: Have you dyed your hair since we last spoke? I'm thinking

ames with it yet?
< Y about dying mine purple.

Spea1 ker Speaker 2

I like to gamble.
| like lawnmowing. | like outdoor grilling. | like organic food.

I've been unemployed for years. | applied for a work from home job. A data
entry job sounds wonderful. | am looking for an IT job.

1 don't know about the pesticides that commercial food producers use. |
want to garden.

| like green living. | put solar panels on my roof.

| love cookouts. I'm involved in the women rights movement.

| work from home doing internet searches. | work in an office but | stay
busy when | am home.

I have an organic garden. | try to grow and cook organic foods. It is
something | am passionate about. | like an all natural simple chef salad
fresh from my garden.

I love most food. My favorite vegetable is spinach. I'd like to open a store to
sell my I get my ing done before work. | don't
buy vegetables from the supermarket.

lal i link | t 1
model: How is your garden coming along? Have you planted any new
vegetables or flowers?

Figure 4: Example opening annotations and predictions given gold summaries on the validation set. We show the
gold human annotation (label) and our model prediction (model).
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Chat Session 2 (6 days ago)

THEM mentioned in this
Session: | enjoy running. |
am planning on running my
first marathon. | have a
personal goal to run a
marathon in under 4 hours. |
have a wife, My wife likes to
cook. | work during the

YOU mentioned in this
Session:| enjoy bow
hunting. | have hunted deer.
| am hoping to hunt elk
soon. My favourite food is
jerk chicken with red beans
and rice, | enjoy mac and
cheese.

week. | have weekends off,

{wmmmmmmmsme-]

THEM: Did you get to do any bow hunting lately?

YOU: No, the weather was poor, hoping to
reschedule for another weekend. What have you
been up to lately? How is running going?

THEM: Running is going fine. | am preparing for
the marathon currently. This will be my first
marathon so need to really prepare.

YOU: What time are you setting for your goal?

THEM: As it's my first, anything below 4 hours |
will be happy with. What animals did you go
hunting for so far?

YOU: Mostly just deer. We have been trying to get

el —

Coordinator: Assume YOU and the other speaker (THEM ) spoke 6 days ago. Please expand on the OPENING

TOPIC for multiple turns with more details. You can also view the comprehensive chat history by clicking Previous
Chat History tab on the left.

Below is a most up-to-date summary of the facts you two have mentioned to each other before. Please

= Play your given role with respect to those facts mentioned (do not act as yourself).
= AVOID repeating facts that the other spéaker already mentioned previously,

THEM mentioned previously : | chase cheetahs to
stay in shape. | like to do canning and whittling for
hobbies. | ran in high school. | only eat meal. Prime rib
is my favorite meat. | am planning on running my first
marathon. | have a personal goal to run a marathon in
under 4 hours. | can jam. My wife likes to cook, | work
during the week and have weekends off.

YOU mentioned previously: | remodel homes. Jerk
chicken with red beans and rice, macaroni and cheese
are some of my favorite foods. | enjoy bow hunting. |
have hunted deer. | am hoping to hunt alk soon.

Them : | tried that jerk chicken recipe you sent me, it was very good! ] Poor Quality

Enter your message here... Feel free to report poor-quality messages from the other speaker using the ch m

Figure 5: Screenshot from the crowdworker multi-session chat. The left panel shows the instructions as well as all
dialogue history from previous sessions, and the right panel contains the conversation for the current session.

Main Task Instrution:

Please chitchat with another worker for 5 to 6 turns each in a world WITHOUT
COVID, as if you were catching up since last time you two spoke. The
'OPENING of this chitchat FOLLOWSs UP on an engaging topic mentioned last
time. Carry on the chat from there and CONTINUE the OPENING TOPIC as
MANY TURNSs as you can. When you expand the topic, make sure it makes
sense with the facts ALREADY mentioned.

Below is a good example of follow-up chat. Note that the speakers engage each
other, and talk about an engaging topic (sharks) for multiple turns and in
details.

Notes on what you two spoke last time:

Speaker 1 mentioned previously: |ama  Speaker 2 mentioned previously: | love
mechanic and | own a corvette. | ive in scary movies. | like reading. My favorite
california and love to surf. | enjoy author is stephen king. | have used a
watching tv. toaster.

Follow-up chat:

Speaker 1: Have you finished reading your stephen king book?
Speaker 2: | have not yet, did you go surfing today?
Speaker 1: | totally did. It was awesome. | saw  big shark

Speaker 2: WOW, was It close to you? And better yet did you get out of
the water?

‘Speaker 1: Yeah, he swam right up to my board. Then he stuck his mouth
out of tha water riaht near mv foat.

Coordinator: Please chitchat with another worker for 6 turns as if you were catching up since last time you two spoke.
Assume YOU and the other speaker (THEY ) spoke 5 days ago. Please expand on the OPENING TOPIC as MANY TURNs as you can with MORE DETAILS.
Below is a most up-to-date summary of the facts you two have mentioned to each other before.

« Play your given role with respect to those facts mentioned (do not act as yourself).

+ AVOID repeating facts that the other speaker already mentioned last time.

THEY mentioned last time : | run marathons. | recently finished a marathon. |
am going to go get a massage tomorrow. | love eating fish and healthy foods.
11ove swimming. | am a cancer survivor. | am a life coach. | was in hospital. |
read comics. | like fish. | enjoy eating fried catfish. | enjoy eating hushpupples
with butter. | learned cooking techniques and recipes from my mother. My
mother has passed away.

YOU mentioned last time: | ke to fish and cook my catches. | go boating. |
fove being on water. | cook hushpupples with catfish. | cook hustpupples. |
learned to make hushpuppies from my mother. | ike comic books and heroes.
1am stressed lately. | started running. My parents are alive, but getting old. |
should see my parents more.

THEY: Do you have any pets? I'd love to take you for a walk in the park.

What piece of previous chat history does this comment from your partner(THEY) correctly recall or pay attention to? And is it engaging? (Check al that apply)
Clwhat THEY mentioned last time [what YOU mentioned last time [what's being discussed in this chat [none [}

Please annotate the last message from THEY before texting

Figure 6: Crowdworker evaluation task screenshots. The left panel shows the instructions, and the right panel
contains the conversation. In the human evaluation results in the main paper the "what THEY mentioned last time"
binary checkbox is converted to a percentage over all annotated responses, and termed "Reference own topic" in
Table 8. Similarly, "what YOU mentioned last time" is termed "Reference other’s topic" in Table 8.
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