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Abstract

In dialogue systems, one option for creating
a better dialogue experience for the user is to
have a human operator take over the dialogue
when the system runs into trouble communi-
cating with the user. In this type of handover
situation (we call it intervention), it is useful
for the operator to have access to the dialogue
summary. However, it is not clear exactly what
type of summary would be the most useful for a
smooth handover. In this study, we investigated
the optimal type of summary through experi-
ments in which interlocutors were presented
with various summary types during interven-
tions in order to examine their effects. Our find-
ings showed that the best summaries were an
abstractive summary plus one utterance imme-
diately before the handover and an extractive
summary consisting of five utterances immedi-
ately before the handover. From the viewpoint
of computational cost, we recommend that ex-
tractive summaries consisting of the last five
utterances be used.

1 Introduction

Dialogue systems are widely utilized in chat-
bots and call centers to respond automatically to
users (Pappas et al., 2015; Sheehan et al., 2020).
However, it is often difficult for such systems to de-
liver fully autonomous dialogue. To ensure a good
dialogue experience, human operators sometimes
need to intervene in a dialogue if communication
difficulties arise. We call this process handover or
intervention and define it as joining a dialogue in
the middle to achieve the original objective of the
dialogue.

In this study, we investigate which type of sum-
mary should be presented to the human operator in
an intervention for a smooth handover. Specifically,
we conducted a large-scale experiment focused on
chat dialogues to investigate the most useful sum-
mary for handover among seven types of dialogue
summaries consisting of abstractive, extractive, and

keyword summaries. Our findings showed that the
best summaries were an abstractive summary plus
one utterance immediately before the handover and
an extractive summary consisting of five utterances
immediately before the handover. From the view-
point of computational cost, we recommend that
extractive summaries consisting of the last five ut-
terances be used.

2 Related Work

The handover in dialogues from systems to human
operators has been researched extensively in the
context of call routing. In call routing, the dialogue
is transferred to an appropriate operator and the
system hands over the dialogue (Gorin et al., 1997;
Walker et al., 2000). However, there has been little
research on the actual type of information to be
shown to an operator during call routing.

Various frameworks have been proposed in
which a semi-autonomous dialogue system per-
forms most of the dialogue and hands over to a
human operator when necessary (Glas et al., 2012;
Kawahara et al., 2021; Kawasaki and Ogawa, 2021;
Kawai et al., 2022). However, it is not clear exactly
what type of information or summary would be the
most useful for a smooth handover.

Automatic summarization has long been stud-
ied (Mani, 2001; Rennard et al., 2022), and various
datasets have been released (Carletta et al., 2006;
Janin et al., 2003; Zhong et al., 2021b) and are cur-
rently in use (Goo and Chen, 2018; Zhong et al.,
2021a). Recently, large-scale pre-trained language
models have been utilized to generate abstractive
summaries (Chen and Yang, 2020; Liu et al., 2021)
using a large corpus of summaries (Gliwa et al.,
2019; Chen et al., 2021; Liu and Chen, 2021). In
this study, we examine what kind of summary is
useful for a specific situation: handover.



26

Normal interlocutor Intervention interlocutor

Interlocutor BInterlocutor A

Interlocutor DInterlocutor C

We can't afford to skip 
shoveling snow off the roof.

Yes, I do. Fan heaters are 
very economical.

I see, a fan heater.

︙

︙

Dialogue history Dialogue summary

Dialogue in existing corpus

Handover experiment

The house may be damaged

if you don't do it. Do you use 
kerosene for your heater?

Figure 1: Overview of handover experiment.

3 Approach

To determine the type of summaries needed for
a smooth handover in dialogue, our approach is
to present a variety of summaries to the opera-
tor during the intervention process, examine the
smoothness of the dialogue after the intervention,
and quantify the effects of each summary type.

To this end, it would be best to collect dialogues
in a situation where one interlocutor changes to
another in the middle of the dialogue. However,
such experimentation would be extremely costly.
Therefore, in this paper, we simulate the dialogue
handover. Specifically, instead of performing the
handover in real-time, we present the dialogue his-
tory of an existing dialogue to one of the interlocu-
tors and a summary of that dialogue to the other
interlocutor and have them continue the dialogue.
We call this experiment a handover experiment.

Figure 1 shows an overview of the handover ex-
periment. As a dialogue history, we prepared a chat
dialogue between two interlocutors, A and B, from
an existing corpus. The participants in the handover
experiment are interlocutors C and D. Interlocutor
C is given the dialogue history and interlocutor D
is given the dialogue summary created from the
dialogue history, and they continue the dialogue on
the basis of the information given to each. In this
paper, we refer to interlocutor C as the “normal”
interlocutor and interlocutor D as the “intervention”
interlocutor.

We investigated the usefulness of a summary
by utilizing various summary types and analyz-
ing their effects. The questionnaire responses of
interlocutors and the number of dialogue break-
downs (Higashinaka et al., 2016) (a state in which

dialogue cannot be continued smoothly) after the
handover were used for the quantification of the
effects. To cover typical summaries, we focused on
the following summary types.

• Abstractive summary
An abstractive summary is created by recon-
structing important information from a doc-
ument (Zhong et al., 2021a; Liu and Chen,
2021).

• Extractive summary
An extractive summary is created by ex-
tracting important sentences from a docu-
ment (Nallapati et al., 2016; See et al., 2017).

• Keyword summary
A keyword summary is created by extracting
important keywords from a document (Kawa-
hara et al., 2021; Kawasaki and Ogawa, 2021).

4 Handover Experiment

4.1 Existing Corpus

We randomly selected 20 dialogues from an exist-
ing chat corpus1 (Higashinaka et al., 2020). These
dialogues are text chats between two people for
a total of at least 20 utterances, each of which is
about 50 characters in length. In the dialogues,
the interlocutors chat freely on any topic of their
choice. The dialogues are in Japanese.

4.2 Preparing Dialogue History

We define dialogue history as the past utterance
logs from the beginning of the dialogue to a certain
point in time. To ensure variations in the progress
of the dialogue, we prepared short dialogue histo-
ries (from the beginning to the 9th or 11th utter-
ance) and long dialogue histories (from the begin-
ning to the 15th or 17th utterance). For each of
the 20 extracted dialogues, we prepared dialogue
histories of two different lengths, for a total of 40
dialogue histories.

4.3 Preparing Dialogue Summary

As detailed below, we prepared two types of ab-
stractive summary, three types of extractive sum-
mary, and one type of keyword summary. Also, as
a control condition, the entire dialogue history was
used as one type of summary.

1https://github.com/dsbook/dsbook/
blob/master/dialogue_data.zip

https://github.com/dsbook/dsbook/blob/master/dialogue_data.zip
https://github.com/dsbook/dsbook/blob/master/dialogue_data.zip
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(i) Abstractive summary (Abs) Abstractive sum-
mary manually created from the whole dia-
logue history. We manually prepared the sum-
maries because we are interested in how the
types of summaries affect the handover; if
we use automatically generated summaries,
we thought that the noise might make it dif-
ficult to evaluate the exact effect of this sum-
mary type. We recruited 30 workers through
crowdsourcing2 and had them create 40 sum-
maries corresponding to the 40 dialogue his-
tories. The quality of these summaries was
verified by a separate crowd sourcing experi-
ment in which we confirmed that the quality
was adequate (average rating: 4.4 on a 5-point
Likert scale).

(ii) Abstractive summary + last utterance (Ab-
sLast1)

Abstractive summary manually created
from the dialogue history except for the
last utterance plus the last utterance; the
last utterance was included to facilitate the
handover. Abstractive summaries were
created manually in the same way as Abs.

(iii) Keyword + last utterance (KeyLast1)
A list of keywords (proper nouns) in the
dialogue history plus the last utterance. To
extract proper nouns, we used MeCab3

(version 0.996) with the NEologd dictionary4

(Release 20200827-01), which covers an
extensive amount of proper nouns extracted
from the Internet. The last utterance was
included to facilitate the handover.

(iv)–(vi) Extractive summary consisting of last
few utterances (ExtLast1, ExtLast3, ExtLast5)

Extractive summary created by extracting the
last one, three, or five utterances immediately
before the handover. We utilized a LEAD-like
method (Wasson, 1998; Grenander et al.,
2019) focusing on the last utterances of
the dialogue history, which should contain
important information for a handover.

(vii) Dialogue history (control condition)
Entire dialogue history as a summary.

Table 1 lists the average number of characters
in each dialogue summary. Note that they are in

2https://crowdworks.jp
3https://taku910.github.io/mecab
4https://github.com/neologd/

mecab-ipadic-neologd

No. of characters in summary
(i) Abs 46.8
(ii) AbsLast1 88.9
(iii) KeyLast1 76.4
(iv) ExtLast1 44.7
(v) ExtLast3 130.5
(vi) ExtLast5 209.5
(vii) Dialogue history 485.9

Table 1: Average number of characters in a dialogue
summary.

Questionnaire item
Contextual appropriateness
Inconsistency (normal interlocutor only)
Speech style (normal interlocutor only)
Confidence (intervention interlocutor only)
Informativeness
Motivation to utter
Semantic comprehension
Naturalness
Continuity

Table 2: Questionnaire items used in this study.

varying lengths; we did not control the lengths
of the summary deliberately because we wanted
to first verify the types of summary for optimal
handover in dialogue.

4.4 Questionnaire

A questionnaire (Table 2) was administered to both
the normal and intervention interlocutors to evalu-
ate whether the handover dialogue was a success.
The normal interlocutors evaluated the utterance
quality of the intervention interlocutors, while the
intervention interlocutors evaluated their own ut-
terances, as we were interested in the intervention
interlocutors’ utterances to better understand the
process and difficulty of intervention. We refer-
enced the work of Finch and Choi (2020) here.
Specifically, we utilized the questionnaire items
focusing on coherence (inconsistency, speech style,
contextual appropriateness, and semantic compre-
hension) and informativeness from their work and
added items on the motivation to utter and the confi-
dence of the utterance of the intervention interlocu-
tor. To determine overall dialogue satisfaction, we
also added an item for naturalness, which is com-
monly used in dialogue system evaluations (Hung
et al., 2009). We also added an item for continuity,
since it is important that an intervention interlocu-
tor be able to continue a dialogue adequately in the
handover experiment.

https://crowdworks.jp
https://taku910.github.io/mecab
https://github.com/neologd/mecab-ipadic-neologd
https://github.com/neologd/mecab-ipadic-neologd
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Item Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Contextual appropriateness 4.19 4.54 4.29 4.34 4.54 4.66* 4.66
Consistency 4.24 4.40 4.16 4.34 4.41 4.64* 4.38
Speech style 4.62 4.62 4.59 4.69 4.58 4.60 4.62
Informativeness 4.28 4.31 4.28 4.39 4.30 4.47 4.35
Motivation to utter 4.39 4.44 4.39 4.41 4.46 4.39 4.40
Semantic comprehension 4.75 4.81 4.78 4.74 4.68 4.89 4.81
Naturalness 4.51 4.64 4.59 4.50 4.61 4.72 4.62
Continuity 4.29 4.51 4.39 4.47 4.42 4.60 4.41

Table 3: Questionnaire results for normal interlocutors. The highest score for each item is shown in bold and the
second highest in italics with an underline except for dialogue history. Consistency scores are calculated by 6 –
inconsistency score. * denotes a significant difference at the 5% level over Abs or KeyLast1.

Item Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Contextual appropriateness 4.39 4.41 4.45 4.18 4.46 4.44 4.45
Confidence 4.25 4.19 4.15 4.05 4.30 4.21 4.32
Informativeness 3.89 3.85 3.86 3.65 3.94 3.94 3.99
Motivation to utter 4.08 3.89 4.09 3.98 3.95 4.15 4.08
Semantic comprehension 4.72 4.64 4.66 4.69 4.74 4.76 4.72
Naturalness 4.59 4.40 4.42 4.38 4.53 4.58 4.47
Continuity 4.39 4.29 4.34 4.25 4.39 4.35 4.41

Table 4: Questionnaire results for intervention interlocutors. The highest score for each item is shown in bold and
the second highest in italics with an underline except for dialogue history.

4.5 Conducting Handover Experiment

We combined the seven types of summary and 40
dialogue histories to create a total of 280 dialogue-
summary patterns. To cover them, we recruited
280 pairs of interlocutors (560 interlocutors in to-
tal) through crowdsourcing and collected a total
of 560 dialogues by having each pair conduct a
dialogue twice. Eighty dialogues were collected
per summary type.

In each pair of participants, one was randomly
assigned as a normal interlocutor and the other as
an intervention interlocutor. First, participants had
sufficient time (three minutes) to read the dialogue
history or summary presented on the screen. Each
pair then conducted a text chat based on the infor-
mation presented. The utterances were alternated
between the intervention interlocutor and the nor-
mal interlocutor, in that order. As we wanted the
intervention interlocutors to keep the conversation
going for some time, each pair performed a total of
20 utterances after the intervention point. Each pair
conducted two dialogues within one hour. After
each dialogue, participants indicated their degree
of agreement with the questionnaire items (Table 2)
on a 5-point Likert scale.

4.6 Questionnaire Results

Table 3 shows the questionnaire results for the nor-
mal interlocutors. Overall, AbsLast1 and ExtLast5

had higher scores for all items. The scores for Abs
and KeyLast1 tended to be low. We conducted
Wilcoxon rank sum tests (with Bonferroni correc-
tion) between these two and ExtLast5, which had
the highest score, and found a significant differ-
ence at the 5% level between ExtLast5 and Abs in
terms of contextual appropriateness and between
ExtLast5 and KeyLast1 in terms of consistency.
These findings indicate that ExtLast5 is the most
useful for handover in terms of contextual appropri-
ateness and consistency. No significant differences
were found between the other questionnaire items.

Table 4 shows the questionnaire results for the
intervention interlocutors. No significant differ-
ences were found in any of the questionnaire items.
Throughout, the scores for KeyLast1 and ExtLast1
were low. It seems that uttering based on keywords
was difficult because it was unclear how the key-
words were used in the dialogue history, making
it difficult to continue the dialogue. Note that, al-
though dialogue history should show the highest
score with no information lost, it was not the case;
this was probably because of the high cognitive
load needed to comprehend the whole dialogue,
although we thought we provided the interlocutors
with ample time to read through the materials.

To summarize: the questionnaire results indicate
that AbsLast1 and ExtLast5 are useful for handover,
while Abs, KeyLast1, and ExtLast1 are unsuitable.
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Error type Abs AbsLast1 KeyLast1 ExtLast1 ExtLast3 ExtLast5 Dialogue history
Context (102)

Unclear intention 7 0 7 0 2 1 0
Topic transition error 8 0 2 0 6 0 3
Lack of information 1 0 3 0 0 0 0
Self-contradiction 2 3 6 0 1 1 0
Contradiction 5 0 5 3 3 2 6
Repetition 16 0 1 3 3 2 0

Response (49)
Ignore question 4 1 3 0 1 0 1
Ignore expectation 16 3 12 0 4 2 2

Utterance (4)
Grammatical error 0 0 0 0 2 0 0
Wrong information 0 0 0 0 1 1 0

Total 59 7 39 6 23 9 12

Table 5: Annotated error types causing dialogue breakdown. The number in parentheses represents the total number
for that error scope. The largest number for each error type is shown in bold.

5 Analysis

In this section, we investigate why AbsLast1 and
ExtLast5 received the highest scores in the ques-
tionnaire. Specifically, we first identified utter-
ances in which dialogue breakdown occurred and
classified them according to an existing taxonomy
of errors in chat-oriented dialogue systems (Hi-
gashinaka et al., 2021), and then clarified the types
of errors most common for each summary type.
The specific procedures are described below.

5.1 Identification of Failure Utterances

First, for analysis, we took ten dialogue samples
of the handover dialogue for each type of dialogue
summary, resulting in 70 dialogue samples.

To identify which utterances were causing dia-
logue breakdowns, we annotated utterances of in-
tervention interlocutors (700 utterances in all) as to
whether they presented any discomfort. The anno-
tators were provided with the dialogue history, the
dialogue during the intervention, and each sampled
utterance and then asked to specify whether they
felt uncomfortable with the sampled utterances on a
4-point scale (1: not uncomfortable, 2: slightly un-
comfortable, 3: uncomfortable, 4: clearly uncom-
fortable). Thirty annotators were recruited through
crowdsourcing and utterances for which at least
half of them (15 or more) responded that they felt
at least a little uncomfortable (2 or more on the
4-point scale) were considered problematic. These
utterances were determined as the cause of dialogue
breakdown.

5.2 Annotation of Error Types

As the taxonomy of errors, we used the taxonomy
consisting of 17 error types for chat-oriented dia-

logue proposed by Higashinaka et al. (2021).

5.3 Analysis of Dialogue Breakdowns

A total of 35 utterances were determined to
be dialogue-breakdown-causing. Since dialogue
breakdowns are unlikely to occur in human-human
dialogue, failure utterances are rare and worthy of
analysis. Five annotators were recruited through
crowdsourcing and asked to label the error types for
these utterances in a multi-labeling manner. The
total number of error types annotated for the utter-
ances by the five annotators was 155.

Table 5 lists the number of error types for each di-
alogue summary type. In terms of the total number
of error types, AbsLast1, ExtLast1, and ExtLast5
had the fewest (7, 6, and 9, respectively), indicating
that they were non-problematic for the handover.
In contrast, there were many errors when Abs, Key-
Last1, and ExtLast3 were presented (59, 39, and 23,
respectively), indicating that they were unsuitable.

When Abs was presented, there were eight topic
transition errors and 16 repetitions. Dialogue sum-
maries other than Abs contained one utterance im-
mediately before the handover, and when those dia-
logue summaries were presented, there were fewer
topic transition errors and repetitions, confirming
that presenting the last utterance was helpful.

When KeyLast1 was presented, there were three
instances of lack of information and six of self-
contradiction. These errors occurred more than
twice as often as when the other kinds of sum-
maries were presented. We presume that many of
these dialogue breakdowns occurred because the
meaning of the keywords was not clear. This sug-
gests the importance of surrounding context (not
only a keyword) for sufficiently understanding the
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content of dialogue for smooth handover.

6 Conclusion

In this study, we conducted a large-scale experi-
ment to determine which summaries are the most
useful for handing over a chat dialogue from seven
types of dialogue summary consisting of abstrac-
tive, extractive, and keyword summaries. Our find-
ings showed that the best summaries were an ab-
stractive summary plus one utterance immediately
before the handover and an extractive summary
consisting of five utterances immediately before
the handover. From the viewpoint of computa-
tional cost, summaries that do not require learning,
such as keyword summary and extractive summary,
are useful. Considering the results of the question-
naire and the analysis of dialogue breakdowns, we
conclude that presenting the extractive summary
consisting of the last five utterances is currently the
most useful.

As future work, it will be necessary to per-
form experiments to verify the effects of summary
lengths. We also want to perform similar experi-
ments with automatically generated summaries so
that we can grasp the utility of abstractive sum-
maries in actual handover situations. In addition,
we would like to verify the actual usefulness of
the summaries by conducting real-time handover
experiments. Although we targeted chat dialogues
in this study, useful summaries for dialogues other
than chat, such as task-oriented dialogue, should
also be investigated.
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