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Abstract

Recent research has revealed undesirable bi-
ases in NLP data and models. However, these
efforts focus of social disparities in West, and
are not directly portable to other geo-cultural
contexts. In this paper, we focus on NLP fair-
ness in the context of India. We start with
a brief account of the prominent axes of so-
cial disparities in India. We build resources
for fairness evaluation in the Indian context
and use them to demonstrate prediction bi-
ases along some of the axes. We then delve
deeper into social stereotypes for Region and
Religion, demonstrating its prevalence in cor-
pora and models. Finally, we outline a holis-
tic research agenda to re-contextualize NLP
fairness research for the Indian context, ac-
counting for Indian societal context, bridging
technological gaps in NLP capabilities and re-
sources, and adapting to Indian cultural values.
While we focus on India, this framework can
be generalized to other geo-cultural contexts.

1 Introduction

While Natural Language Processing (NLP) has
seen impressive advancements recently (Devlin
et al., 2018a; Raffel et al., 2019; Brown et al., 2020;
Chowdhery et al., 2022), it has also been demon-
strated that language technologies may capture,
propagate, and amplify societal biases (Blodgett
et al., 2020). Although NLP is adopted globally,
most studies on assessing and mitigating biases
are in the Western context,1 focusing on axes of
disparities in the West, relying on Western data
and justice norms, and are not directly portable to
non-Western contexts (Sambasivan et al., 2021).

This is especially troubling for India, a pluralis-
tic nation of 1.4 billion people, with fast-growing
investments in NLP from the government and the

1We use Western or the West to refer to the regions, nations
& states consisting of Europe, the U.S., Canada, and Australa-
sia, and their shared norms, values, customs, religious beliefs,
& political systems (Kurth, 2003).

private sector.2 There is commendable recent work
on fairness in NLP models for Indian languages
such as Hindi, Bengali, and Telugu (Pujari et al.,
2019; Malik et al., 2021; Gupta et al., 2021). But,
for a nation with many religions, ethnicities, and
cultures, re-contextualizing NLP fairness needs to
account for the various axes of social disparities in
the Indian society, their proxies in language data,
the disparate NLP capabilities in Indian languages,
and the (lack of) resources for bias evaluation.

Sambasivan et al. (2021) proposed a research
agenda for AI fairness for India based on interviews
of 36 experts on Indian society and technology. In
this paper, we build on their work with a focus
on NLP. We start with a brief discussion on the
major axes of social disparities in India (§3). We
then discuss the proxies of some of these axes in
language and empirically demonstrate prediction
biases around these proxies in NLP models (§4).
We then delve deeper into stereotypes along the
axes of Region and Religion, demonstrating their
prevalence in data and models (§5). Finally, we
build on these empirical demonstrations to propose
an overarching research agenda along the societal,
technological, and value alignment aspects impor-
tant to formulating fairness research for the Indian
context (§6). While we focus on India in this paper,
our framework can be adapted to re-contextualize
fairness research for other geo-cultural contexts.

To summarize, our main contributions are: (1)
an overarching research agenda for NLP fairness
in the Indian context accounting for societal, tech-
nological, and value aspects; (2) resources (curated
and created) for enabling fairness evaluations in the
Indian context available;3 and (3) empirical demon-

2In government (https://bhashini.gov.in)
and private sector (https://tinyurl.com/
indiaai-top-nlp-startups, https://tinyurl.
com/google-idf-language).

3https://www.github.com/
google-research-datasets/
nlp-fairness-for-india

https://bhashini.gov.in
https://tinyurl.com/indiaai-top-nlp-startups
https://tinyurl.com/indiaai-top-nlp-startups
https://tinyurl.com/google-idf-language
https://tinyurl.com/google-idf-language
https://www.github.com/google-research-datasets/nlp-fairness-for-india
https://www.github.com/google-research-datasets/nlp-fairness-for-india
https://www.github.com/google-research-datasets/nlp-fairness-for-india
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strations of prediction biases and over-prevalence
of social stereotypes in data and models.

2 Related Work

Research on undesirable biases has been a growing
priority in NLP (Caliskan et al., 2017; Blodgett
et al., 2020; Sheng et al., 2021; Ghosh et al., 2021).
Social biases are shown to be baked into pretrained
language models (Bender et al., 2021) and models
for downstream tasks such as sentiment analysis
(Kiritchenko and Mohammad, 2018) and toxicity
detection (Sap et al., 2019). While the majority of
NLP fairness research focuses on gender (Boluk-
basi et al., 2016; Sun et al., 2019; Zhao et al., 2017)
and racial biases (Sap et al., 2019; Davidson et al.,
2019; Manzini et al., 2019), other axes of dispari-
ties such as ability (Hutchinson et al., 2020), age
(Diaz et al., 2018), and sexual orientation (Garg
et al., 2019) have also gotten some attention. How-
ever, the majority of this research is framed in and
for the Western context, relying on data and values
reflecting the West (Sambasivan et al., 2021).

Recently, fairness research in NLP has also been
expanded to non-English languages such as Arabic
(Lauscher et al., 2020), Japanese (Takeshita et al.,
2020), Hindi, Bengali, and Telugu (Pujari et al.,
2019; Malik et al., 2021). Evidence of cultural bi-
ases for different countries have also been recorded
(Ghosh et al., 2021) in LMs. Our work adds to
this line of research. Building on Sambasivan et al.
(2021), we take a more holistic approach towards
NLP fairness in the specific geo-cultural context of
India. More specifically, we re-frame the agenda
they proposed along “re-contextualising data and
model fairness; empowering communities by par-
ticipatory action; and enabling an ecosystem for
meaningful fairness” with an NLP-centric lens.

3 Axes of Disparities

Identifying prominent axes of disparities is the first
step in laying out a holistic NLP fairness research
agenda for the Indian context. We follow Samba-
sivan et al. (2021) who identify the major axes of
potential ML (un)fairness (Table 1 of Sambasivan
et al. (2021)), and include Region, Caste, Gender,
Religion, Ability, and Gender Identity and Sexual
Orientation.4 We further group them into globally
salient axes (such as Gender and Religion) with lo-

4Sambasivan et al. (2021) include Class as an axis, how-
ever we see class as an attribute that cuts across multiple axes,
rather than as an immutable characteristic.

cal manifestations (such as different religions - for
example, Jainism) and axes that are unique and/or
specific to India (such as Region and Caste).

Further, amplified social biases may be faced by
those with overlapping categories of marginalized
groups. We do not focus on this Intersectionality
here and leave discussion about it to Section 6.

3.1 India-specific axes

Region: Region as an axis can manifest globally
(for example as nationality), but here we predomi-
nantly focus on the ethnicity associated with geo-
graphic regions of India and hence categorize it as
India-specific. While the census does not recognise
racial or ethnic groups,5 India is home to many
ethno-lingusitic groups with diverse cultures and
traditions.6 Most states in India comprise a domi-
nant ethno-lingusitic group (such as Haryanvis in
Haryana, Goans in Goa). Early research has docu-
mented various stereotypes for regional subgroups
(Borude, 1966; de Souza, 1977). de Souza (1977)
reported that students from a college in Mumbai
ascribed traits such as crooked to Andhraites, cun-
ning to Kannadigas, and brave to Punjabis, observ-
ing that South Indians were ascribed “unfavorable”
traits more frequently. Disparities and stereotypes
also exist in India at broader regional levels (for
example, negative stereotypes and rampant dis-
crimination has been documented against North-
East Indians (McDuie-Ra, 2012; Haokip, 2021)),
and groups belonging to smaller regions within or
across states (like Konkani in parts of Goa, Maha-
rashtra, and Karnataka).

Caste: Caste is an inherited hierachical social
identity, that has been basis of historical marginal-
ization. Despite the intended eradication of
caste-based discrimination envisioned decades ago
(Ambedkar, 2014), lower rungs of the caste hier-
archy continue to have low literacy rates, misrep-
resentation, poverty, low technology access, and
exclusion in language data (Deshpande, 2011; Ka-
math, 2018; Krishna et al., 2019).7 Caste-based
prejudices have been documented in matrimonial
ads (Rajadesingan et al., 2019) and social media
(Vaghela et al., 2021). Fonseca et al. (2019) found
that news coverage of “lower caste” groups were fo-
cus excessively on prejudice, violence, and conflict,
and ignore other aspects of their life and identity.

5https://www.censusindia.gov.in/
6https://tinyurl.com/SA-ethnic-groups
7https://tinyurl.com/oxfamindia-caste

https://www.censusindia.gov.in/
https://tinyurl.com/SA-ethnic-groups
https://tinyurl.com/oxfamindia-caste
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3.2 Global axes in the Indian context

Gender: Although gender is a prominent axis of
disparity across the globe, the specifics of how gen-
der manifests in society (and hence, in data) varies
greatly across geo-cultural contexts (Kurian, 2020).
Re-contextualization of the gender axis needs to
account for India-specific gender stereotypes and
the structural disparities in engagement of women
in society. For example women in India are 58%
less likely to connect to mobile Internet then men
(Sambasivan et al., 2019), have literacy rate of 65%
compared to 85% for men, and 21% labor force par-
ticipation compared to 76% for men.8 Gender roles
and stereotypes in India vary from the West (Sethi
and Allen, 1984; Leingpibul and Mehta, 2006) and
so do their potrayal in media (Griffin et al., 1994;
Khairullah and Khairullah, 2009; Das, 2011).

Religion: Religious biases have been studied in
NLP (Dev et al., 2020; Nadeem et al., 2020; Abid
et al., 2021), however the social disparities and
stereotypes about various religious groups differ
significantly in India from the West, (Malik et al.,
2021). For example, Christianity (typically a major-
ity religion in the West) is a minority religion (2.3%
of the population) in India, along with Sikhism
(1.9%), Buddhism (0.8%), and Jainism (0.4%).

Ability: Awareness about (dis)ability is relatively
recent in India (Ghosh, 2016; Ghai, 2019). Rep-
resentation of disability in social discourse and
the barriers it poses are significantly different for
India than the West (Chaudhry and Shipp, 2005;
Johnstone et al., 2017). For example people with
disabilities are often abandoned at birth or socially
segregated (Kumar et al., 2012) due to being seen
as deceitful, unable to progress to adulthood, and
dependent on charity and pity (Ghai, 2002). Dis-
ability is often mocked, portrayed as a punishment,
and heteronormative narratives of ‘fixing’ disability
are prevalent in Indian cinema (Sawhnet).

Gender Identity and Sexual Orientation: Dis-
course around gender identity and sexual orienta-
tion has historically been largely absent from the
Indian public discourse (Abraham and Abraham,
1998). While India reflects the growing positive
attitude towards LGBTQ+ issues (Anand, 2016)
along with the recent decriminalisation of homosex-
uality (Tamang, 2020), there still exist challenges to
acceptance and visibility. Furthermore, understand-

8https://tiny.cc/labor-gender-in

ing LGBTQ+ related biases in the Indian context
needs engagement with the social situatedness of
groups like the hijra community, a socially outcast
intersex and transgender community.

4 Proxies of Axes and Predictive
Disparities

Bias evaluation in NLP relies on proxies of sub-
groups in language, such as identity terms and
personal names, to reveal the undesirable associa-
tions present in models and data (Caliskan et al.,
2017; Maudslay et al., 2019). In the Indian context,
we identify three major kinds of proxies: identity
terms, personal names, and dialectal features.

Using such proxies however poses unique chal-
lenges in the Indian context. For example, there are
thousands of caste identities and hundreds of ethno-
linguistic regional identities that are not codified
in any authoritative sources. Similarly, there do
not exist any large resources that provide subgroup
associations for personal names, such as the US
Census data (for race) or SSA data (for gender) in
the West. Building exhaustive resources to capture
such fine-grained social groups is outside the scope
of this paper. However, in this section we curate
identity terms and personal names with prototyp-
ical identity associations. We adopt a black-box
evaluation strategy to demonstrate predictive biases
in standard NLP pipelines/models and also demon-
strate the utility of India-specific resources. Finally
we note that these resources and studies are meant
to be demonstrative, not exhaustive.

4.1 Identity Terms

We curated lists of India-specific identity terms
along three different axes:

• Region: demonyms for states & union territo-
ries like Kashmiri, Andamanese.9

• Caste: frequently used terms-10 Brahmin,
Kshatriya, Vaishya, Shudra, Dalit, SC/ST
(Scheduled Castes/Scheduled Tribes), OBC
(Other Backward Classes).

• Religion: terms for populous religions- Hindu,
Muslim, Christian, Sikh, Buddhist, Jain.

We now demonstrate biases in the default Hug-
gingFace sentiment pipeline which is DistilBERT-
base-uncased (Sanh et al., 2019) fine-tuned on the
SST-2 (Socher et al., 2013).11 We perform per-

9https://tinyurl.com/wiki-in-regions
10Broad (and overlapping) categories, not caste names.
11https://tinyurl.com/hf-sentiment.

https://tiny.cc/labor-gender-in
https://tinyurl.com/wiki-in-regions
https://tinyurl.com/hf-sentiment
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Figure 1: Relative sentiment score shift when regional
identity terms are perturbed showing negative (e.g., Mi-
zoram) and positive (e.g., Rajasthan) associations.

Figure 2: Relative sentiment score shift when caste and
religious identities are perturbed showing negative as-
sociations with marginalized groups (e.g. obc, muslim).

turbation sensitivity analysis (Prabhakaran et al.,
2019) that reveals biases by counterfactual replace-
ment of terms of same semantic category in natural
sentences. For example, the sentence “Gujarati peo-
ple love food.” is perturbed with regional identity
terms leading to sentences like “Kashmiri people
love food”, “Andamanese people love food” etc.
We report the normalized shift in sentiment scores
for these perturbed sentences, essentially demon-
strating the degree to which the scores are affected
by the identity term present in the sentence.

For this analysis, we extract sentences in
which an identity term occurs from IndicCorp-en
(Kunchukuttan et al., 2020), and randomly select
equal number of sentences for every identity term
to prevent the topical content from being biased
towards any subgroup. We extract 10, 150, & 200
sentences, totalling in 357, 1050, and 1200 sen-
tences along region (some region terms had less
than 10 sentences), caste, and religion respectively.

Figure 1 shows the shift in scores for regional

identities. We find Mizoram and Telangana have
among the most negative score shifts, while Ra-
jasthan and Gujarat had among the most positive
association. Figure 2 shows the relative shift for
caste and religion. For caste, the model had signifi-
cant negative association towards the terms obc and
dalit, both of which represent historically marginal-
ized groups; and for religion, we find negative asso-
ciation towards the terms muslim and hindu, while
jain and christian have positive associations.

4.2 Personal Names

Personal names can be strong proxies for various
socio-demographic identity groups in India, includ-
ing gender, religion, caste, and regional ethnolin-
guistic identities (Sambasivan et al., 2021). We
curate a list of Indian first names with prototypical
binary gender association . We build this list by
querying the MediaWiki API using a seed list of
Wikipedia category pages listing Indian names.12

We now perform analysis of gendered correla-
tion in pretrained models using the DisCo metric
(Webster et al., 2020) which measures if the pre-
dictions of a language model have disproportion-
ate association to a particular gender. Following
Webster et al. (2020), we perform slot filling us-
ing a set of templates and names, and record the
number of candidate words generated by the lan-
guage model having statistically significant asso-
ciation with a gender, averaged over the number
of templates. A higher value for DisCo metric
means more associations. We analyze two lan-
guage models: MuRIL (Khanuja et al., 2021) and
multilingual BERT (mBERT) (Devlin et al., 2018a).
MuRIL uses the same architecture as mBERT, but
is trained on more data derived from the Indian
context, and significantly outperforms mBERT on
multiple benchmark tasks for Indian languages, in-
cluding 20% improvement in NER.

We calculate DisCo metric in two ways: (1) us-
ing a list of 300 American male and female names
(such as, Mary, John) and (2) using 300 Indian
male and female names (such as, Rahul, Pooja).

Results in figure 3 leads to 2 observations. First,
in line Webster et al. (2020), gender bias is encoded
for personal names in the Indian context. Second,
India-specific resources are critical to bias evalua-
tion. This is because, using American names, it ap-
pears that MuRIL has a lesser amount of bias than
mBERT. However, using Indian names reveals that

12https://tinyurl.com/wiki-indian-names

https://tinyurl.com/wiki-indian-names
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Figure 3: DiSCO metric (higher value means more gen-
dered correlations) mBERT and MuRIL

while MuRIL learned to detect names better (i.e.,
improved NER performance), it also learned more
stereotypical associations around those names.

4.3 Dialectal Features

Presence of dialectal features is often associated
with demographic subgroups (like socio-economic
class (Bernstein, 1960; Kroch, 1978)), and hence
can act as a proxy for many axes. Dialects are not
monolithic; distinctions are often captured by the
presence, absence, and frequency of many features
(such as, article omission) (Demszky et al., 2021).
For this study, we use the minimal pairs dataset
built by (Demszky et al., 2021) with 266 sentences
annotated with presence of 22 morpho-syntactic
dialectal features prevalent in Indian English. For
each sentence with a dialect feature, the dataset also
contains an equivalent sentence without the feature;
effectively functioning as a counterfactual dataset
for dialect features. We run this dataset through the
sentiment model described earlier, and assess its
sensitivity to the presence of dialect features.

We find the sentiment model is sensitive to the
presence/absence of dialect features. However,
there was no overall trend in any one direction.
Figure 4 shows the top 2 features in terms of score
shift in either direction; refer to Appendix A for
full results. The presence of certain dialect features
like left dislocation (e.g., “my father, he works for
a solar company”) causes a positive shift in senti-
ment score while other dialect features like the use
of only to signify focus (e.g., “I was there yester-
day only”) shifts the score in the negative direction.
Although it is difficult to infer systematic patterns
of model behaviour due to the small number of
sentences in this analysis, the high sensitivity to
dialectal features prevalent in the Indian context is
concerning in a fairness perspective. Finally, we
note that this analysis is w.r.t to dialects of Indian

Figure 4: Relative sentiment score shift showing model
sensitivity to dialectal features of Indian English

vs western English. However, within India, dialects
are not monolithic and resources to map dialectal
features to social identities are needed to perform
similar analysis for dialectal features within India.

5 Stereotypes in Indian Context

We now turn our attention to the prevalence of so-
cial stereotypes from the Indian society in NLP
data and models. There is limited literature and
resources on social stereotypes in the Indian con-
text, as outlined in Section 2. Notably, de Souza
(1977) reported stereotypes around region and re-
ligion subgroups in India. They report the top
5 and bottom 5 traits that participants associate
with 11 regional and 4 religious identities. But,
the study is narrowly scoped to limited adjectives
and is from decades ago thus may not reflect the
current Indian society. Recent research within NLP
has built large stereotype datasets such as Stereoset
(Nadeem et al., 2020) and CrowS-P (Nangia et al.,
2020) to evaluate models, but they may not capture
the stereotypes relevant to India.

We build a set of stereotypical associations based
on prior work but employing Indian annotators.
Like (de Souza, 1977), we focus on the Region and
Religion. This choice is motivated by the availabil-
ity of resources and the challenges in studying the
other axes (outlined in Section 6). We then use the
stereotypes reported by de Souza (1977) and our
created dataset to analyse NLP corpora and models
for the prevalence of these stereotypes.

5.1 Dataset Creation
We build a dataset of tuples (i, t) where i is an
identity term, and t is a word token that represents
a concept that is stereotypically associated (or not)
with i, for instance, (Bihari, labourer).

Generating Candidate Associations: We
build the set of candidate association tuples (i, t)
using identity terms described in Section 4 for re-
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ligion and region. We then create a list of tokens
based on prior work (Malik et al., 2021; Nangia
et al., 2020; Nadeem et al., 2020); including lists
of professions, subjects of study (history, science,
etc.), action-verbs, and adjectives for behaviour,
socio-economic status, food habits, and clothing
preferences. Tuples are formed by a cross product
between tokens and identity terms. Since this cross
product gives a prohibitively large number of tu-
ples, we further prune this list by including only
those tuples that co-occur (are present in the same
sentence) in IndicCorp-en (Kunchukuttan et al.,
2020) which contains 54M sentences from Indian
news and magazine articles and hence likely to re-
flect the stereotypes prevalent in the Indian public
discourse. Tuples with tokens appearing with all
identity terms of a given axis are removed.

Obtaining stereotype annotations: We now
obtain annotations for each tuple (i, t), where an
annotator chooses if the association is Stereotypical
or Non-Stereotypical. The question to the annotator
was "Do you think this is a Stereotype widely held
by the society?", and thus their annotations reflect
community-held opinion, rather than their personal
beliefs. They could also mark a tuple as Unsure.

We recruited six annotators with diverse gender
and region identities: 3 male, 3 female, 2 each
from the North east and Central India, and 1 each
from West and South India. Virtual training ses-
sions were held to explain the task with examples.
We first conducted a pilot where each annotation
required a justification which were reviewed by
the authors, and any misconceptions were clarified.
The annotators were paid 1$ per 3 tuples.

We are interested in building a “high precision”
dataset that captures associations that are highly
likely to be stereotypes held by a large portion of
the society. Hence, we performed the annotation
in two phases. First, each tuple is annotated by 3
annotators. The second phase is performed only for
the tuples that are labeled stereotypical by at least 2
annotators in phase 1. We retain individual annota-
tions in the dataset to capture potential differences
in annotator behavior owing to their socio-cultural
background and lived experiences (Prabhakaran
et al., 2021). For the analysis presented in this
paper, we report results at different levels: S>=1,
S>=2, & S>=3, where S denote the number of an-
notators who marked the tuple as stereotypical.13

Our resource is both larger in size (See table 1), and

13Too few tuples had S>= 4,5,6 to gain reliable insights.

S=0 S>=1 S>=2 S>=3 Total

Region 2083 473 86 15 2556
Religion 692 604 229 52 1296

Table 1: Number of tuples in our dataset marked as
stereotypical by 0, >=1, >=2, >=3 annotators.

Tuple (identity term, attribute token) Num. S

Region
(tamilian, mathematician) 6
(marwari, business) 6
(bengali, poet) 5
(punjabi, farmer) 4
(bihari, labourer) 4
(bihari, farmer) 3
(punjabi, army) 3
(rajasthani, dance) 3

Religion
(christian, missionary) 6
(hindu, pandit) 6
(jain, vegetarian) 5
(muslim, butcher) 5
buddhist, calm) 3
(buddhist, kind) 3
(muslim, terrorist) 3
(sikh, angry) 3

Table 2: Example tuples from our dataset with number
of annotators who labeled them as Stereotypical (S).

captures more diverse perspectives as compared to
de Souza (1977). There is only a minimal overlap
(10 tuples) between the set of tuples. Table 2 shows
some example tuples from our data and the number
of annotators who labeled it Stereotypical.

5.2 Corpus Analysis

Data can be a primary source of biases in LMs
(Bender et al., 2021), so we analyze prevalence of
stereotypical tuples in large corpora used to train
LMs. We analyze the Wikipedia corpus used to
train LMs like BERT (Devlin et al., 2018b), and the
IndicCorp-en corpus used in training multilingual
models like IndicBERT (Kakwani et al., 2020). We
measure co-occurrence counts (CC), where a tuple
is considered co-occurring if both the identity term
(or its plural form) and the token (or one of its
inflections) occur in the same sentence.14

In the analysis using tuples from de Souza (1977)
(Figure 5 - top row) we find co-occurrence counts

14We obtain similar trends for nPMI (Aka et al., 2021)
metric, and a window size of 2, i.e., co-occurrence within the
two tokens before/after the identity term .
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Figure 5: Average co-occurrence of tuples from
de Souza (1977) (top row) and our dataset (bottom row)
in IndicCorp-en and Wikipedia

are higher for tuples representing top 5 traits com-
pared to bottom 5 traits,15 We observe similar trend
for our dataset (Figure 5 - bottom row). Tuples
that all annotators agreed to be not stereotypes (i.e.,
S=0) have the lowest co-occurrence counts. The av-
erage co-occurrence counts increase as more num-
ber of annotators mark the tuple as stereotype. The
co-occurrence counts in Wikipedia are consistently
higher, likely due its larger size as compared to
IndicCorp-en (174M vs 54M sentences). In sum-
mary, we find that stereotypical associations are
preferentially encoded in both corpora.

5.3 Model Analysis

Following previous work (Webster et al., 2020;
Hutchinson et al., 2020), we probe MuRIL and
mBERT with the task of predicting the masked to-
ken in a sentence. We hand-craft templates for each
category of tokens in our list. For e.g, a template for
the profession category of tokens is: “[it] are most
likely to work as <MASK>." 16 For each tuple (i,
t), we replace it in the template with identity term i
and record if the token t, or its inflections occur in
the top K (K=5)17 predictions of the model.

Figure 6 show the percentage of tuples occur-
ring in top 5 predictions for the de Souza (1977)
and our dataset. Similar to corpus analysis, for tu-
ples from de Souza (1977), we find that the top
5 associated traits are more likely to appear in
model predictions as compared bottom 5 traits for
both MuRIL and mBERT. For the dataset we built,

15One tuple for religion had very high co-occurrence in the
IndicCorp-en corpus, resulting in the flipped trend.

16Complete list of templates is available with the resources.
17We saw similar trends for K=3, 10, 25, 50

Figure 6: Percentage of tuples from de Souza (1977)
(top row) and our data (bottom row) in top 5 predictions
of mBERT and MuRIL

the percentage of tuples appearing in top 5 model
predictions increase as more annotators label the
tuple as Stereotype.18 We also find that MuRIL
shows consistently higher percentage of Stereotypi-
cal tuples in top 5 predictions suggesting that it has
learned more stereotypes in the Indian context due
to data sourced from India.

5.4 Limitations

While our dataset can serve as a starting point in
evaluation and development of more such datasets,
it is not meant as an exhaustive resource for this
purpose. First of all, we capture only two axes of
disparities: region and religion, and in English. We
attempted to collect data for gender identity and
caste, but these efforts did not yield reliable results,
possibly because of the annotator pool not having
the necessary familiarity with those marginalized
groups and their lived experiences. Our approach
towards filtering the set of tuples for annotation
based on co-occurrence limit our data to only cap-
ture those stereotypes that are explicitly mentioned
in text, but there might exist stereotypes in society
that are not captured in corpora and hence will not
be captured by our dataset. Additionally, our meth-
ods may not capture Stereotypes that are implicit
or beyond our token categories.

6 Re-contextualizing Fairness

Given the empirical demonstration of biases in the
Indian context in data and models, we now return
to the broader agenda for re-contextualizing NLP

18S>=3 for mBERT is an exception, with a slight dip, we
leave a detailed analysis of this to future work.
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Figure 7: A holistic research agenda for NLP Fairness in the Indian context: accounting for societal disparities in
India (Section 3-5), bridging technological gaps in NLP capabilities/resources, and adapting fairness interventions
to align with local values and norms (Section 6). (Map source: https://indiamaps.gov.in/soiapp/)

fairness. We re-frame the agenda of Sambasivan
et al. (2019) along three aspects: accounting for
Social Disparities, bridging Technological gaps,
and adapting to Values & Norms.

6.1 Accounting for Indian Societal context
We provided a comprehensive account of promi-
nent axes of disparities in Indian society (Sec-
tion 3), and demonstrated biases around them en-
coded in NLP data and models (Section 4-5). Our
work is just the first step and is far from over.

Socially Situated Evaluation: Most of our anal-
ysis is focused on region and religion. A major hur-
dle in expanding axis coverage is the (lack of easy)
access to diverse annotator pools who have famil-
iarity and/or lived experiences of the marginalized
groups especially as the public discourse around
(dis)ability, gender identity and sexual orientation
is relatively new and limited. We believe that par-
ticipatory approaches (Lee et al., 2020) to create
resources for fairness evaluation will be crucial for
meaningfully addressing this gap.

Data Voids: Social disparities in literacy and in-
ternet access might cause entire communities to be
excluded from language data (Sambasivan et al.,
2021). Further, the risk of unintentionally exclud-
ing marginalized communities based on dialect or
other linguistic features while filtering data to en-
sure quality (Dodge et al., 2021; Gururangan et al.,
2022) is even higher in the Indian context because
of very limited computational representation of

marginalized communities. Accounting for data
voids and intentional data curation (such as by col-
lecting language data specifically from marginal-
ized communities (Abraham et al., 2020; Nekoto
et al., 2020)) can significantly help bridge this gap.

Intersectionality: Due to the interplay of all the
diverse axes in the Indian context, intersectional
biases (Collins and Bilge, 2020) experienced by dif-
ferent marginalized groups are often more severe
(Sabharwal and Sonalkar, 2015). With notable dif-
ferences in literacy, economic stability, technology
access, and healthcare access across geographical,
caste, religious, and gender divides, representation
in and access to language technologies are also
disparate. Bias evaluation and mitigation interven-
tions should account for these intersectional biases.

6.2 Bridging cross-lingual Technological gaps
While we focus on English language data and mod-
els in this paper, it is crucial to mitigate the gaps in
NLP capabilities and resources across Indian lan-
guages, both in general and for fairness research.

Performance gaps across languages: India is a
vastly multilingual country with hundreds of lan-
guages and thousands of dialects. But there are
wide disparities in NLP capabilities across these
languages and dialects. These disparities pose a ma-
jor challenge for equitable access, creating barriers
to internet participation, information access, and in
turn, representation in data and models. While the
Indian NLP community has made major strides in

https://indiamaps.gov.in/soiapp/
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addressing this gap in recent years (Khanuja et al.,
2021), more work is needed in building and im-
proving NLP technologies for marginalized and
endangered languages and dialects.

Multilingual fairness research: NLP Fairness
research relies on bias evaluation resources and
while we present such resources for the Indian con-
text, we limited our focus to only English. It is
crucial to expand this effort into Indian languages,
along the lines of recent work on Hindi, Bengali,
and Telugu (Malik et al., 2021; Pujari et al., 2019).
This is especially important since biases may man-
ifest differently in data and models for different
languages. Additionally, how bias transfers in
transfer-learning paradigms for multilingual NLP
is unknown. Finally, bias mitigation in one (or a
few) language(s) may have counter-productive ef-
fects on other languages. Hence, a research agenda
for fair NLP in India should address these various
unknowns that the dimension of language brings.

6.3 Adapting to Indian Values and Norms

Fairness interventions essentially impart a norma-
tive value system on model behaviour. It is crucial
to ensure that these interventions are not at odd
with Indian values, norms, and legal frameworks.

Accounting for Indian justice models: India
has established legal restorative justice measures
for resource allocation, colloquially known as the
“reservation system” (Ambedkar, 2014), where his-
torically marginalized communities (like Dalits,
backward castes, tribals, and religious minorities)
are afforded fixed quotas in educational and gov-
ernment institutions to counter historical depriva-
tion. NLP fairness interventions should conform to
these established measures that are otherwise non-
existent, and hence not thought for in the West.

Avoiding value imposition: Fairness inquiries
answer questions such as: what fairness means, and
how fair is fair enough? These questions, and their
answers risk value imposition. While, implicitly
these answers draw largely from Western values
rooted in egalitarianism, consequentialism, deontic
justice, and Rawls distributive justice (Sambasivan
et al., 2021), the philosophy of fairness in India
is rooted in social restorative justice. More work
should look into such value alignment challenges
for fairness interventions (Gabriel, 2020).

7 Conclusion

In this paper, we holistically re-contextualize fair-
ness research for the Indian context taking an NLP-
centric lens to Sambasivan et al. (2021). We lay
out a research agenda advocating to account for the
societal context in India, bridge technological gaps
in capability and resources, and align with local
values and norms (Section 6). Our focus here is
on India, but the broader framework of this work
can be used to recontextualize fairness for any geo-
cultural context. We outline the prominent axes of
disparities in India (Section 3), and demonstrate
biases around them in NLP models and corpora.
To summarize: First, our perturbation analysis re-
veals that sentiment model predictions are signif-
icantly sensitive to regional, religious, and caste
identities (Section 4.1), and dialectal features (Sec-
tion 4.3). Second, our DisCo analysis shows the
necessity of India-specific resources for revealing
biases in the Indian context (Section 4.2). Third,
we build a stereotype dataset for the Indian context
and demonstrate preferential encoding of stereo-
typical associations in both NLP data and models
(Section 5). While there is more work to be done,
we believe this is an essential first step towards a
meaningful NLP fairness research agenda for India.

8 Ethical considerations

We build resources to demonstrate biases in mod-
els, these resources alone are insufficient to capture
all the undesirable biases in the Indian society. As
described in Section 5.4, our dataset lacks cover-
age across the various Indian axes of disparities,
languages, and reflects the judgements of a small
number of annotators. Hence, they should be used
only for diagnostic and research purposes, and not
as benchmarks to prove lack of bias. We also urge
that the list of names with prototypical binary gen-
der associations from Wikipedia (used in Section
4.2) not be used to train gender prediction models.
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A Perturbation Sensitivity Analysis with
dialectal features: full results

In §4.3 we perform perturbation sensitivity anal-
ysis with sentences from Demszky et al. (2021).
Here we provide the complete results for this analy-
sis, where in-text we provided only the top-2 most
positively shifted and negatively shifted features.

Dialectal Feature Relative sentiment
score shift

focus ‘only’ -0.908
habitual progressive -0.439
inversion in embedded clause -0.412
topicalized non-argument constituent -0.205
lack of copula -0.029
stative progressive -0.019
invariant tag (’isn’t it’, ’no’, ’na’) -0.010
focus ’itself’ -0.007
resumptive object pronoun 0.000
non-initial existential ’X is / are there’ 0.004
resumptive subject pronoun 0.009
mass nouns as count nouns 0.009
article omission 0.023
preposition drop 0.025
lack of inversion in wh-questions 0.036
extraneous ’the’ (often generic) or ’a’ 0.084
prepositional phrase fronting 0.186
object fronting 0.192
use of ’and all’ 0.208
lack of agreement 0.274
direct object prodrop 0.385
left dislocation 0.457

Table 3: Relative sentiment score shift due to presence
or absence of dialectal features


