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Message from the Organisers

Digital technologies have brought myriad benefits for society, transforming how people connect,
communicate and interact with each other. However, they have also enabled harmful and abusive
behaviours to reach large audiences and for their negative effects to be amplified, including interpersonal
aggression, bullying and hate speech. Already marginalised and vulnerable communities are often
disproportionately at risk of receiving such abuse, compounding other social inequalities and injustices.
The Workshop on Online Abuse and Harms (WOAH) convenes research into these issues, particularly
work that develops, interrogates and applies computational methods for detecting, classifying and
modelling online abuse.

Technical disciplines such as machine learning and natural language processing (NLP) have made
substantial advances in creating more powerful technologies to stop online abuse. Yet a growing body
of work shows the limitations of many automated detection systems for tackling abusive online content,
which can be biased, brittle, low performing and simplistic. These issues are magnified by the lack of
explainability and transparency. And although WOAH is collocated with ACL and many of our papers
are rooted firmly in the field of machine learning, these are not purely engineering challenges, but raise
fundamental social questions of fairness and harm. For this reason, we continue to emphasise the need
for inter-, cross- and anti- disciplinary work by inviting contributions from a range of fields, including but
not limited to: NLP, machine learning, computational social sciences, law, politics, psychology, network
analysis, sociology and cultural studies. In this fifth edition of WOAH we direct the conversation at
the workshop through our theme: Social Bias and Unfairness in Online Abuse Detection Systems.
Continuing the tradition started in WOAH 4, we have invited civil society, in particular individuals
and organisations working with women and marginalised communities, to submit reports, case studies,
findings, data, and to record their lived experiences through our civil society track. Our hope is that
WOAH provides a platform to facilitate the interdisciplinary conversations and collaborations that are
needed to effectively and ethically address online abuse.

Speaking to the complex nature of the issue of online abuse, we are pleased to invite Leon Derczynski,
currently an Associate Professor at ITU Copenhagen who works on a range of topics in Natural Language
Processing; Deb Raji, currently a Research Fellow at Mozilla who researches AI accountability
and auditing; Murali Shanmugavelan, currently a researcher at the Centre for Global Media and
Communications at SOAS (London) to deliver keynotes. We are grateful to all our speakers for being
available, and look forward to the dialogues that they will generate. On the day of WOAH the invited
keynote speakers will give talks and then take part in a multi-disciplinary panel discussion to debate our
theme and other issues in computational online abuse research. This will be followed by paper Q&A
sessions, with facilitated discussions. Due to the virtual nature of this edition of the workshop, we have
gathered papers into thematic panels to allow for more in-depth and rounded discussions.

In this edition of the workshop, we introduce our first official Shared Task for fine-grained detection
of hateful memes, in recognition of the ever-growing complexity of human communication. Memes
and their communicative intent can be understood by humans because we jointly understand the text
and pictures. In contrast, most AI systems analyze text and image separately and do not learn a joint
representation. This is both inefficient and flawed, and such systems are likely to fail when a non-hateful
image is combined with non-hateful text to produce content that is nonetheless still hateful. For AI to
detect this sort of hate it must learn to understand content the way that people do: holistically.
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Continuing the success of past editions of the workshop, we received 48 submissions. Following a
rigorous review process, we selected 24 submissions to be presented at the workshop. These include
13 long papers, 7 short papers, 3 shared-task system descriptions, and 1 extended abstract. The
accepted papers cover a wide array of topics: Understanding the dynamics and nature of online
abuse; BERTology: transformer-based modelling of online abuse; Datasets and language resources for
online abuse; Fairness, bias and understandability of models; Analysing models to improve real-world
performance; Resources for non-English languages. We are hugely excited about the discussions which
will take place around these works. We are grateful to everyone who submitted their research and to our
excellent team of reviewers.

With this, we welcome you to the Fifth Workshop on Online Abuse and Harms. We look forward to a
day filled with spirited discussion and thought provoking research!

Aida, Bertie, Douwe, Lambert, Vinod and Zeerak.
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ix



August 6, 2021 (continued)

[Findings] Generate, Prune, Select: A Pipeline for Counterspeech Generation
against Online Hate Speech
Wanzheng Zhu, Suma Bhat

17:10–17:40 Analysing models to improve real-world performance

Multi-Annotator Modeling to Encode Diverse Perspectives in Hate Speech Annota-
tions
Aida Mostafazadeh Davani, Mark Díaz and Vinodkumar Prabhakaran

Memes in the Wild: Assessing the Generalizability of the Hateful Memes Challenge
Dataset
Hannah Kirk, Yennie Jun, Paulius Rauba, Gal Wachtel, Ruining Li, Xingjian Bai,
Noah Broestl, Martin Doff-Sotta, Aleksandar Shtedritski and Yuki M Asano

Measuring and Improving Model-Moderator Collaboration using Uncertainty Esti-
mation
Ian Kivlichan, Zi Lin, Jeremiah Liu and Lucy Vasserman

[Findings] Detecting Harmful Memes and Their Targets
Shraman Pramanick, Dimitar Dimitrov, Rituparna Mukherjee, Shivam Sharma, Md.
Shad Akhtar, Preslav Nakov, Tanmoy Chakraborty

[Findings] Survival text regression for time-to-event prediction in conversations
Christine De Kock, Andreas Vlachos

17:40–18:10 Resources for non-English languages

DALC: the Dutch Abusive Language Corpus
Tommaso Caselli, Arjan Schelhaas, Marieke Weultjes, Folkert Leistra, Hylke van
der Veen, Gerben Timmerman and Malvina Nissim

Offensive Language Detection in Nepali Social Media
Nobal B. Niraula, Saurab Dulal and Diwa Koirala

MIN_PT: An European Portuguese Lexicon for Minorities Related Terms
Paula Fortuna, Vanessa Cortez, Miguel Sozinho Ramalho and Laura Pérez-Mayos

x



August 6, 2021 (continued)

17:40–18:10 Paper Q & A Panels II

17:40–18:10 Fairness, bias and understandability of models

Fine-Grained Fairness Analysis of Abusive Language Detection Systems with
CheckList
Marta Marchiori Manerba and Sara Tonelli

Improving Counterfactual Generation for Fair Hate Speech Detection
Aida Mostafazadeh Davani, Ali Omrani, Brendan Kennedy, Mohammad Atari, Xi-
ang Ren and Morteza Dehghani

Hell Hath No Fury? Correcting Bias in the NRC Emotion Lexicon
Samira Zad, Joshuan Jimenez and Mark Finlayson

Mitigating Biases in Toxic Language Detection through Invariant Rationalization
Yung-Sung Chuang, Mingye Gao, Hongyin Luo, James Glass, Hung-yi Lee, Yun-
Nung Chen and Shang-Wen Li

Fine-grained Classification of Political Bias in German News: A Data Set and Ini-
tial Experiments
Dmitrii Aksenov, Peter Bourgonje, Karolina Zaczynska, Malte Ostendorff, Julian
Moreno-Schneider and Georg Rehm

17:40–18:10 Datasets and language resources for online abuse

Jibes & Delights: A Dataset of Targeted Insults and Compliments to Tackle Online
Abuse
Ravsimar Sodhi, Kartikey Pant and Radhika Mamidi

Context Sensitivity Estimation in Toxicity Detection
Alexandros Xenos, John Pavlopoulos and Ion Androutsopoulos

A Large-Scale English Multi-Label Twitter Dataset for Cyberbullying and Online
Abuse Detection
Semiu Salawu, Jo Lumsden and Yulan He

Toxic Comment Collection: Making More Than 30 Datasets Easily Accessible in
One Unified Format
Julian Risch, Philipp Schmidt and Ralf Krestel

xi



August 6, 2021 (continued)

[Findings] CONDA: a CONtextual Dual-Annotated dataset for in-game toxicity un-
derstanding and detection
Henry Weld, Guanghao Huang, Jean Lee, Tongshu Zhang, Kunze Wang, Xinghong
Guo, Siqu Long, Josiah Poon, Soyeon Caren Han

17:40–18:10 Understanding the dynamics and nature of online abuse

When the Echo Chamber Shatters: Examining the Use of Community-Specific Lan-
guage Post-Subreddit Ban
Milo Trujillo, Sam Rosenblatt, Guillermo de Anda Jáuregui, Emily Moog, Briane
Paul V. Samson, Laurent Hébert-Dufresne and Allison M. Roth

Targets and Aspects in Social Media Hate Speech
Alexander Shvets, Paula Fortuna, Juan Soler and Leo Wanner

Abusive Language on Social Media Through the Legal Looking Glass
Thales Bertaglia, Andreea Grigoriu, Michel Dumontier and Gijs van Dijck

18:10–18:20 Break

18:20–19:00 Multi-Word Expressions and Online Abuse Panel

19:00–19:15 Break

19:15–19:45 Keynote Session II

19:15–20:00 Keynote III
Deb Raji

20:00–20:45 Keynote Panel
Deb Raji, Murali Shanmugavelan, Leon Derczynski

20:45–21:00 Break

xii



August 6, 2021 (continued)

21:00–21:45 Shared Task Session

Findings of the WOAH 5 Shared Task on Fine Grained Hateful Memes Detection
Lambert Mathias, Shaoliang Nie, Aida Mostafazadeh Davani, Douwe Kiela, Vin-
odkumar Prabhakaran, Bertie Vidgen and Zeerak Waseem

VL-BERT+: Detecting Protected Groups in Hateful Multimodal Memes
Piush Aggarwal, Michelle Espranita Liman, Darina Gold and Torsten Zesch

Racist or Sexist Meme? Classifying Memes beyond Hateful
Haris Bin Zia, Ignacio Castro and Gareth Tyson

Multimodal or Text? Retrieval or BERT? Benchmarking Classifiers for the Shared
Task on Hateful Memes
Vasiliki Kougia and John Pavlopoulos

21:45–22:00 Closing Remarks

xiii





Proceedings of the Fifth Workshop on Online Abuse and Harms, pages 1–5
August 6, 2021. ©2021 Association for Computational Linguistics

Exploiting Auxiliary Data for Offensive Language Detection with
Bidirectional Transformers

Sumer Singh
University of Georgia

Athens, GA, USA
sumer.singh@uga.edu

Sheng Li
University of Georgia

Athens, GA, USA
sheng.li@uga.edu

Abstract

Offensive language detection (OLD) has re-
ceived increasing attention due to its societal
impact. Recent work shows that bidirectional
transformer based methods obtain impressive
performance on OLD. However, such meth-
ods usually rely on large-scale well-labeled
OLD datasets for model training. To address
the issue of data/label scarcity in OLD, in
this paper, we propose a simple yet effec-
tive domain adaptation approach to train bidi-
rectional transformers. Our approach intro-
duces domain adaptation (DA) training pro-
cedures to ALBERT, such that it can effec-
tively exploit auxiliary data from source do-
mains to improve the OLD performance in a
target domain. Experimental results on bench-
mark datasets show that our approach, AL-
BERT (DA), obtains the state-of-the-art per-
formance in most cases. Particularly, our ap-
proach significantly benefits underrepresented
and under-performing classes, with a signifi-
cant improvement over ALBERT.

1 Introduction

In today’s digital age, the amount of offensive and
abusive content found online has reached unprece-
dented levels. Offensive content online has sev-
eral detrimental effects on its victims, e.g., vic-
tims of cyberbullying are more likely to have lower
self-esteem and suicidal thoughts (Vazsonyi et al.,
2012). To reduce the impact of offensive online
contents, the first step is to detect them in an accu-
rate and timely fashion. Next, it is imperative to
identify the type and target of offensive contents.
Segregating by type is important, because some
types of offensive content are more serious and
harmful than other types, e.g., hate speech is ille-
gal in many countries and can attract large fines
and even prison sentences, while profanity is not
that serious. To this end, offensive language detec-
tion (OLD) has been extensively studied in recent

years, which is an active topic in natural language
understanding.

Existing methods on OLD, such as (Davidson
et al., 2017), mainly focus on detecting whether
the content is offensive or not, but they can not
identify the specific type and target of such con-
tent. Waseem and Hovy (2016) analyze a corpus
of around 16k tweets for hate speech detection,
make use of meta features (such as gender and lo-
cation of the user), and employ a simple n-gram
based model. Liu et al. (2019) evaluate the per-
formance of some deep learning models, includ-
ing BERT (Devlin et al., 2018), and achieve the
state of the art results on a newly collected OLD
dataset, OLID (Zampieri et al., 2019). Although
promising progress on OLD has been observed
in recent years, existing methods, especially the
deep learning based ones, often rely on large-scale
well-labeled data for model training. In practice,
labeling offensive language data requires tremen-
dous efforts, due to linguistic variety and human
bias.

In this paper, we propose to tackle the challeng-
ing issue of data/label scarcity in offensive lan-
guage detection, by designing a simple yet effec-
tive domain adaptation approach based on bidi-
rectional transformers. Domain adaptation aims
to enhance the model capacity for a target do-
main by exploiting auxiliary information from ex-
ternal data sources (i.e., source domains), espe-
cially when the data and labels in the target do-
main are insufficient (Pan and Yang, 2009; Wang
and Deng, 2018; Lai et al., 2018; Li et al., 2017;
Li and Fu, 2016; Zhu et al., 2021). In particu-
lar, we aim to identify not only if the content is
offensive, but also the corresponding type and tar-
get. In our work, the offensive language identifi-
cation dataset (OLID) (Zampieri et al., 2019) is
considered as target domain, which contains a hier-
archical multi-level structure of offensive contents.
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An external large-scale dataset on toxic comment
(ToxCom) classification is used as source domain.
ALBERT (Lan et al., 2019) is used in our approach
owing to its impressive performance on OLD. A
set of training procedures are designed to achieve
domain adaptation for the OLD task. In particular,
as the external dataset is not labelled in the same
format as the OLID dataset, we design a separate
predictive layer that helps align two domains. Ex-
tensive empirical evaluations of our approach and
baselines are conducted. The main contributions of
our work are summarized as follows:

• We propose a simple domain adaptation ap-
proach based on bidirectional transformers for
offensive language detection, which could ef-
fectively exploit useful information from aux-
iliary data sources.

• We conduct extensive evaluations on bench-
mark datasets, which demonstrate the remark-
able performance of our approach on offensive
language detection.

2 Related Work

In this section, we briefly review related work on
offensive language detection and transformers.

Offensive Language Detection. Offensive lan-
guage detection (OLD) has become an active re-
search topic in recent years (Araujo De Souza and
Da Costa Abreu, 2020). Nikolov and Radivchev
(2019) experimented with a variety of models and
observe promising results with BERT and SVC
based models. Han et al. (2019) employed a GRU
based RNN with 100 dimensional glove word em-
beddings (Pennington et al., 2014). Additionally,
they develop a Modified Sentence Offensiveness
Calculation (MSOC) model which makes use of
a dictionary of offensive words. Liu et al. (2019)
evaluated three models on the OLID dataset, in-
cluding logistic regression, LSTM and BERT, and
results show that BERT achieves the best perfor-
mance. The concept of transfer learning mentioned
in (Liu et al., 2019) is closely related to our work,
since the BERT model is also pretrained on exter-
nal text corpus. However, different from (Liu et al.,
2019), our approach exploits external data that are
closely related to the OLD task, and we propose a
new training strategy for domain adaptation.

Transformers. Transformers (Vaswani et al.,
2017) are developed to solve the issue of lack of
parallelization faced by RNNs. In particular, Trans-

Table 1: Details of OLID dataset.

A B C Training Test Total

OFF TIN IND 2,407 100 2,507
OFF TIN OTH 395 35 430
OFF TIN GRP 1,074 78 1,152
OFF UNT — 524 27 551
NOT — — 8,840 620 9,460

ALL — — 13,240 860 14,100

formers calculate a score for each word with re-
spect to every other word, in a parallel fashion.
The score between two words signifies how related
they are. Due to the parallelization, transformers
train rapidly on modern day GPUs. Some repre-
sentative Transformer-based architectures for lan-
guage modeling include BERT (Devlin et al., 2018),
XL-NET (Yang et al., 2019) and ALBERT (Lan
et al., 2019). BERT employs the deep bidirectional
transformers architecture for model pretraining and
language understanding (Devlin et al., 2018). How-
ever, BERT usually ignores the dependency be-
tween the masked positions and thus there might
be discrepancy between model pretraining and fine-
tuning. XL-NET is proposed to address this issue,
which is a generalized autoregressive pretraining
method (Yang et al., 2019). Another issue of BERT
is the intensive memory consumption during model
training. Recently, some improved techniques such
as ALBERT (Lan et al., 2019) are proposed to re-
duce the memory requirement of BERT and there-
fore increases the training speed. In this paper, we
leverage the recent advances on Transformers and
design a domain adaptation approach for the task
of offensive language detection.

3 Methodology

3.1 Preliminary

Target Domain. In this work, we focus on the
offensive language detection task on the OLID
dataset, which is considered as target domain. The
OLID dataset consists of real-world tweets and has
three interrelated subtasks/levels: (A) Detecting
if a tweet is offensive (OFF) or not (NOT); (B)
Detecting if OFF tweets are targeted (TIN) or un-
targeted (UNT) and; (C) Detecting if TIN tweets
are targeted at an individual (IND), group (GRP) or
miscellaneous entity (OTH). The details of OLID
dataset are summarized in Table 1. The following
strategies are used to preprocess the data. (1) Hash-
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Table 2: Details of Toxcom Dataset.

Classification # of instances
clean 143,346
toxic 15,294

obscene 8,449
insult 7,877

identity hate 1,405
severe toxic 1,595

threat 478

tag Segmentation. Hashtags are split up and the
preceding hash symbol is removed. This is done
using wordsegment1. (2) Censored Word Conver-
sion. A mapping is created of offensive words
and their commonly used censored forms. All the
censored forms are converted to their uncensored
forms. (3) Emoji Substitution. All emojis are con-
verted to text using their corresponding language
meaning. This is done using Emoji2. (4) Class
Weights. The dataset is highly skewed at each level,
thus a weighting scheme is used, as follows: Let
the classes be {c1, c2, · · · , ck} and number of sam-
ples in each class be {N1, N2, · · · , Nk}, then class
ci is assigned a weight of 1

Ni
.

Source Domain. To assist the OLD task in tar-
get domain, we employ an external large-scale
dataset on toxic comment (ToxCom) classification3

as source domain. ToxCom consists of 6 different
offensive classes. Samples that belong to none of
the 6 classes are labelled as clean. The details of
ToxCom dataset are shown in Table 2. The num-
ber of clean comments is disproportionately high
and will lead to considerable training time. Thus,
only 16,225 randomly sampled clean comments
are employed.

3.2 Domain Adaptation Approach

We propose a simple yet effective domain adapta-
tion approach to train an ALBERT model for offen-
sive language detection, which fully exploits auxil-
iary information from source domain to assist the
learning task in target domain. The effectiveness of
using auxiliary text for language understanding has
been discussed in literature (Rezayi et al., 2021).

Both the source and target domains contain rich
information about offensive contents, which makes

1https://github.com/grantjenks/python-
wordsegment

2https://github.com/carpedm20/emoji
3https://www.kaggle.com/c/jigsaw-

toxic-comment-classification-challenge/
data

it possible to seek a shared feature space to facili-
tate the classification tasks. A naive solution is to
combine source and target datasets and simply train
a model on the merged dataset. This strategy, how-
ever, may lead to degraded model performance for
two reasons. First, two datasets are labelled in dif-
ferent ways, so that they don’t share the same label
space. Second, the divergence of data distributions
due to various data sources. In particular, the target
domain contains tweets, while the source domain is
collected from Wikipedia comments. The diverse
data sources lead to a significant gap between two
domains, and therefore simply merging data from
two domains is not an effective solution.

To address these issues, we propose the follow-
ing training procedures with three major steps. Let
DS denote the source data and DT denote the tar-
get dataset. First, we pretrain the ALBERT model
on the source domain (i.e., ToxCom dataset). The
loss function of model training with source data is
defined as:

LS = argmin
Θ

ALBERT(DS ; Θ) (1)

where Ls denotes the loss function, ALBERT(·)
is the Transformer based ALBERT network, and
Θ represents the model parameters. Second, we
freeze all the layers and discard the final predictive
layer. Since two datasets have different labels, the
final predictive layer could not contribute to the
task in target domain. Third, we reuse the frozen
layers with a newly added predictive layer, and
train the network on the target dataset. The loss
function of model finetuning with target data is
defined as:

LT = argmin
Θ̂

ALBERT(DT ; Θ, Θ̂), (2)

where Θ̂ denotes the finetuned model parame-
ters. There are several ways to treat the previously
frozen layers in this step: (1) A feature extraction
type approach in which all layers remain frozen;
(2) A finetuning type approach in which all layers
are finetuned; and (3) A combination of both in
which some layers are finetuned while some are
frozen. Finally, the updated model will be used to
perform OLD task in the target domain.

Let L denote the number of layers (including the
predictive layer), NS denote the number of training
samples in the source domain, and NT denote the
number of training samples in the target domain.
K is the set of layers that remain frozen during
training in the target domain.
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Figure 1: Classwise F1 Scores across three levels.

Table 3: Results. First three rows are previous state of
the art results at each level.

Model A B C

Liu et al. (2019) 0.8286 0.7159 0.5598
Han et al. (2019) 0.6899 0.7545 0.5149
Nikolov and Radivchev (2019) 0.8153 0.6674 0.6597

SVM 0.6896 0.6288 0.4831
CNN (UP) 0.7552 0.6732 0.4984
CNN 0.7875 0.7038 0.5185
CNN (CW) 0.8057 0.7348 0.5460
BERT 0.8023 0.7433 0.5936
ALBERT 0.8109 0.7560 0.6140
ALBERT (DA) 0.8241 0.8108 0.6790

4 Experiments

4.1 Baselines and Experimental Settings

In the experiments, four representative models are
used as baselines, including the support vector
machines (SVM), convolutional neural networks
(CNN), BERT and ALBERT. We use the base ver-
sion of BERT and the large version of ALBERT.
The max sequence length is set to 32 and 64 for
BERT and ALBERT, respectively. Training sam-
ples with length longer than max sequence length
are discarded. Moreover, we compare our approach
with three state-of-the-art methods (Liu et al., 2019;
Han et al., 2019; Nikolov and Radivchev, 2019) on
offensive language detection.

For domain adaptation, the finetuning and fea-
ture extraction approaches, discussed in Section
3.2, are tested. The feature extraction approach
gives poor results on all three levels, with scores
lower than ALBERT without domain adaptation.
The third method is not used as it introduces a
new hyperparameter, i.e., the number of trainable
layers, which would have to be optimized with
considerable computational costs. The finetuning
type strategy gives good initial results and is used
henceforth. The learning rate is set to 1.5× 10−5

and 2 × 10−5 on the source data and target data,
respectively. Following the standard evaluation pro-
tocol on the OLID dataset, the 9:1 training versus
validation split is used. In each experiment (other
than SVM), the models are trained for 3 epochs.
The metric used here is macro F1 score, which is
calculated by taking the unweighted average for
all classes. Best performing models according to
validation loss are saved and used for testing.

4.2 Results and Analysis

Table 3 shows the results of baselines and our do-
main adaptation approach, ALBERT (DA). For
Task A, deep learning methods, including CNN,
BERT and ALBERT, always outperform the classi-
cal classification method SVM. ALBERT achieves
a macro F1 score of 0.8109, which is the highest
score without domain adaptation. Task C is unique
as it consists of three labels. All models suffer on
the OTH class. This could be because the OTH
class consists of very few training samples. Our
approach, ALBERT (DA), achieves the state-of-
the-art performance on Task C.

Figure 1 further breaks down the classwise
scores for analysis. The most notable improve-
ments are on OTH and UNT samples. ALBERT
(DA) has an F1 score of 0.46, which is an im-
provement 43.75% over ALBERT on OTH sam-
ples. On UNT samples, ALBERT (DA) improves
ALBERT’s score of 0.55 to 0.65, which is an im-
provement of 18%. Conversely, performance on
classes on which the ALBERT already has high
F1-scores, such as NOT and TIN, do not see ma-
jor improvements through domain adaptation. On
NOT and TIN samples, ALBERT (DA) improves
only 1.11% and 1.06% over ALBERT, respectively.

5 Conclusion

In this paper, we propose a simple yet effective
domain adaptation approach to train bidirectional
transformers for offensive language detection. Our
approach effectively exploits external datasets that
are relevant to offensive content classification to
enhance the detection performance on a target
dataset. Experimental results show that our ap-
proach, ALBERT (DA) obtains the state-of-the-
art performance in most tasks, and it significantly
benefits underrepresented and under-performing
classes.
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Abstract

Hate speech and profanity detection suffer
from data sparsity, especially for languages
other than English, due to the subjective na-
ture of the tasks and the resulting annotation
incompatibility of existing corpora. In this
study, we identify profane subspaces in word
and sentence representations and explore their
generalization capability on a variety of sim-
ilar and distant target tasks in a zero-shot
setting. This is done monolingually (Ger-
man) and cross-lingually to closely-related
(English), distantly-related (French) and non-
related (Arabic) tasks. We observe that, on
both similar and distant target tasks and across
all languages, the subspace-based representa-
tions transfer more effectively than standard
BERT representations in the zero-shot setting,
with improvements between F1 +10.9 and
F1 +42.9 over the baselines across all tested
monolingual and cross-lingual scenarios.

1 Introduction

Profanity and online hate speech have been rec-
ognized as crucial problems on social media plat-
forms as they bear the potential to offend readers
and disturb communities. The large volume of user-
generated content makes manual moderation very
difficult and has motivated a wide range of natural
language processing (NLP) research in recent years.
However, the issues are far from solved, and the
automatic detection of profane and hateful contents
in particular faces a number of severe challenges.

Pre-trained transformer-based (Vaswani et al.,
2017) language models, e.g. BERT (Devlin et al.,
2019), play a dominant role today in many NLP
tasks. However, they work best when large
amounts of training data are available. This is typ-
ically not the case for profanity and hate speech
detection where few datasets are currently avail-
able (Waseem and Hovy, 2016; Basile et al., 2019;

Struß et al., 2019) with moderate sizes at most. In
addition, these tasks are known to be highly sub-
jective (Waseem, 2016). Annotation protocols for
hate speech and profanity often rely on different
assumptions that make it non-trivial to combine
multiple datasets. In addition, such datasets only
exist for few languages besides English (Ousid-
houm et al., 2019; Abu Farha and Magdy, 2020;
Zampieri et al., 2020).

For such low-resource scenarios, few- and zero-
shot transfer learning has seen an increased inter-
est in the research community. One particular ap-
proach, using semantic subspaces to model specific
linguistic aspects of interest (Rothe et al., 2016),
has proven to be effective for representing con-
trasting semantic aspects of language such as e.g.
positive and negative sentiment.

In this paper, we propose to learn semantic sub-
spaces to model profane language on both the
word and the sentence level. This approach is espe-
cially promising because of its ability to cope with
sparse profanity-related datasets confined to very
few languages. Profanity and hate speech often
co-occur but are not equivalent, since not all hate
speech is profane (e.g. implicit hate speech) and
not all profanity is hateful (e.g. colloquialisms).
Despite being distantly related tasks, we posit that
modeling profane language via semantic subspaces
may have a positive impact on downstream hate
speech tasks.

We analyze the efficacy of the subspaces to en-
code the profanity (neutral vs. profane language)
aspect and apply the resulting subspace-based rep-
resentations to a zero-shot transfer classification
scenario with both similar (neutral/profane) and
distant (neutral/hate) target classification tasks.
To study their ability to generalize across lan-
guages we evaluate the zero-shot transfer in both a
monolingual (German) and a cross-lingual setting
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with closely-related1 (English), distantly-related
(French) and non-related (Arabic) languages.

We find that subspace-based representations out-
perform popular alternatives, such as BERT or
word embeddings, by a large margin across all
tested transfer tasks, indicating their strong gen-
eralization capabilities not only monolingually but
also cross-lingually. We further show that semantic
subspaces can be used for word-substitution tasks
with the goal of generating automatic suggestions
of neutral counterparts for the civil rephrasing of
profane contents.

2 Related Work

Semantic subspaces have been used to identify
gender (Bolukbasi et al., 2016) or multiclass eth-
nic and religious (Manzini et al., 2019) bias in
word representations. Liang et al. (2020) identify
multiclass (gender, religious) bias in sentence rep-
resentations. Similarly, Niu and Carpuat (2017)
identify a stylistic subspace that captures the de-
gree of formality in a word representation. This
is done using a list of minimal-pairs, i.e. pairs of
words or sentences that only differ in the semantic
feature of interest over which they perform princi-
pal component analysis (PCA). We take the same
general approach in this paper (see Section 3).

Conversely, Gonen and Goldberg (2019) show
that the methods in Bolukbasi et al. (2016) are not
able to identify and remove the gender bias entirely.
Following this, Ravfogel et al. (2020) argue that
semantic features such as gender are encoded non-
linearly, and suggest an iterative approach to identi-
fying and removing gender features from semantic
representations entirely.

Addressing the issue of data sparseness, Rothe
et al. (2016) use ultradense subspaces to gener-
ate task-specific representations that capture se-
mantic features such as abstractness and sentiment
and show that these are especially useful for low-
resourced downstream tasks. While they focus on
using small amounts of labeled data of a specific
target task to learn the subspaces, we focus our
study on learning a generic profane subspace and
test its generalization capacity on similar and dis-
tant target tasks in a zero-shot setting.

Zero-shot transfer, where a model trained on a
1Both English and German belong to the West-Germanic

language branch, and are thus closely-related. French, on the
other hand, is only distantly related to German via the Indo-
European language family, while Arabic (Semitic language
family) and German are not related.

w (profane) ŵ (neutral)

Arschloch [asshole] Mann [man]

Fotze [cunt] Frau [woman]

Hackfresse [shitface] Mensch [human]

Table 1: Examples of word-level minimal pairs.

set of tasks is evaluated on a previously unseen task,
has recently gained a lot of traction in NLP. Nowa-
days, this is done using large-scale transformer-
based language models such as BERT, that share
parameters between tasks. Multilingual varieties
such as XLM-R (Conneau et al., 2020) enable the
zero-shot cross-lingual transfer of a task. One ex-
ample is sentence classification trained on a (high-
resource) language being transferred into another
(low-resource) language (Hu et al., 2020).

3 Method: Semantic Subspaces

A common way to represent word-level semantic
subspaces is based on a set P of so-called minimal
pairs, i.e. N pairs of words (w, ŵ) that differ only
in the semantic dimension of interest (Bolukbasi
et al., 2016; Niu and Carpuat, 2017). Table 1 dis-
plays some examples of such word pairs for the
profanity domain. Each word w is encoded as a
word embedding e(w):

P = {(e(w1), e(ŵ1)), . . . , (e(wN ), e(ŵN ))}

Then, each pair is normalized by a mean-shift:

P̄ = {(e(wi)− µi, e(ŵi)− µi)|1 ≤ i ≤ N}

where each µi = 1
2(e(wi) + e(ŵi)).

Finally, PCA is performed on the set P̄ and the
most significant principal component (PC) is used
as a representation of the semantic subspace.

We diverge from this approach in four ways:

Normalization We note that there is no convinc-
ing justification for the normalization step. As our
experiments in the following sections show, we find
that the profanity subspace is better represented by
P than by P̄ . For our experiments, we thus distin-
guish three different types of representations:

• BASE: The raw featurized representation r.

• PCA-RAW: Featurized representation r pro-
jected onto the non-normalized subspace
S(P ).
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• PCA-NORM: Featurized representation r
projected onto the normalized subspace S(P̄ ).

Here, projecting a vector representation r onto a
subspace is defined as the dot product r · S(P ).

Number of Principal Components c The use
of just a single PC as the best representation of the
semantic subspace is not well motivated. This is
recognized by Niu and Carpuat (2017) who experi-
ment on the first c = 1, 2, 4, . . . , 512 PC and report
results on their downstream-task directly. However,
a downside of their method for determining a good
value for c is the requirement of a task-specific vali-
dation set which runs orthogonal to the assumption
that a good semantic subspace should generalize
well to many related tasks.

Instead, we propose the use of an intrinsic eval-
uation that requires no additional data to estimate
a good value for c. Rothe et al. (2016) have shown
that semantic subspaces are especially useful for
classification tasks related to the semantic feature
encoded in the subspace. Here, we argue the in-
verse: if a semantic subspace with c components
yields the best performance on a related classifi-
cation task, c should be an appropriate number of
components to encode the semantic feature.

More specifically, we apply a classifier func-
tion f(x) = y, which learns to map a subspace-
based representation x = e · S(P ) to a label
y ∈ {profane,neutral}. We learn f(x) on the
same set P used to learn the subspace. In order
to evaluate on previously unseen entities, we em-
ploy 5-fold cross validation over the available list
of minimal pairs P and evaluate Macro F1 on the
held-out fold. Due to the simplicity of this intrinsic
evaluation, the experiment can be performed for all
values of c and the c yielding the highest average
Macro F1 is selected as the final value. The above
holds for P and P̄ equally.

Sentence-Level Minimal Pairs We move the
word-level approach to the sentence level. In this
case, minimal pairs are made up of vector represen-
tations of sentences (e(s), e(ŝ)).

In order to standardize the approach and to focus
the variation in the sentence representations on the
profanity feature, sentence-level minimal pairs are
constructed by keeping all words contained equiva-
lent except for significant words that in themselves
are minimal pairs for the semantic feature of inter-
est. For instance, a sentence-level minimal pair for
the profanity feature with significant words:

The food here is shitty.
The food here is disgusting.

Zero-Shot Transfer In order to evaluate how
well profanity is encoded in the resulting word-
and sentence-level subspaces, we test their gen-
eralization capabilities in a zero-shot classifica-
tion setup. Given a subspace S(P ) (or S(P̄ )), we
train a classifier f(x) = y to classify subspace-
based representations x = e · S(P ) as belonging
to class y ∈ {profane|neutral}. The x used to
train the classifier are the same entities in the min-
imal pairs used to learn S(P ). This classification
task is the source task T = {x, y}. As the classi-
fier is learned on subspace-based representations,
it should be able to generalize significantly better
to previously unseen profanity-related tasks than a
classifier learned on generic representations x = e
(Rothe et al., 2016). Given a previously unseen
task T̄ = {x̄, ȳ}, we follow a zero-shot transfer
approach and let classifier f , learned on source task
T only, predict the new labels ȳ given instances x̄
without training it on data from T̄ . The zero-shot
generalization can be quantified by calculating the
accuracy of the predicted labels ˆ̄y given the gold la-
bels ȳ. The extend of this zero-shot generalization
capability can be tested by performing zero-shot
classification on a variety of unseen tasks T̄ with
variable task distances T̄ ⇔ T .

4 Experimental Setup

4.1 Data

Word Lists The minimal-pairs used in our exper-
iments are derived from a German slur collection2.

Fine-Tuning We use the German, English,
French and Arabic portions of a large collection of
tweets3 collected between 2013–2018 to fine-tune
BERT. For the German BERT model, all available
German tweets are used, while the multilingual
BERT is fine-tuned on a balanced corpus of 5M
tweets per language. For validation during fine-
tuning, we set aside 1k tweets per language.

Target Tasks We test our sentence-level repre-
sentations, which are used to train a neutral/profane
classifier on a subset of minimal pairs, on several
hate speech benchmarks. For all four languages,
we focus on a distant task DT (neutral/hate). For

2www.hyperhero.com/de/insults.htm
3www.archive.org/details/twitterstream
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Corpus # Sentences # Tokens

Fine-Tuning
Twitter-DE 5(9)M 45(85)M
Twitter-EN 5M 44M
Twitter-FR 5M 58M
Twitter-AR 5M 75M

Target Tasks
DE-ST 111/111 1509/1404
DE-DT 2061/970 14187/9333
EN-ST 93/93 1409/1313
EN-DT 288/865 8032/3647
AR-ST 12/12 164/84
AR-DT 46/54 592/506
FR-DT 5822/302 49654/2660

Table 2: Number of sentences and tokens of the data
used for fine-tuning BERT for the sentence-level ex-
periments. Target task test sets are reported with their
respective neutral/hate (DT) and neutral/profane (ST)
distributions.

German, English and Arabic we additionally eval-
uate on a similar task ST (neutral/profane), for
which we removed additional classes (insult, abuse
etc.) from the original finer-grained data labels and
downsampled to the minority class (profane).

For German (DE), we use the test sets of
GermEval-2019 (Struß et al., 2019) Subtask 1
(Other/Offense) and Subtask 2 (Other/Profanity)
for DT and ST respectively. For English (EN),
we use the HASOC (Mandl et al., 2019) Subtask
A (NOT/HOF) and Subtask B (NOT/PRFN) for
DT and ST respectively. French (FR) is tested
on the hate speech portion (None/Hate) of the
corpus created by Charitidis et al. (2020) for DT
only, while Arabic (AR) is tested on Mubarak et al.
(2017) for DT (Clean/Obscene+Offense) and ST
(Clean/Obscene). As AR has no official train/test
splits, we use the last 100 samples for testing. The
training data of these corpora is not used.

Table 2 summarizes the data used for fine-tuning
as well as testing.

Pre-processing The Twitter corpora for fine-
tuning were pre-processed by filtering out incom-
pletely loaded tweets and duplicates. We also ap-
plied language detection using spacy to further
remove tweets that consisted of mainly emojis or
tweets that were written in other languages.

4.2 Model Specifications

To achieve good coverage of profane language, we
use 300-dimensional German FastText embeddings
(Deriu et al., 2017) trained on 50M German tweets
for the word-level experiments in Section 5.

The BERT models (Devlin et al., 2019) used
in Section 6 are Bert-Base-German-Cased4

and Bert-Base-Multilingual-Cased for
the monolingual and multilingual experiments re-
spectively, since they pose strong baselines. We
fine-tune on the Twitter data (Section 4.1) us-
ing the masked language modeling objective and
early stopping over the evaluation loss (δ = 0,
patience = 3). All classification experiments use
Linear Discriminant Analysis (LDA) as the classi-
fier.

5 Word-Level Subspaces

Before moving to the lesser explored sentence-level
subspaces, we first verify whether word-level se-
mantic subspaces can also capture complex seman-
tic features such as profanity.

5.1 Minimal Pairs

Staying within the general low-resource setting
prevalent in hate speech and profanity domains,
and to keep manual annotation effort low, we ran-
domly sample a small amount of words from the
German slur lists, namely 100, and manually map
these to their neutral counterparts (Table 1). We
focus this list on nouns describing humans.

Each word in our minimal pairs is featurized
using its word embedding, this is our BASE repre-
sentation. We learn PCA-RAW and PCA-NORM
representations on the embedded minimal pairs.

5.2 Classification

We evaluate how well the resulting representations
BASE, PCA-RAW and PCA-NORM encode infor-
mation about the profanity of a word by focusing
on a related word classification task where unseen
words are classified as neutral or profane. To eval-
uate how efficient the subspaces can be learned
in a low-resource setting, we downsample the list
of minimal pairs to learn the subspace-based rep-
resentations and the classification task to 10–100
word pairs. After the preliminary exploration of
the number of principal components (PC) required
to represent profanity, the number of PC for the
final representations lie within a range of 15–111.
Each experiment is run over 5 seeded runs and we
report the average F1 Macro with standard error.
As each seeded run resamples the training and test
data, the standard error is also a good indicator

4www.deepset.ai/german-bert
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Figure 1: Projections of profane and neutral words from TL-1 (left), TL-2 (middle) and TL-3 (right) onto a word-
level profane subspace learned by PCA-NORM on 10 minimal pairs (
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Neutral).

of the variability of the method when trained on
different subsets of minimal pairs.

Test Lists For this evaluation, we create three
test lists (TL-{1,2,3}) of profane and neutral words.
The contents of the three TLs are defined by their
decreasing relatedness to the list of minimal pairs
used for learning the subspace, which are nouns
describing humans. TL-1 is thus also a list of nouns
describing humans, TL-2 contains random nouns
not describing humans, and TL-3 contains verbs
and adjectives. The three TLs are created by ran-
domly sampling from the word embeddings that
underlie the subspace representations and adding
matching words to TL-{1,2,3} until they each con-
tain 25 profane and 25 neutral words, i.e. 150 in
total.

Projecting the TLs onto the first and second PC
of the PCA-NORM subspace learned on 10 mini-
mal pairs suggests that a separation of profane and
neutral words can be achieved for nouns describing
humans (TL-1), while it is more difficult for less
related words (TL-{2,3}) (Figure 1).

Results Across all TLs, the subspace-based rep-
resentations outperform the generalist BASE rep-
resentations (Figure 2), with PCA-NORM reach-
ing F1-Macro scores of up to 96.0 (TL-1), 89.9
(TL-2) and 100 (TL-3) when trained on 90 word
pairs. This suggests that they generalize well to
unseen nouns describing humans as well as verbs
and adjectives, while generalizing less to nouns
not describing humans (TL-2). This may be due
to TL-2 consisting of some less frequent com-
pounds (e.g. Großmaul [big mouth]). PCA-NORM
and PCA-RAW perform equally on TL-1 and TL-3,
while PCA-NORM is slightly stronger on the mid-
resource (50-90 pairs) range on TL-2. This sug-
gests that the normalization step when constructing
the profane subspace is only marginally beneficial.
Even when the training data is very limited (10–
40 pairs), the standard errors are decently small

(F1 ±1–5), indicating that the choice of minimal
pairs has only a small impact on the downstream
model performance. When more training data is
available (80–100 pairs), the influence of a single
minimal pair becomes less pronounced and thus
the standard error decreases significantly.

5.3 Substitution

We use the profane subspace Sprf to substitute a
profane word w with a neutral counterpart ŵ. We
do this by removing Sprf from w,

ŵ =
w − Sprf
||w − Sprf ||

(1)

and replacing it by its new nearest neighbor
NN(ŵ) in the word embeddings. Here, we focus
on the PCA-NORM subspace learned on 10 mini-
mal pairs only. We use this subspace to substitute
all profane words in TL-{1,2,3}.

Human Evaluation To analyze the similarity
and profanity of the substitutions, we perform a
small human evaluation. Four annotators were
asked to rate the similarity of profane words and
their substitutions, and also to give a profanity
score between 1 (not similar/profane) and 10 (very
similar/profane) to words from a mixed list of slurs
and substitutions.

Original profane words were rated with an aver-
age of 6.1 on the profanity scale, while substitu-
tions were rated significantly lower, with an aver-
age rating of 1.9. Minor differences exist across TL
splits, with TL-1 dropping from 6.8 to 1.3, TL-2
from 6.1 to 3.1 and TL-3 from 5.4 to 2.1.

The average similarity rating between profane
words and their substitution differs strongly across
different TLs. TL-1 has the lowest average rating
of 2.8, while TL-2 has a rating of 3.3 and TL-3 a
rating of 5.1. This is surprising, since the subspaces
generalized well to TL-1 on the classification task.
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Word w NN(w) NN(ŵ)

Scheisse
[shit]

Scheiße, Scheissse, Scheissse04, Scheißee schrecklich, augenscheinlich, schwerlich, schwesterlich
[horrible, evidently, hardly, sisterly]

Spast
[dumbass]

Kackspsst, Spasti, Vollspast, Dummerspast Mann, Mensch, Familienmensch, Menschn
[man, person, family person, people]

Bitch x6bitch, bitchs, bitchin, bitchhh Frau, Afrikanerin, Mann, Amerikanerin
[woman, african, man, american]

Arschloch
[asshole]

Narschloch, Arschlochs, Arschloc, learschloch Mann, Frau, Lebenspartnerin, Menschwesen
[man, woman, significant other, human creature]

Fresse
[cakehole]

Fresser, Schnauze, Kackfufresse, Schnauzefresse Frau, Mann, Lebensgefährtin, Rentnerin
[woman, man, significant other, retiree]

Table 3: Profane words w with top 4 NNs before (NN(w)) and after (NN(ŵ)) removal of the profane subspace.

Qualitative Analysis To understand the quality
of the substitutions, especially on TL-1, which
has obtained the lowest similarity score in the hu-
man evaluation, we perform a small qualitative
analysis on 3 words sampled from TL-1 (Spast,
Bitch, Arschloch) and 1 word sampled from TL-
2 (Fresse) and TL-3 (Scheiss) each. Before re-
moval, the nearest neighbors (NNs, Table 3) of the
sampled offensive words were mostly orthographic
variations (e.g. Scheisse [shit] vs. Scheiße) or com-
pounds of the same word (e.g. Spast [dumbass] vs.
Vollspast [complete dumbass]). After removal, the
NNs are still negative but not profane (e.g. Scheisse
→schrecklich [horrible]). While the first NNs are
decent counterparts, later NNs introduce other (gen-
der, ethnic, etc.) biases, possibly stemming from
the word embeddings or from the minimal pairs
used to learn the subspace. The counterparts to
Scheisse [shit] seem to focus around the phonetics
of the word (all words contain sch), which may also
be due to the poor representation of adjectives in
embedding spaces. Fresse [cakehole] is ambiguous5,
thus the subspace does not entirely capture it and
the new NNs are neutral, but unrelated words.

While human similarity ratings on TL-1 were
low, qualitative analysis shows that these can still
be reasonable. The low rating on TL-1 may be
due to annotators’ reluctance to equate human-

5Fresse can mean shut up, as well as being a pejorative for
face and eating.

referencing slurs to neutral counterparts.
The ability to automatically find neutral alter-

natives to slurs may lead to practical applications
such as the suggestion of alternative wordings.

6 Sentence-Level Subspaces

In Section 5, we identified profane subspaces on
the word-level. However, abuse mostly happens
on the sentence and discourse-level and is not lim-
ited to the use of isolated profane words. There-
fore, we move this method to the sentence-level,
exploring the two subspace-based representation
types PCA-RAW and PCA-NORM. Concretely, we
learn sentence-level profane subspaces that allow a
context-sensitive representation and thus go beyond
isolated profane words, and verify their efficacy to
represent profanity. Similarly to the word-level
experiments, we focus our analysis on the abil-
ity of the subspaces to generalize to similar (neu-
tral/profane) and distant (neutral/hate) tasks. We
compare their performance with a BERT-encoded
BASE representation, which does not use a seman-
tic subspace.

6.1 Minimal Pairs

Using the German slur collection, we identify
tweets in Twitter-DE containing swearwords, from
which we then take 100 random samples. We cre-
ate a neutral counterpart by manually replacing
significant words, i.e. swearwords, with a neutral
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variation while keeping the rest of the tweet as is:

a) ich darf das nicht verkacken!!!
[I must not fuck this up!!!]]

b) ich darf das nicht vermasseln!!!
[I must not mess this up!!!]

6.2 Monolingual Zero-Shot Transfer
We validate the generalization of the German
sentence-level subspaces to a similar (profane) and
distant (hate) domain by zero-shot transferring
them to unseen German target tasks and analyz-
ing their performance.

6.2.1 Representation Types
We fine-tune Bert-Base-German-Cased on
Twitter-DE (9M Tweets). Each sentence in our list
of minimal pairs is then encoded using the fine-
tuned German BERT and its sentence represen-
tation s = mean({h1, ..., hT }) is the mean over
the T encoder hidden states h. This is our BASE
representation. We further train PCA-RAW and
PCA-NORM on a subset of our minimal pairs. We
chose 14–96 PCs for PCA-RAW and 9–94 PCs for
PCA-NORM depending on the size of the subset
of minimal pairs used to generate the subspace.

6.2.2 Results
We train the PCA-RAW and PCA-NORM
representations on subsets of increasing size
(10, 20, . . . , 100 minimal pairs). For each sub-
set and representation type (BASE, PCA-RAW,
PCA-NORM), we train an LDA model to identify
whether a sentence in the subset of minimal pairs
is neutral or profane. These models are zero-shot
transferred to the German similar task ST (neu-
tral/profane) and distant task DT (neutral/hate).
We report the average F1-Macro and standard error
over 5 seeded runs, where each run resamples its
train and test data.

ST: Similar Task Despite the fact that the LDA
models were never trained on the target task data,
the PCA-RAW and PCA-NORM representations
yield high peaks in F1 when trained on 50 (F1 68.9,
PCA-RAW) minimal pairs and tested on DE-ST
(Figure 3). PCA-RAW outperforms PCA-NORM
for almost all data sizes. PCA-RAW outperforms
the BERT (BASE) representations especially on
the very low-resource setting (10–60 pairs), with an
increase of F1 +14.2 at 40 pairs. Once the training
size reaches 70 pairs, the differences in F1 become
smaller. The subspace-based representations are
especially useful for the low-resource scenario.
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DT: Distant Task For the distant task DT, the
general F1 scores are lower than for the similar task
ST. However, PCA-RAW still reaches a Macro-F1
of 63.5 at 50 pairs for DE-DT. This indicates that
the profane subspace found by PCA-RAW partially
generalizes to a broader, offensive subspace. Simi-
lar to ST, the projected PCA-RAW representations
are especially useful in the low-resource case up to
50 sentences. The F1 of the BERT baseline is well
below the PCA-RAW representations when data is
sparse, with a major gap of F1 +10.9 at 30 pairs for
DE-DT. The classifier using BASE representations
stays around F1 53.0 (DE-DT) and does not benefit
from more data, indicating that these representa-
tions do not generalize to the target tasks. However,
once normalization (PCA-NORM) is added, the
generalization is also lost and we see a drop in per-
formance around or below the baseline. As for ST,
all three representation types level out once higher
amounts of data (70–80 pairs) are reached.

The standard errors show a similar trend to those
in the word-level experiments: we observe a small
standard error when training data is sparse (10–40
pairs), indicating that the choice of minimal pairs
has a small impact on the subspace quality, which
decreases further when more minimal pairs are
available for training (50–100 pairs).

6.3 Zero-Shot Cross-Lingual Transfer

To verify whether the subspaces also generalize
to other languages, we zero-shot transfer and test
the German BASE, PCA-RAW and PCA-NORM
representations on the similar and distant tasks of
closely-related (English), distantly-related (French)
and non-related (Arabic) languages. For French,
we only test on DT due to a lack of data for ST.
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6.3.1 Representation Types
The setup is the same as in Section 6.2.1, except for
using Bert-Base-Multilingual-Cased
and fine-tuning it on a corpus consisting of the
5M {DE,EN,FR,AR} tweets. The resulting model
is used to generate the hidden-representations
needed to construct the BASE, PCA-RAW and
PCA-NORM representations. After performing
5-fold cross validation, the optimal number of PC
is determined. Depending on the number of mini-
mal pairs, the resulting subspace sizes lie between
8–67 (PCA-RAW) and 10–44 (PCA-NORM).

6.3.2 Results
As in Section 6.2.2, we train on increasingly large
subsets of the German minimal pairs.

ST: Similar Task We test the generalization of
the German representations on the similar (neu-
tral/profane) task on EN-ST and AR-ST as well as
DE-ST for reference. Note that the LDA classifiers
were trained on the German minimal pairs only,
without access to target task data.

The trends on the three test sets are very similar
to each other (Figure 4, bottom), indicating that
the German profane subspaces transfer not only
to the closely-related English, but also to the un-
related Arabic data. For all three languages, the
PCA-{RAW,NORM} methods tend to grow in per-
formance with increasing data until around 40 sen-
tence pairs when the method seems to converge.
This yields a performance of F1 66.1 on DE-ST at
80 pairs, F1 74.9 on EN-ST at 100 pairs and F1
68.4 on AR-ST at 70 pairs for PCA-RAW.

Overall, larger amounts of pairs are needed to
reach top-performance in comparison to the mono-
lingual case. This trend is also present when testing

on DE-ST, leading us to posit that it is caused not
by the cross-lingual transfer itself, but by the dif-
ferent underlying BERT models used to generate
the initial representations. The differences in F1
between PCA-RAW and PCA-NORM are mere
fluctuations between the two methods. The BASE
representations are favorable only at 10 training
pairs, with more data they overfit on the source task
and are outperformed by the subspace representa-
tions, with differences of F1 +20.6 at 100 sentence
pairs (PCA-RAW) on EN-ST, and F1 +22.4 at 100
sentence pairs (PCA-NORM) on AR-ST.

DT: Distant Task Similar trends to ST are ob-
served on the distant (neutral/hate) tasks (Figure 4,
top). While the BASE representations are strongest
at 10 sentence pairs, they are outperformed by the
subspace-based representations at around 30 pairs.
PCA-RAW outperforms PCA-NORM and peaks
at F1 59.6 (60 pairs), F1 65.6 (60 pairs), F1 66.2
(70 pairs) and F1 56.1 (30 pairs) for the German,
English, Arabic and French test sets respectively.

We conclude that the German profane sub-
spaces are transferable not only monolingually
or to closely-related languages (English) but also
to distantly-related (French) and non-related lan-
guages (Arabic), making a zero-shot transfer pos-
sible on both similar (neutral/profane) and distant
tasks (neutral/hate). The BERT embeddings, on
the other hand, were not able to perform the initial
transfer, i.e. from minimal-pair training to similar
and distant target tasks, thus making the transfer to
other languages futile. Subspace-based representa-
tions are a powerful tool to fill this gap, especially
for classifiers trained on small amounts of source
target data and zero-shot transfer to related tasks.
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External Comparison The transfer capabilities
of our subspace-based models can be set into per-
spective by comparing them to state-of-the-art clas-
sification models that were trained directly on our
target tasks. For DT, the top scoring team on EN-
DT reaches higher levels of F1 (75.6) (Mandl et al.,
2019) than our best PCA-RAW representations (F1
65.6). Similarly, the top scoring model on CHS-FR
(Charitidis et al., 2020) lies at F1 82.0 and thus
F1 +25.9 over PCA-RAW. However, PCA-RAW
outperforms the best-performing model reported in
Mubarak et al. (2017) (F1 60.0) by F1 +6.2. Note,
however, that this comparison is vague, as there
is no standard train-test split for AR. For ST, no
direct comparison to SOTA models can be made,
since the profane-neutral classification task is usu-
ally part of a larger multi-class classification task.
Nevertheless, the success of simple subspace-based
LDA models, trained on very small amounts of
task-distant German data, at cross-lingually zero-
shot transferring to various tasks underlines the
generalization capability of our approach.

6.4 Qualitative Analysis
A qualitative per-task analysis of the errors of the
best performing models (PCA-RAW) reveals that
some of the gold labels are debatable. The sub-
jectivity of hate speech is a well-known issue for
automatic detection tasks. Here, it is especially
observable for EN, AR and FR, where arguably
offensive comments were annotated as neutral but
classified as offensive by our model:

C’est toi la pute. Va voir ta mère
[You are the whore. Go see your mom]

We find that the models tend to over-blacklist
tweets across languages as most errors stem from
classifying neutrally-labeled tweets as offensive.
This is triggered by negative words, e.g. crime, as
well as words related to religion, race and politics,
e.g.:

No Good Friday agreement, no deals
with Trump.

7 Conclusion and Future Work

In this work, we have shown that a complex feature
such as profanity can be encoded using semantic
subspaces on the word and sentence-level.

On the word-level, we found that the subspace-
based representations are able to generalize to pre-
viously unseen words. Using the profane subspace,

we were able to substitute previously unseen pro-
fane words with neutral counterparts.

On the sentence-level, we have tested the gen-
eralization of our subspace-based representations
(PCA-RAW, PCA-NORM) against raw BERT rep-
resentations (BASE) in a zero-shot transfer setting
on both similar (neutral/profane) and distant (neu-
tral/hate) tasks. While the BASE representations
failed to zero-shot transfer to the target tasks, the
subspace-based representations were able to per-
form the transfer to both similar and distant tasks,
not only monolingually, but also to the closely-
related (English), distantly-related (French) and
non-related (Arabic) language tasks. We observe
major improvements between F1 +10.9 (PCA-
RAW on DE-DT) and F1 +42.9 (PCA-NORM on
FR-DT) over the BASE representations in all sce-
narios. As our experiments have shown that the
commonly used mean-shift normalization is not
required, we plan to conduct further experiments
using unaligned significant words/sentences.

The code, the fine-tuned models, and the list of
minimal-pairs are made publicly available6.
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Abstract

We introduce HateBERT, a re-trained BERT
model for abusive language detection in En-
glish. The model was trained on RAL-E,
a large-scale dataset of Reddit comments in
English from communities banned for be-
ing offensive, abusive, or hateful that we
have curated and made available to the pub-
lic. We present the results of a detailed
comparison between a general pre-trained lan-
guage model and the retrained version on three
English datasets for offensive, abusive lan-
guage and hate speech detection tasks. In
all datasets, HateBERT outperforms the corre-
sponding general BERT model. We also dis-
cuss a battery of experiments comparing the
portability of the fine-tuned models across the
datasets, suggesting that portability is affected
by compatibility of the annotated phenomena.

1 Introduction

The development of systems for the automatic iden-
tification of abusive language phenomena has fol-
lowed a common trend in NLP: feature-based lin-
ear classifiers (Waseem and Hovy, 2016; Ribeiro
et al., 2018; Ibrohim and Budi, 2019), neural net-
work architectures (e.g., CNN or Bi-LSTM) (Kshir-
sagar et al., 2018; Mishra et al., 2018; Mitrović
et al., 2019; Sigurbergsson and Derczynski, 2020),
and fine-tuning pre-trained language models, e.g.,
BERT, RoBERTa, a.o., (Liu et al., 2019; Swamy
et al., 2019). Results vary both across datasets and
architectures, with linear classifiers qualifying as
very competitive, if not better, when compared to
neural networks. On the other hand, systems based
on pre-trained language models have reached new
state-of-the-art results. One issue with these pre-
trained models is that the training language variety
makes them well suited for general-purpose lan-
guage understanding tasks, and it highlights their
limits with more domain-specific language vari-
eties. To address this, there is a growing inter-

Figure 1: Abusive language phenomena and their rela-
tionships (adapted from Poletto et al. (2020)).

est in generating domain-specific BERT-like pre-
trained language models, such as AlBERTo (Polig-
nano et al., 2019) or TweetEval (Barbieri et al.,
2020) for Twitter, BioBERT for the biomedical
domain in English (Lee et al., 2019), FinBERT
for the financial domain in English (Yang et al.,
2020), and LEGAL-BERT for the legal domain
in English (Chalkidis et al., 2020). We introduce
HateBERT, a pre-trained BERT model for abusive
language phenomena in social media in English.

Abusive language phenomena fall along a wide
spectrum including, a.o., microaggression, stereo-
typing, offense, abuse, hate speech, threats, and
doxxing (Jurgens et al., 2019). Current approaches
have focus on a limited range, namely offensive
language, abusive language, and hate speech. The
connections among these phenomena have only
superficially been accounted for, resulting in a frag-
mented picture, with a variety of definitions, and
(in)compatible annotations (Waseem et al., 2017).
Poletto et al. (2020) introduce a graphical visuali-
sation (Figure 1) of the connections among abusive
language phenomena according to the definitions in
previous work (Waseem and Hovy, 2016; Fortuna
and Nunes, 2018; Malmasi and Zampieri, 2018;
Basile et al., 2019; Zampieri et al., 2019). When
it comes to offensive language, abusive language,
and hate speech, the distinguishing factor is their
level of specificity. This makes offensive language
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the most generic form of abusive language phe-
nomena and hate speech the most specific, with
abusive language being somewhere in the middle.
Such differences are a major issue for the study
of portability of models. Previous work (Karan
and Šnajder, 2018; Benk, 2019; Pamungkas and
Patti, 2019; Rizoiu et al., 2019) has addressed this
task by conflating portability with generalizabil-
ity, forcing datasets with different phenomena into
homogenous annotations by collapsing labels into
(binary) macro-categories. In our portability experi-
ments, we show that the behavior of HateBERT can
be explained by accounting for these difference in
specificity across the abusive language phenomena.

Our key contributions are: (i.) additional ev-
idence that further pre-training is a viable strat-
egy to obtain domain-specific or language variety-
oriented models in a fast and cheap way; (ii.) the re-
lease of HateBERT, a pre-trained BERT for abusive
language phenomena, intended to boost research in
this area; (iii.) the release of a large-scale dataset
of social media posts in English from communities
banned for being offensive, abusive, or hateful.

2 HateBERT: Re-training BERT with
Abusive Online Communities

Further pre-training of transformer based pre-
trained language models is becoming more and
more popular as a competitive, effective, and fast
solution to adapt pre-trained language models to
new language varieties or domains (Barbieri et al.,
2020; Lee et al., 2019; Yang et al., 2020; Chalkidis
et al., 2020), especially in cases where raw data
are scarce to generate a BERT-like model from
scratch (Gururangan et al., 2020). This is the case
of abusive language phenomena. However, for
these phenomena an additional predicament with
respect to previous work is that the options for
suitable and representative collections of data are
very limited. Directly scraping messages contain-
ing profanities would not be the best option as lots
of potentially useful data may be missed. Graumas
et al. (2019) have used tweets about controversial
topics to generate offensive-loaded embeddings,
but their approach presents some limits. On the
other hand, Merenda et al. (2018) have shown the
effectiveness of using messages from potentially
abusive-oriented on-line communities to generate
so-called hate embeddings. More recently, Papakyr-
iakopoulos et al. (2020) have shown that biased
word embeddings can be beneficial. We follow the
idea of exploiting biased embeddings by creating
them using messages from banned communities in

Reddit.

RAL-E: the Reddit Abusive Language English
dataset Reddit is a popular social media outlet
where users share and discuss content. The website
is organized into user-created and user-moderated
communities known as subreddits, being de facto
on-line communities. In 2015, Reddit strength-
ened its content policies and banned several subred-
dits (Chandrasekharan et al., 2017). We retrieved a
large list of banned communities in English from
different sources including official posts by the
Reddit administrators and Wikipedia pages.1 We
then selected only communities that were banned
for being deemed to host or promote offensive, abu-
sive, and/or hateful content (e.g., expressing harass-
ment, bullying, inciting/promoting violence, incit-
ing/promoting hate). We collected the posts from
these communities by crawling a publicly available
collection of Reddit comments.2 For each post,
we kept only the text and the name of the commu-
nity. The resulting collection comprises 1,492,740
messages from a period between January 2012 and
June 2015, for a total of 43,820,621 tokens. The vo-
cabulary of RAL-E is composed of 342,377 types
and the average post length is 32.25 tokens. We
further check the presence of explicit signals of abu-
sive language phenomena using a list of offensive
words. We selected all words with an offensiveness
scores equal or higher than 0.75 from Wiegand
et al. (2018)’s dictionary. We found that explicit
offensive terms represent 1.2% of the tokens and
that only 260,815 messages contain at least one
offensive term. RAL-E is skewed since not all com-
munities have the same amount of messages. The
list of selected communities with their respective
number of retrieved messages is reported in Table
A.1 and the top 10 offensive terms are illustrated
in Table A.2 in Appendix A.

Creating HateBERT From the RAL-E dataset,
we used 1,478,348 messages (for a total of
43,379,350 tokens) to re-train the English BERT
base-uncased model3 by applying the Masked
Language Model (MLM) objective. The remain-
ing 149,274 messages (441,271 tokens) have been
used as test set. We retrained for 100 epochs (al-

1https://en.wikipedia.org/wiki/
Controversial_Reddit_communities

2https://www.reddit.com/r/datasets/
comments/3bxlg7/i_have_every_publicly_
available_reddit_comment/

3We used the pre-trained model available via the hug-
gingface Transformers library - https://github.com/
huggingface/transformers
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most 2 million steps) in batches of 64 samples,
including up to 512 sentencepiece tokens. We used
Adam with learning rate 5e-5. We trained using
the huggingface code4 on one Nvidia V100 GPU.
The result is a shifted BERT model, HateBERT
base-uncased, along two dimensions: (i.) lan-
guage variety (i.e. social media); and (ii.) polarity
(i.e., offense-, abuse-, and hate-oriented model).

Since our retraining does not change the vo-
cabulary, we verified that HateBERT has shifted
towards abusive language phenomena by using
the MLM on five template sentences of the form
“[someone] is a(n)/ are [MASK]”. The
template has been selected because it can trigger
biases in the model’s representations. We changed
[someone] with any of the following tokens:
“you”, “she”, “he”, “women”, “men” Although not
exhaustive, HateBERT consistently present profan-
ities or abusive terms as mask fillers, while this
very rarely occurs with the generic BERT. Table 1
illustrates the results for “women”.

BERT HateBERT

“women”

excluded (.075) stu**d (.188)
encouraged (.032) du*b (.128)

included (.027) id***s (.075)

Table 1: MLM top 3 candidates for the templates
“Women are [MASK.]”.

3 Experiments and Results

To verify the usefulness of HateBERT for detect-
ing abusive language phenomena, we run a set of
experiments on three English datasets.

OffensEval 2019 (Zampieri et al., 2019) the
dataset contains 14,100 tweets annotated for of-
fensive language. According to the task definition,
a message is labelled as offensive if “it contains
any form of non-acceptable language (profanity)
or a targeted offense, which can be veiled or di-
rect.” (Zampieri et al., 2019, pg. 76). The dataset
is split into training and test, with 13,240 messages
in training and 860 in test. The positive class (i.e.
messages labeled as offensive) are 4,400 in training
and 240 in test. No development data is provided.

AbusEval (Caselli et al., 2020) This dataset has
been obtained by adding a layer of abusive lan-

4https://github.com/huggingface/
transformers/tree/master/src/
transformers

guage annotation to OffensEval 2019. Abusive
language is defined as a specific case of offensive
language, namely “hurtful language that a speaker
uses to insult or offend another individual or a
group of individuals based on their personal quali-
ties, appearance, social status, opinions, statements,
or actions.” (Caselli et al., 2020, pg. 6197). The
main difference with respect to offensive language
is the exclusion of isolated profanities or untargeted
messages from the positive class. The size of the
dataset is the same as OffensEval 2019.The differ-
ences concern the distribution of the positive class
which results in 2,749 in training and 178 in test.

HatEval (Basile et al., 2019) The English por-
tion of the dataset contains 13,000 tweets anno-
tated for hate speech against migrants and women.
The authors define hate speech as “any communi-
cation that disparages a person or a group on the
basis of some characteristic such as race, color,
ethnicity, gender, sexual orientation, nationality, re-
ligion, or other characteristics.” (Basile et al., 2019,
pg. 54). Only hateful messages targeting migrants
and women belong to the positive class, leaving
any other message (including offensive or abusive
against other targets) to the negative class. The
training set is composed of 10,000 messages and
the test contains 3,000. Both training and test con-
tain an equal amount of messages with respect to
the targets, i.e., 5,000 each in training and 1,500
each in test. This does not hold for the distribution
of the positive class, where 4,165 messages are
present in the training and 1,252 in the test set.

All datasets are imbalanced between positive and
negative classes and they target phenomena that
vary along the specificity dimension. This allows us
to evaluate both the robusteness and the portability
of HateBERT.

We applied the same pre-processing steps and
hyperparameters when fine-tuning both the generic
BERT and HateBERT. Pre-processing steps and
hyperparameters (Table A.3) are more closely de-
tailed in the Appendix B. Table 2 illustrates the re-
sults on each dataset (in-dataset evaluation), while
Table 3 reports on the portability experiments
(cross-dataset evaluation). The same evaluation
metric from the original tasks, or paper, is applied,
i.e., macro-averaged F1 of the positive and negative
classes.

The in-domain results confirm the validity of
the re-training approach to generate better mod-
els for detection of abusive language phenomena,
with HateBERT largely outperforming the corre-
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Dataset Model Macro F1 Pos. class - F1

OffensEval
2019

BERT .803±.006 .715±.009
HateBERT .809±.008 .723±.012
Best .829 .752

AbusEval
BERT .727±.008 .552±.012
HateBERT .765±.006 .623±.010
Caselli et al. (2020) .716±.034 .531

HatEval
BERT .480±.008 .633±.002
HateBERT .516±.007 .645±.001
Best .651 .673

Table 2: BERT vs. HateBERT: in-dataset. Best scores
in bold. For BERT and HateBERT we report the aver-
age from 5 runs and its standard deviations. Best corre-
sponds to the best systems in the original shared tasks.
Caselli et al. (2020) is the most recent result for AbusE-
val.

Train Model OffensEval
2019 AbusEval HatEval

OffensEval
2019

BERT – .726 .545
HateBERT .– .750 .547

AbusEval BERT .710 – .611
HateBERT .713 – .624

HatEval BERT .572 .590 –
HateBERT .543 .555 –

Table 3: BERT vs. HateBERT: Portability. Columns
show the dataset used for testing. Best macro F1 per
training/test combination are underlined.

sponding generic model. A detailed analysis per
class shows that the improvements affect both the
positive and the negative classes, suggesting that
HateBERT is more robust. The use of data from a
different social media platform does not harm the
fine-tuning stage of the retrained model, opening
up possibilities of cross-fertilization studies across
social media platforms. HateBERT beats the state-
of-the-art for AbusEval, achieving competitive re-
sults on OffensEval and HatEval. In particular,
HateBERT would rank #4 on OffensEval and #6
on HatEval, obtaining the second best F1 score on
the positive class.

The portability experiments were run using the
best model for each of the in-dataset experiments.
Our results show that HateBERT ensures better
portability than a generic BERT model, especially
when going from generic abusive language phe-
nomena (i.e., offensive language) towards more
specific ones (i.e., abusive language or hate speech).
This behaviour is expected and provides empirical
evidence to the differences across the annotated
phenomena. We also claim that HateBERT consis-
tently obtains better representations of the targeted
phenomena. This is evident when looking at the dif-

Train Model OffensEval
2019 AbusEval HatEval

P R P R P R

OffensEval
2019

BERT – – .510 .685 .479 .771
HateBERT – – .553 .696 .480 .767

AbusEval BERT .776 .420 – – .545 .571
HateBERT .836 .404 – – .565 .567

HatEval BERT .540 .220 .438 .241 – –
HateBERT .473 .183 .365 .191 – –

Table 4: BERT vs. HateBERT: Portability - Precision
and Recall for the positive class. Rows show the dataset
used to train the model and columns the dataset used for
testing. Best scores are underlined.

ferences in False Positives and False Negatives for
the positive class, measured by means of Precision
and Recall, respectively. As illustrated in Table 4,
HateBERT always obtains a higher Precision score
than BERT when fine-tuned on a generic abusive
phenomenon and applied to more specific ones, at
a very low cost for Recall. The unexpected higher
Precision of HateBERT fine-tuned on AbusEval
and tested on OffensEval 2019 (i.e., from specific
to generic) is due to the datasets sharing same data
distribution. Indeed, the results of the same model
against HatEval support our analysis.

4 Conclusion and Future Directions

This contribution introduces HateBERT base
uncased,5 a pre-trained language model for abu-
sive language phenomena in English. We confirm
that further pre-training is an effective and cheap
strategy to port pre-trained language models to
other language varieties. The in-dataset evaluation
shows that HateBERT consistently outperforms a
generic BERT across different abusive language
phenomena, such as offensive language (Offen-
sEval 2019), abusive language (AbusEval), and
hate speech (HatEval). The cross-dataset experi-
ments show that HateBERT obtains robust repre-
sentations of each abusive language phenomenon
against which it has been fine-tuned. In particu-
lar, the cross-dataset experiments have provided
(i.) further empirical evidence on the relationship
among three abusive language phenomena along
the dimension of specificity; (ii.) empirical support
to the validity of the annotated data; (iii.) a princi-
pled explanation for the different performances of
HateBERT and BERT.

5HateBERT, the fine-tuned model, and the RAL-E dataset
are available at https://osf.io/tbd58/?view_
only=d90e681c672a494bb555de99fc7ae780
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A known issue concerning HateBERT is its
bias toward the subreddit r/fatpeoplehate.
To address this and other balancing issues, we
retrieved an additional 1̃.3M messages. This
has allowed us to add 712,583 new messages to
12 subreddits listed in Table A.1, and identify
three additional ones (r/uncensorednews,
r/europeannationalism, and
r/farright), for a total of 597,609 mes-
sages. This new data is currently used to extend
HateBERT.

Future work will focus on two directions: (i.)
investigating to what extent the embedding repre-
sentations of HateBERT are actually different from
a general BERT pre-trained model, and (ii.) inves-
tigating the connections across the various abusive
langauge phenomena.
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Ethical Statement

In this paper, the authors introduce HateBERT, a
pre-trained language model for the study of abusive
language phenomena in social media in English.
HateBERT is unique because (i.) it is based on
further pre-training of an existing pre-trained lan-
guage model (i.e., BERT base-uncased) rather
than training it from scratch, thus reducing the en-
vironmental impact of its creation; 6 (ii.) it uses
a large collection of messages from communities
that have been deemed to violate the content policy
of a social media platform, namely Reddit, because
of expressing harassment, bullying, incitement of
violence, hate, offense, and abuse. The judgment
on policy violation has been made by the commu-
nity administrators and moderators. We consider

6The Nvidia V100 GPU we used is shared and it has a
maximum number of continuous reserved time of 72 hours.
In total, it took 18 days to complete the 2 million retraining
steps.

this dataset for further pre-training more ecologi-
cally representative of the expressions of different
abusive language phenomena in English than the
use of manually annotated datasets.

The collection of banned subreddits has been
retrieved from a publicly available collection of
Reddit, obtained through the Reddit API and in
compliance with Reddit’s terms of use. From this
collection, we generated the RAL-E dataset. RAL-
E will be publicly released (it is accessible also
at review phase in the Supplementary Materials).
While its availability may have an important impact
in boosting research on abusive language phenom-
ena, especially by making natural interactions in
online communities available, we are also aware
of the risks of privacy violations for owners of
the messages. This is one of the reasons why at
this stage, we only make available in RAL-E the
content of the message without metadata such as
the screen name of the author and the community
where the message was posted. Usernames and
subreddit names have not been used to retrain the
models. This reduces the risks of privacy leakage
from the retrained models. Since the training mate-
rial comes from banned community it is impossible
and impracticable to obtain meaningful consent
from the users (or redditers). In compliance with
the Association for Internet Researchers Ethical
Guidelines7, we consider that: not making avail-
able the username and the specific community are
the only reliable ways to protect users’ privacy. We
have also manually checked (for a small portion
of the messages) whether it is possible to retrieve
these messages by actively searching copy-paste
the text of the message in Reddit. In none of the
cases were we able to obtain a positive result.

There are numerous benefits from using such
models to monitor the spread of abusive language
phenomena in social media. Among them, we men-
tion the following: (i.) reducing exposure to harm-
ful content in social media; (ii.) contributing to
the creation of healthier online interactions; and
(iii.) promoting positive contagious behaviors and
interactions (Matias, 2019). Unfortunately, work
in this area is not free from potentially negative
impacts. The most direct is a risk of promoting
misrepresentation. HateBERT is an intrinsically
biased pre-trained language model. The fine-tuned
models that can be obtained are not overgenerating
the positive classes, but they suffer from the biases
in the manually annotated data, especially for the
offensive language detection task (Sap et al., 2019;

7https://aoir.org/reports/ethics3.pdf
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Davidson et al., 2019). Furthermore, we think that
such tools must always be used under the supervi-
sion of humans. Current datasets are completely
lacking the actual context of occurrence of a mess-
sage and the associated meaning nuances that may
accompany it, labelling the positive classes only on
the basis of superficial linguistic cues. The deploy-
ment of models based on HateBERT “in the wild”
without human supervision requires additional re-
search and suitable datasets for training.

We see benefits in the use of HateBERT in re-
search on abusive language phenomena as well as
in the availability of RAL-E. Researchers are en-
couraged to be aware of the intrinsic biased nature
of HateBERT and of its impacts in real-world sce-
narios.
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Appendix A

Subreddit Number of posts

apewrangling 5
beatingfaggots 3
blackpeoplehate 16
chicongo 15
chimpmusic 35
didntdonuffins 22
fatpeoplehate 1465531
funnyniggers 29
gibsmedat 24
hitler 297
holocaust 4946
kike 1
klukluxklan 1
milliondollarextreme 9543
misogyny 390
muhdick 15
nazi 1103
niggas 86
niggerhistorymonth 28
niggerrebooted 5
niggerspics 449
niggersstories 75
niggervideos 311
niglets 27
pol 80
polacks 151
sjwhate 10080
teenapers 23
whitesarecriminals 15

A.1: Distribution of messages per banned community
composing the RAL-E dataset.

Profanity Frequency

fucking 52,346
shit 49,012
fuck 44,627
disgusting 15,858
ass 15,789
ham 13,298
bitch 10,661
stupid 9,271
damn 7,873
lazy 7427

A.2: Top 10 profanities in RAL-E dataset.

Pre-processing before pre-training
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• all users’ mentions have been substituted with
a placeholder (@USER);

• all URLs have been substituted with a with a
placeholder (URL);

• emojis have been replaced with text (e.g.
→ :pleading face:) using Python

emoji package;

• hashtag symbol has been removed from hasth-
tags (e.g. #kadiricinadalet → kadiricinadalet);

• extra blank spaces have been replac§ed with
a single space;

• extra blank new lines have been removed.

Appendix B

Pre-processing before fine-tuning For each
dataset, we have adopted minimal pre-processing
steps. In particular:

• all users’ mentions have been substituted with
a placeholder (@USER);

• all URLs have been substituted with a with a
placeholder (URL);

• emojis have been replaced with text (e.g.
→ :pleading face:) using Python

emoji package;

• hashtag symbol has been removed from hasth-
tags (e.g. #kadiricinadalet → kadiricinadalet);

• extra blank spaces have been replaced with a
single space.

Hyperparameter Value

Learning rate 1e-5
Training Epoch 5
Adam epsilon 1e-8
Max sequence length 100
Batch size 32
Num. warmup steps 0

A.3: Hyperparamters for fine-tuning BERT and Hate-
BERT.
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Abstract
Hateful memes pose a unique challenge for
current machine learning systems because
their message is derived from both text- and
visual-modalities. To this effect, Facebook re-
leased the Hateful Memes Challenge, a dataset
of memes with pre-extracted text captions, but
it is unclear whether these synthetic examples
generalize to ‘memes in the wild’. In this pa-
per, we collect hateful and non-hateful memes
from Pinterest to evaluate out-of-sample per-
formance on models pre-trained on the Face-
book dataset. We find that memes in the wild
differ in two key aspects: 1) Captions must
be extracted via OCR, injecting noise and di-
minishing performance of multimodal models,
and 2) Memes are more diverse than ‘tradi-
tional memes’, including screenshots of con-
versations or text on a plain background. This
paper thus serves as a reality check for the cur-
rent benchmark of hateful meme detection and
its applicability for detecting real world hate.

1 Introduction

Hate speech is becoming increasingly difficult to
monitor due to an increase in volume and diver-
sification of type (MacAvaney et al., 2019). To
facilitate the development of multimodal hate de-
tection algorithms, Facebook introduced the Hate-
ful Memes Challenge, a dataset synthetically con-
structed by pairing text and images (Kiela et al.,
2020). Crucially, a meme’s hatefulness is deter-
mined by the combined meaning of image and text.
The question of likeness between synthetically cre-
ated content and naturally occurring memes is both
an ethical and technical one: Any features of this
benchmark dataset which are not representative of
reality will result in models potentially overfitting
to ‘clean’ memes and generalizing poorly to memes
in the wild. Thus, we ask the question: How well
do Facebook’s synthetic examples (FB) represent
memes found in the real world? We use Pinterest

memes (Pin) as our example of memes in the wild
and explore differences across three aspects:

1. OCR. While FB memes have their text pre-
extracted, memes in the wild do not. There-
fore, we test the performance of several Opti-
cal Character Recognition (OCR) algorithms
on Pin and FB memes.

2. Text content. To compare text modality con-
tent, we examine the most frequent n-grams
and train a classifier to predict a meme’s
dataset membership based on its text.

3. Image content and style. To compare image
modality, we evaluate meme types (traditional
memes, text, screenshots) and attributes con-
tained within memes (number of faces and
estimated demographic characteristics).

After characterizing these differences, we evaluate
a number of unimodal and multimodal hate classi-
fiers pre-trained on FB memes to assess how well
they generalize to memes in the wild.

2 Background

The majority of hate speech research focuses on
text, mostly from Twitter (Waseem and Hovy,
2016; Davidson et al., 2017; Founta et al., 2018;
Zampieri et al., 2019). Text-based studies face chal-
lenges such as distinguishing hate speech from of-
fensive speech (Davidson et al., 2017) and counter
speech (Mathew et al., 2018), as well as avoiding
racial bias (Sap et al., 2019). Some studies focus
on multimodal forms of hate, such as sexist adver-
tisements (Gasparini et al., 2018), YouTube videos
(Poria et al., 2016), and memes (Suryawanshi et al.,
2020; Zhou and Chen, 2020; Das et al., 2020).

While the Hateful Memes Challenge (Kiela et al.,
2020) encouraged innovative research on multi-
modal hate, many of the solutions may not gen-
eralize to detecting hateful memes at large. For
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example, the winning team Zhong (2020) exploits
a simple statistical bias resulting from the dataset
generation process. While the original dataset has
since been re-annotated with fine-grained labels
regarding the target and type of hate (Nie et al.,
2021), this paper focuses on the binary distinction
of hate and non-hate.

3 Methods

3.1 Pinterest Data Collection Process

Pinterest is a social media site which groups im-
ages into collections based on similar themes.
The search function returns images based on user-
defined descriptions and tags. Therefore, we collect
memes from Pinterest1 using keyword search terms
as noisy labels for whether the returned images are
likely hateful or non-hateful (see Appendix A). For
hate, we sample based on two heuristics: synonyms
of hatefulness or specific hate directed towards
protected groups (e.g., ‘offensive memes’, ‘sex-
ist memes’) and slurs associated with these types
of hate (e.g., ‘sl*t memes’, ‘wh*ore memes’). For
non-hate, we again draw on two heuristics: posi-
tive sentiment words (e.g., ‘funny’, ‘wholesome’,
‘cute’) and memes relating to entities excluded from
the definition of hate speech because they are not a
protected category (e.g., ‘food’, ‘maths’). Memes
are collected between March 13 and April 1, 2021.
We drop duplicate memes, leaving 2,840 images,
of which 37% belong to the hateful category.

3.2 Extracting Text- and Image-Modalities
(OCR)

We evaluate the following OCR algorithms on the
Pin and FB datasets: Tesseract (Smith, 2007),
EasyOCR (Jaded AI) and East (Zhou et al., 2017).
Previous research has shown the importance of pre-
filtering images before applying OCR algorithms
(Bieniecki et al., 2007). Therefore, we consider
two prefiltering methods fine-tuned to the specific
characteristics of each dataset (see Appendix B).

3.3 Unimodal Text Differences

After OCR text extraction, we retain words with
a probability of correct identification ≥ 0.5, and
remove stopwords. A text-based classification task
using a unigram Naı̈ve-Bayes model is employed

1We use an open-sourced Pinterest scraper, avail-
able at https://github.com/iamatulsingh/
pinterest-image-scrap.

to discriminate between hateful and non-hateful
memes of both Pin and FB datasets.

3.4 Unimodal Image Differences

To investigate the distribution of types of memes,
we train a linear classifier on image features from
the penultimate layer of CLIP (see Appendix C)
(Radford et al., 2021). From the 100 manually
examined Pin memes, we find three broad cate-
gories: 1) traditional memes; 2) memes consisting
of just text; and 3) screenshots. Examples of each
are shown in Appendix C. Further, to detect (poten-
tially several) human faces contained within memes
and their relationship with hatefulness, we use a
pre-trained FaceNet model (Schroff et al., 2015) to
locate faces and apply a pre-trained DEX model
(Rothe et al., 2015) to estimate their ages, genders,
races. We compare the distributions of these fea-
tures between the hateful/non-hateful samples.

We note that these models are controversial and
may suffer from algorithmic bias due to differen-
tial accuracy rates for detecting various subgroups.
Alvi et al. (2018) show DEX contains erroneous
age information, and Terhorst et al. (2021) show
that FaceNet has lower recognition rates for female
faces compared to male faces. These are larger
issues discussed within the computer vision com-
munity (Buolamwini and Gebru, 2018).

3.5 Comparison Across Baseline Models

To examine the consequences of differences be-
tween the FB and Pin datasets, we conduct a
preliminary classification of memes into hate and
non-hate using benchmark models. First, we take
a subsample of the Pin dataset to match Face-
book’s dev dataset, which contains 540 memes,
of which 37% are hateful. We compare perfor-
mance across three samples: (1) FB memes with
‘ground truth’ text and labels; (2) FB memes with
Tesseract OCR text and ground truth labels; and
(3) Pin memes with Tesseract OCR text and noisy
labels. Next, we select several baseline models
pretrained on FB memes2, provided in the origi-
nal Hateful Memes challenge (Kiela et al., 2020).
Of the 11 pretrained baseline models, we evalu-
ate the performance of five that do not require
further preprocessing: Concat Bert, Late Fusion,
MMBT-Grid, Unimodal Image, and Unimodal Text.
We note that these models are not fine-tuned on

2These are available for download at https:
//github.com/facebookresearch/mmf/tree/
master/projects/hateful_memes.
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Pin memes but simply evaluate their transfer per-
formance. Finally, we make zero-shot predictions
using CLIP (Radford et al., 2021), and evaluate
a linear model of visual features trained on the
FB dataset (see Appendix D).

4 Results

4.1 OCR Performance
Each of the three OCR engines is paired with one
of the two prefiltering methods tuned specifically
to each dataset, forming a total of six pairs for eval-
uation. For both datasets, the methods are tested
on 100 random images with manually annotated
text. For each method, we compute the average co-
sine similarity of the joint TF-IDF vectors between
the labelled and cleaned3 predicted text, shown in
Tab. 1. Tesseract with FB tuning performs best
on the FB dataset, while Easy with Pin tuning
performs best on the Pin dataset. We evaluate
transferability by comparing how a given pair per-
forms on both datasets. OCR transferability is
generally low, but greater from the FB dataset to
the Pin dataset, despite the latter being more gen-
eral than the former. This may be explained by the
fact that the dominant form of Pinmemes (i.e. text
on a uniform background outside of the image) is
not present in the FB dataset, so any method specif-
ically optimized for Pin memes would perform
poorly on FB memes.

Table 1: Cosine similarity between predicted text and
labelled text for various OCR engines and prefiltering
pairs. Best result per dataset is bolded.

FB Pin |∆|
Tesseract, FB tuning 0.70 0.36 0.34
Tesseract, Pin tuning 0.22 0.58 0.26
Easy, FB tuning 0.53 0.30 0.23
Easy, Pin tuning 0.32 0.67 0.35
East, FB tuning 0.36 0.17 0.19
East, Pin tuning 0.05 0.32 0.27

4.2 Unimodal Text Differences
We compare unigrams and bigrams across datasets
after removing stop words, numbers, and URLs.
The bigrams are topically different (refer to Ap-
pendix E). A unigram token-based Naı̈ve-Bayes
classifier is trained on both datasets separately to
distinguish between hateful and non-hateful classes.
The model achieves an accuracy score of 60.7% on

3The cleaned text is obtained with lower case conversion
and punctuation removal.

FB memes and 68.2% on Pin memes (random
guessing is 50%), indicating mildly different text
distributions between hate and non-hate. In order to
understand the differences between the type of lan-
guage used in the two datasets, a classifier is trained
to discriminate between FB and Pin memes (re-
gardless of whether they are hateful) based on the
extracted tokens. The accuracy is 77.4% on a bal-
anced test set. The high classification performance
might be explained by the OCR-generated junk
text in the Pin memes which can be observed in a
t-SNE plot (see Appendix F).

4.3 Unimodal Image Differences

While the FB dataset contains only “traditional
memes”4, we find this definition of ‘a meme’ to be
too narrow: the Pin memes are more diverse,
containing 15% memes with only text and 7%
memes which are screenshots (see Tab. 2).

Table 2: Percentage of each meme type in Pin and
FB datasets, extracted by CLIP.

Meme Type FB Pin |∆|
Traditional meme 95.6% 77.3% 18.3%
Text 1.4% 15.3% 13.9%
Screenshot 3.0% 7.4% 4.4%

Tab. 3 shows the facial recognition results. We
find that Pin memes contain fewer faces than
FB memes, while other demographic factors
broadly match. The DEX model identifies simi-
lar age distributions by hate and non-hate and by
dataset, with an average of 30 and a gender dis-
tribution heavily skewed towards male faces (see
Appendix G for additional demographics).

Table 3: Facial detection and demographic (gender,
age) distributions from pre-trained FaceNet and DEX.

FB Pin
metric Hate Non-Hate Hate Non-Hate

Images w/ Faces 72.8% 71.9% 52.0% 38.8%
Gender (M:F) 84:16 84:16 82:18 88:12
Age 30.7±5.7 31.2±6.3 29.4±5.5 29.9±5.4

4.4 Performance of Baseline Models

How well do hate detection pipelines generalize?
Tab. 4 shows the F1 scores for the predictions of
hate made by each model on the three samples: (1)

4The misclassifications into other types reflect the accuracy
of our classifier.
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FB with ground-truth caption, (2) FB with OCR,
(3) Pin with OCR.

Table 4: F1 scores for pretrained baseline models on
three datasets. Best result per dataset is bolded.

FB Pin
Text from: Ground-truth OCR OCR

Multimodal Models
Concat BERT 0.321 0.278 0.184
Late Fusion 0.499 0.471 0.377
MMBT-Grid 0.396 0.328 0.351

Unimodal Models
Text BERT 0.408 0.320 0.327
Image-Grid∗ 0.226 0.226 0.351

CLIP Models
CLIPZero-Shot

∗ 0.509 0.509 0.543
CLIPLinear Probe

∗ 0.556 0.556 0.569
∗ these models do not use any text inputs so F1 scores repeated
for ground truth and OCR columns.

Surprisingly, we find that the CLIPLinear Probe
generalizes very well, performing best for all
three samples, with superior performance on
Pin memes as compared to FB memes. Because
CLIP has been pre-trained on around 400M image-
text pairs from the Internet, its learned features
generalize better to the Pin dataset, even though
it was fine-tuned on the FB dataset. Of the multi-
modal models, Late Fusion performs the best on all
three samples. When comparing the performance
of Late Fusion on the FB and Pin OCR samples,
we find a significant drop in model performance
of 12 percentage points. The unimodal text model
performs significantly better on FB with the ground
truth annotations as compared to either sample with
OCR extracted text. This may be explained by the
‘clean’ captions which do not generalize to real-
world meme instances without pre-extracted text.

5 Discussion

The key difference in text modalities derives from
the efficacy of the OCR extraction, where messier
captions result in performance losses in Text BERT
classification. This forms a critique of the way in
which the Hateful Memes Challenge is constructed,
in which researchers are incentivized to rely on
the pre-extracted text rather than using OCR; thus,
the reported performance overestimates success
in the real world. Further, the Challenge defines
a meme as ‘a traditional meme’ but we question
whether this definition is too narrow to encompass
the diversity of real memes found in the wild, such
as screenshots of text conversations.

When comparing the performance of unimodal
and multimodal models, we find multimodal mod-

els have superior classification capabilities which
may be because the combination of multiple modes
create meaning beyond the text and image alone
(Kruk et al., 2019). For all three multimodal mod-
els (Concat BERT, Late Fusion, and MMBT-Grid),
the score for FB memes with ground truth cap-
tions is higher than that of FB memes with OCR
extracted text, which in turn is higher than that of
Pin memes. Finally, we note that CLIP’s perfor-
mance, for zero-shot and linear probing, surpasses
the other models and is stable across both datasets.

Limitations Despite presenting a preliminary in-
vestigation of the generalizability of the FB dataset
to memes in the wild, this paper has several lim-
itations. Firstly, the errors introduced by OCR
text extraction resulted in ‘messy’ captions for
Pin memes. This may explain why Pin memes
could be distinguished from FB memes by a Naı̈ve-
Bayes classifier using text alone. However, these
errors demonstrate our key conclusion that the pre-
extracted captions of FB memes are not representa-
tive of the appropriate pipelines which are required
for real world hateful meme detection.

Secondly, our Pin dataset relies on noisy labels
of hate/non-hate based on keyword searches, but
this chosen heuristic may not catch subtler forms
of hate. Further, user-defined labels introduce nor-
mative value judgements of whether something is
‘offensive’ versus ‘funny’, and such judgements
may differ from how Facebook’s community stan-
dards define hate (Facebook, 2021). In future work,
we aim to annotate the Pin dataset with multiple
manual annotators for greater comparability to the
FB dataset. These ground-truth annotations will
allow us to pre-train models on Pin memes and
also assess transferability to FB memes.

Conclusion We conduct a reality check of the
Hateful Memes Challenge. Our results indicate that
there are differences between the synthetic Face-
book memes and ‘in-the-wild’ Pinterest memes,
both with regards to text and image modalities.
Training and testing unimodal text models on Face-
book’s pre-extracted captions discounts the poten-
tial errors introduced by OCR extraction, which is
required for real world hateful meme detection. We
hope to repeat this work once we have annotations
for the Pinterest dataset and to expand the analy-
sis from comparing between the binary categories
of hate versus non-hate to include a comparison
across different types and targets of hate.
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A Details on Pinterest Data Collection

Tab. 5 shows the keywords we use to search for memes on Pinterest. The search function returns images
based on user-defined tags and descriptions aligning with the search term (Pinterest, 2021). Each keyword
search returns several hundred images on the first few pages of results. Note that Pinterest bans searches
for ‘racist’ memes or slurs associated with racial hatred so these could not be collected. We prefer this
method of ‘noisy’ labelling over classifying the memes with existing hate speech classifiers with the text
as input because users likely take the multimodal content of the meme into account when adding tags or
writing descriptions. However, we recognize that user-defined labelling comes with its own limitations of
introducing noise into the dataset from idiosyncratic interpretation of tags. We also recognize that the
memes we collect from Pinterest do not represent all Pinterest memes, nor do they represent all memes
generally on the Internet. Rather, they reflect a sample of instances. Further, we over-sample non-hateful
memes as compared to hateful memes because this distribution is one that is reflected in the real world.
For example, the FB dev set is composed of 37% hateful memes. Lastly, while we manually confirm that
the noisy labels of 50 hateful and 50 non-hateful memes (see Tab. 6), we also recognize that not all of the
images accurately match the associated noisy label, especially for hateful memes which must match the
definition of hate speech as directed towards a protected category.

Table 5: Keywords used to produce noisily-labelled samples of hateful and non-hateful memes from Pinterest.

Noisy Label Keywords
Hate “sexist”, “offensive”, “vulgar”, “wh*re”, “sl*t”, “prostitute”
Non-Hate “funny”, “wholesome”, “happy”, “friendship”, “cute”, “phd”, “student”, “food”, “exercise”

Table 6: Results of manual annotation for noisy labelling. Of 50 random memes with a noisy hate label, we find
80% are indeed hateful, and of 50 random memes with a noisy non-hate label, we find 94% are indeed non-hateful.

Noisy Hate Noisy Non-Hate
Annotator Hate 40 3
Annotator Non-Hate 10 47

B Details on OCR Engines

B.1 OCR Algorithms
We evaluate three OCR algorithms on the Pin and FB datasets. First, Tesseract (Smith, 2007) is Google’s
open-source OCR engine. It has been continuously developed and maintained since its first release in
1985 by Hewlett-Packard Laboratories. Second, EasyOCR (Jaded AI) developed by Jaded AI, is the
algorithm used by the winner of the Facebook Hateful Meme Challenge. Third, East (Zhou et al., 2017)
is an efficient deep learning algorithm for text detection in natural scenes. In this paper East is used to
isolate regions of interest in the image in combination with Tesseract for text recognition.

B.2 OCR Pre-filtering
Figure 4 shows the dominant text patterns in FB (a) and Pin (b) datasets, respectively. We use a specific
prefiltering adapted to each pattern as follows.

FB Tuning: FB memes always have a black-edged white Impact font. The most efficient prefiltering
sequence consists of applying an RGB-to-Gray conversion, followed by binary thresholding, closing, and
inversion. Pin Tuning: Pin memes are less structured than FB memes, but a commonly observed meme
type is text placed outside of the image on a uniform background. For this pattern, the most efficient
prefiltering sequence consists of an RGB-to-Gray conversion followed by Otsu’s thresholding.

The optimal thresholds used to classify pixels in binary and Otsu’s thresholding operations are found
so as to maximise the average cosine similarity of the joint TF-IDF vectors between the labelled and
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predicted text from a sample of 30 annotated images from both datasets.

Figure 1: Dominant text patterns in (a) Facebook dataset (b) Pinterest dataset.

C Classification of Memes into Types

C.1 Data Preparation

To prepare the data needed for training the ternary (i.e., traditional memes, memes purely consisting of
text, and screenshots) classifier, we annotate the Pin dataset with manual annotations to create a balanced
set of 400 images. We split the set randomly, so that 70% is used as the training data and the rest 30%
as the validation data. Figure 2 shows the main types of memes encountered. The FB dataset only has
traditional meme types.

a) b) c)

Figure 2: Different types of memes: (a) Traditional meme (b) Text (c) Screenshot.

C.2 Training Process

We use image features taken from the penultimate layer of CLIP. We train a neural network with two
hidden layers of 64 and 12 neurons respectively with ReLU activations, using Adam optimizer, for 50
epochs. The model achieves 93.3% accuracy on the validation set.

D Classification Using CLIP

D.1 Zero-shot Classification

To perform zero-shot classification using CLIP (Radford et al., 2021), for every meme we use two
prompts, “a meme” and “a hatespeech meme”. We measure the similarity score between the
image and text embeddings and use the corresponding text prompt as a label. Note we regard this method
as neither multimodal nor uni-modal, as the text is not explicitly given to the model, but as shown in
(Radford et al., 2021), CLIP has some OCR capabilities. In a future work we would like to explore how to
modify the text prompts to improve performance.
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D.2 Linear Probing
We train a binary linear classifier on the image features of CLIP on the FB train set. We train the classifier
following the procedure outlined by (Radford et al., 2021). Finally, we evaluate the binary classifier of the
FB dev set and the Pin dataset.

In all experiments above we use the pretrained ViT-B/32 model.

E Common Bigrams

The FB and Pin datasets have distinctively different bigrams after data cleaning and the removal of stop
words.

The most common bigrams for hateful FB memes are: [‘black people’, ‘white people’, ‘white trash’,
‘black guy’, ‘sh*t brains’, ‘look like’]. The most common bigrams for non-hateful FB memes are: [‘strip
club’, ‘isis strip’, ‘meanwhile isis’, ‘white people’, ‘look like’, ‘ilhan omar’]

The most common bigrams for hateful Pin memes are: ‘im saying’, ‘favorite color’, ‘single white’,
‘black panthers’, ‘saying wh*res’, and ‘saying sl*t’. The most common bigrams for non-hateful
Pin memes are: ‘best friend’, ‘dad jokes’, ‘teacher new’, ‘black lives’, ‘lives matter’, and ‘let dog’.

F T-SNE Text Embeddings

The meme-level embeddings are calculated by (i) extracting a 300-dimensional embedding for each word
in the meme, using fastText embeddings trained on Wikipedia and Common Crawl; (ii) averaging all the
embeddings along each dimension. A T-SNE transformation is then applied to the full dataset, reducing
it to two-dimensional space. After this reduction, 1000 text-embeddings from each category—FB and
Pin — are extracted and visualized. The default perplexity parameter of 50 is used. Fig.3 presents the
t-SNE plot (Van Der Maaten and Hinton, 2008), which indicates a concentration of multiple embeddings
of the Pin memes within a region at the bottom of the figure. These memes represent those that have
nonsensical word tokens from OCR errors.

Figure 3: t-SNE of Facebook and Pinterest memes’ text-embeddings for a random sample of 1000 each.

G Face Recognition

G.1 Multi-Faces Detection Method
To evaluate memes with multiple faces, we develop a self-adaptive algorithm to separate faces. For each
meme, we enumerate the position of a cutting line (either horizontal or vertical) with fixed granularity, and
run facial detection models on both parts separately. If both parts have a high probability of containing
faces, we decide that each part has at least one face. Hence, we cut the meme along the line, and run this
algorithm iteratively on both parts. If no enumerated cutting line satisfies the condition above, then we
decide there’s only one face in the meme and terminate the algorithm.
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G.2 Additional Results on Facial Analysis

Table 7: Predicted ratio of emotion categories on faces from different datasets from pre-trained DEX model.

FB Pin
categories Hate Non-Hate Hate Non-Hate

angry 10.6% 10.1% 9.0% 13.7%
disgust 0.3% 0.2% 0.7% 0.6%
fear 9.5% 10.2% 10.6% 13.0%
happy 35.1% 36.3% 34.2% 30.1%
neutral 23.1% 22.7% 23.4% 21.5%
sad 18.8% 18.7% 20.4% 18.6%
surprise 2.2% 1.7% 1.7% 1.8%

Table 8: Predicted ratio of racial categories of faces from different datasets from pre-trained DEX model.

FB Pin
categories Hate Non-Hate Hate Non-Hate

asian 10.6% 10.8% 9.7% 13.9%
black 15.0% 15.3% 6.5% 11.0%
indian 5.9% 6.1% 3.2% 5.1%
latino hispanic 14.3% 14.5% 10.2% 11.7%
middle eastern 12.7% 11.2% 9.5% 10.1%
white 41.5% 42.1% 60.9% 48.1%

G.3 Examples of Faces in Memes

(a) FB Hate (b) FB Non-hate (c) Pin Hate (d) Pin Non-hate

Figure 4: Samples of faces in FBHate, FB Non-hate, PinHate, and PinNon-hate datasets, and their demographic
characteristic predicted by the DEX model:
(a) Woman, 37, white, sad (72.0%); (b) Man, 27, black, happy (99.9%);
(c) Man, 36, middle eastern, angry (52.2%); (d) Man, 29, black, neutral (68.0%)
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Abstract

Content moderation is often performed by a
collaboration between humans and machine
learning models. However, it is not well
understood how to design the collaborative
process so as to maximize the combined
moderator-model system performance. This
work presents a rigorous study of this prob-
lem, focusing on an approach that incorpo-
rates model uncertainty into the collaborative
process. First, we introduce principled met-
rics to describe the performance of the col-
laborative system under capacity constraints
on the human moderator, quantifying how ef-
ficiently the combined system utilizes human
decisions. Using these metrics, we conduct a
large benchmark study evaluating the perfor-
mance of state-of-the-art uncertainty models
under different collaborative review strategies.
We find that an uncertainty-based strategy con-
sistently outperforms the widely used strat-
egy based on toxicity scores, and moreover
that the choice of review strategy drastically
changes the overall system performance. Our
results demonstrate the importance of rigorous
metrics for understanding and developing ef-
fective moderator-model systems for content
moderation, as well as the utility of uncertainty
estimation in this domain.1

1 Introduction

Maintaining civil discussions online is a persistent
challenge for online platforms. Due to the sheer
scale of user-generated text, modern content mod-
eration systems often employ machine learning al-
gorithms to automatically classify user comments

∗Equal contribution; authors listed alphabetically.
†This work was done while Zi Lin was an AI resident at

Google Research.
1Complete code including metric implementations

and experiments is available at http://github.
com/google/uncertainty-baselines/tree/
master/baselines/toxic_comments.

based on their toxicity, with the goal of flagging a
collection of likely policy-violating content for hu-
man experts to review (Etim, 2017). However, mod-
ern deep learning models have been shown to suffer
from reliability and robustness issues, especially
in the face of the rich and complex sociolinguis-
tic phenomena in real-world online conversations.
Examples include possibly generating confidently
wrong predictions based on spurious lexical fea-
tures (Wang and Culotta, 2020), or exhibiting un-
desired biases toward particular social subgroups
(Dixon et al., 2018). This has raised questions
about how current toxicity detection models will
perform in realistic online environments, as well as
the potential consequences for moderation systems
(Rainie et al., 2017).

In this work, we study an approach to address
these questions by incorporating model uncertainty
into the collaborative model-moderator system’s
decision-making process. The intuition is that by
using uncertainty as a signal for the likelihood of
model error, we can improve the efficiency and per-
formance of the collaborative moderation system
by prioritizing the least confident examples from
the model for human review. Despite a plethora
of uncertainty methods in the literature, there has
been limited work studying their effectiveness in
improving the performance of human-AI collabo-
rative systems with respect to application-specific
metrics and criteria (Awaysheh et al., 2019; Dusen-
berry et al., 2020; Jesson et al., 2020). This is es-
pecially important for the content moderation task:
real-world practice has unique challenges and con-
straints, including label imbalance, distributional
shift, and limited resources of human experts; how
these factors impact the collaborative system’s ef-
fectiveness is not well understood.

In this work, we lay the foundation for the study
of the uncertainty-aware collaborative content mod-
eration problem. We first (1) propose rigorous met-
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rics Oracle-Model Collaborative Accuracy (OC-
Acc) and AUC (OC-AUC) to measure the perfor-
mance of the overall collaborative system under
capacity constraints on a simulated human modera-
tor. We also propose Review Efficiency, a intrinsic
metric to measure a model’s ability to improve the
collaboration efficiency by selecting examples that
need further review. Then, (2) we introduce a chal-
lenging data benchmark, Collaborative Toxicity
Moderation in the Wild (CoToMoD), for evaluating
the effectiveness of a collaborative toxic comment
moderation system. CoToMoD emulates the real-
istic train-deployment environment of a modera-
tion system, in which the deployment environment
contains richer linguistic phenomena and a more
diverse range of topics than the training data, such
that effective collaboration is crucial for good sys-
tem performance (Amodei et al., 2016). Finally, (3)
we present a large benchmark study to evaluate the
performance of five classic and state-of-the-art un-
certainty approaches on CoToMoD under two dif-
ferent moderation review approaches (based on the
uncertainty score and on the toxicity score, respec-
tively). We find that both the model’s predictive and
uncertainty quality contribute to the performance
of the final system, and that the uncertainty-based
review strategy outperforms the toxicity strategy
across a variety of models and range of human
review capacities.

2 Related Work

Our collaborative metrics draw on the idea of clas-
sification with a reject option, or learning with ab-
stention (Bartlett and Wegkamp, 2008; Cortes et al.,
2016, 2018; Kompa et al., 2021). In this classifi-
cation scenario, the model has the option to reject
an example instead of predicting its label. The
challenge in connecting learning with abstention to
OC-Acc or OC-AUC is to account for how many
examples have already been rejected. Specifically,
the difficulty is that the metrics we present are all
dataset-level metrics, i.e. the “reject” option is not
at the level of individual examples, but rather a
set capacity over the entire dataset. Moreover, this
means OC-Acc and OC-AUC can be compared di-
rectly with traditional accuracy or AUC measures.
This difference in focus enables us to consider hu-
man time as the limiting resource in the overall
model-moderator system’s performance.

One key point for our work is that the best model
(in isolation) may not yield the best performance

in collaboration with a human (Bansal et al., 2021).
Our work demonstrates this for a case where the
collaboration procedure is decided over the full
dataset rather than per example: because of this,
Bansal et al. (2021)’s expected team utility does not
easily generalize to our setting. In particular, the
user chooses which classifier predictions to accept
after receiving all of them rather than per example.

Robustness to distribution shift has been applied
to toxicity classification in other works (Adragna
et al., 2020; Koh et al., 2020), emphasizing the con-
nection between fairness and robustness. Our work
focuses on how these methods connect to the hu-
man review process, and how uncertainty can lead
to better decision-making for a model collaborating
with a human. Along these lines, Dusenberry et al.
(2020) analyzed how uncertainty affects optimal
decisions in a medical context, though again at the
level of individual examples rather than over the
dataset.

3 Background: Uncertainty
Quantification for Deep Toxicity
Classification

Types of Uncertainty Consider modeling a tox-
icity dataset D = {yi, xi}Ni=1 using a deep classi-
fier fW (x). Here the xi are example comments,
yi ∼ p∗(y|xi) are toxicity labels drawn from a
data generating process p∗ (e.g., the human anno-
tation process), and W are the parameters of the
deep neural network. There are two distinct types
of uncertainty in this modeling process: data un-
certainty and model uncertainty (Sullivan, 2015;
Liu et al., 2019). Data uncertainty arises from the
stochastic variability inherent in the data generat-
ing process p∗. For example, the toxicity label yi
for a comment can vary between 0 and 1 depending
on raters’ different understandings of the comment
or of the annotation guidelines. On the other hand,
model uncertainty arises from the model’s lack of
knowledge about the world, commonly caused by
insufficient coverage of the training data. For exam-
ple, at evaluation time, the toxicity classifier may
encounter neologisms or misspellings that did not
appear in the training data, making it more likely
to make a mistake (van Aken et al., 2018). While
the model uncertainty can be reduced by training
on more data, the data uncertainty is inherent to
the data generating process and is irreducible.
Estimating Uncertainty A model that quantifies
its uncertainty well should properly capture both
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the data and the model uncertainties. To this end,
a learned deep classifier fW (x) describes the data
uncertainty via its predictive probability, e.g.:

p(y|x,W ) = sigmoid(fW (x)),

which is conditioned on the model parameter
W , and is commonly learned by minimizing the
Kullback-Leibler (KL) divergence between the
model distribution p(y|x,W ) and the empirical
distribution of the data (e.g. by minimizing the
cross-entropy loss (Goodfellow et al., 2016)). On
the other hand, a deep classifier can quantify model
uncertainty by using probabilistic methods to learn
the posterior distribution of the model parameters:

W ∼ p(W ).

This distribution overW leads to a distribution over
the predictive probabilities p(y|x,W ). As a result,
at inference time, the model can sample model
weights {Wm}Mm=1 from the posterior distribution
p(W ), and then compute the posterior sample of
predictive probabilities {p(y|x,Wm)}Mm=1. This
allows the model to express its model uncertainty
through the variance of the posterior distribution
Var
(
p(y|x,W )

)
. Section 5 surveys popular proba-

bilistic deep learning methods.
In practice, it is convenient to compute a sin-

gle uncertainty score capturing both types of un-
certainty. To this end, we can first compute the
marginalized predictive probability:

p(y|x) =
∫
p(y|x,W )p(W ) dW

which captures both types of uncertainty by
marginalizing the data uncertainty p(y|x,W ) over
the model uncertainty p(W ). We can thus quantify
the overall uncertainty of the model by computing
the predictive variance of this binary distribution:

uunc(x) = p(y|x)× (1− p(y|x)). (1)

Evaluating Uncertainty Quality A common ap-
proach to evaluate a model’s uncertainty quality
is to measure its calibration performance, i.e.,
whether the model’s predictive uncertainty is in-
dicative of the predictive error (Guo et al., 2017).
As we shall see in experiments, traditional cali-
bration metrics like the Brier score (Ovadia et al.,
2019) do not correlate well with the model per-
formance in collaborative prediction. One notable

reason is that the collaborative systems use uncer-
tainty as a ranking score (to identify possibly wrong
predictions), while metrics like Brier score only
measure the uncertainty’s ranking performance in-
directly.

Uncertainty
Uncertain Certain

Accuracy Inaccurate TP FN
Accurate FP TN

Figure 1: Confusion matrix for evaluating uncertainty
calibration. We describe the correspondence in the text.

This motivates us to consider Calibration AUC,
a new class of calibration metrics that focus on the
uncertainty score uunc(x)’s ranking performance.
This metric evaluates uncertainty estimation by re-
casting it as a binary prediction problem, where
the binary label is the model’s prediction error
I(f(xi) 6= yi), and the predictive score is the model
uncertainty. This formulation leads to a confusion
matrix as shown in Figure 1 (Krishnan and Tickoo,
2020). Here, the four confusion matrix variables
take on new meanings: (1) True Positive (TP) cor-
responds to the case where the prediction is inaccu-
rate and the model is uncertain, (2) True Negative
(TN) to the accurate and certain case, (3) False
Negative (FN) to the inaccurate and certain case
(i.e., over-confidence), and finally (4) False Positive
(FP) to the accurate and uncertain case (i.e., under-
confidence). Now, consider having the model pre-
dict its testing error using model uncertainty. The
precision (TP/(TP+FP)) measures the fraction of
inaccurate examples where the model is uncertain,
recall (TP/(TP+FN)) measures the fraction of un-
certain examples where the model is inaccurate,
and the false positive rate (FP/(FP+TN)) measures
the fraction of under-confident examples among the
correct predictions. Thus, the model’s calibration
performance can be measured by the area under the
precision-recall curve (Calibration AUPRC) and
under the receiver operating characteristic curve
(Calibration AUROC) for this problem. It is worth
noting that the calibration AUPRC is closely re-
lated to the intrinsic metrics for the model’s col-
laborative effectiveness: we discuss this in greater
detail for the Review Efficiency in Section 4.1 and
Appendix A.2). This renders it especially suitable
for evaluating model uncertainty in the context of
collaborative content moderation.
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4 The Collaborative Content Moderation
Task

Online content moderation is a collaborative pro-
cess, performed by humans working in conjunction
with machine learning models. For example, the
model can select a set of likely policy-violating
posts for further review by human moderators. In
this work, we consider a setting where a neural
model interacts with an “oracle” human moderator
with limited capacity in moderating online com-
ments. Given a large number of examples {xi}ni=1,
the model first generates the predictive probability
p(y|xi) and review score u(xi) for each example.
Then, the model sends a pre-specified number of
these examples to human moderators according to
the rankings of the review score u(xi), and relies on
its prediction p(y|xi) for the rest of the examples.
In this work, we make the simplifying assumption
that the human experts act like an oracle, correctly
labeling all comments sent by the model.

4.1 Measuring the Performance of the
Collaborative Moderation System

Machine learning systems for online content mod-
eration are typically evaluated using metrics like
accuracy or area under the receiver operating char-
acteristic curve (AUROC). These metrics reflect the
origins of these systems in classification problems,
such as for detecting / classifying online abuse,
harassment, or toxicity (Yin et al., 2009; Dinakar
et al., 2011; Cheng et al., 2015; Wulczyn et al.,
2017). However, they do not capture the model’s
ability to effectively collaborate with human mod-
erators, or the performance of the resultant collabo-
rative system.

New metrics, both extrinsic and intrinsic (Mollá
and Hutchinson, 2003), are one of the core contribu-
tions of this work. We introduce extrinsic metrics
describing the performance of the overall model-
moderator collaborative system (Oracle-Model Col-
laborative Accuracy and AUC, analogous to the
classic accuracy and AUC), and an intrinsic metric
focusing on the model’s ability to effectively collab-
orate with human moderators (Review Efficiency),
i.e., how well the model selects the examples in
need of further review.

Extrinsic Metrics: Oracle-model Collaborative
Accuracy and AUC To capture the collabo-
rative interaction between human moderators
and machine learning models, we first propose
Oracle-Model Collaborative Accuracy (OC-Acc).

OC-Acc measures the combined accuracy of this
collaborative process, subject to a limited review
capacity α for the human oracle (i.e., the oracle can
process at most α × 100% of the total examples).
Formally, given a dataset D = {(xi, yi)}ni=1, for a
predictive model f(xi) generating a review score
u(xi), the Oracle-Model Collaborative Accuracy
for example xi is

OC-Acc(xi|α) =
{
1 if u(xi) > q1−α
I(f(xi) = yi) otherwise

,

Thus, over the whole dataset, OC-Acc(α) =
1
n

∑n
i=1 OC-Acc(xi|α). Here q1−α is the (1−α)th

quantile of the model’s review scores {u(xi)}ni=1

over the entire dataset. OC-Acc thus describes
the performance of a collaborative system which
defers to a human oracle when the review score
u(xi) is high, and relies on the model prediction
otherwise, capturing the real-world usage and
performance of the underlying model in a way that
traditional metrics fail to.

However, as an accuracy-like metric, OC-Acc
relies on a set threshold on the prediction score.
This limits the metric’s ability in describing model
performance when compared to threshold-agnostic
metrics like AUC. Moreover, OC-Acc can be sensi-
tive to the intrinsic class imbalance in the toxicity
datasets, appearing overly optimistic for model pre-
dictions that are biased toward negative class, sim-
ilar to traditional accuracy metrics (Borkan et al.,
2019). Therefore in practice, we prefer the AUC
analogue of Oracle-Model Collaborative Accuracy,
which we term the Oracle-Model Collaborative
AUC (OC-AUC). OC-AUC measures the same
collaborative process as the OC-Acc, where the
model sends the predictions with the top α× 100%
of review scores. Then, similar to the standard
AUC computation, OC-AUC sets up a collection
of classifiers with varying predictive score thresh-
olds, each of which has access to the oracle ex-
actly as for OC-Acc (Davis and Goadrich, 2006).
Each of these classifiers sends the same set of ex-
amples to the oracle (since the review score u(x)
is threshold-independent), and the oracle corrects
model predictions when they are incorrect given
the threshold. The OC-AUC—both OC-AUROC
and OC-AUPRC—can then be calculated over this
set of classifiers following the standard AUC algo-
rithms (Davis and Goadrich, 2006).

Intrinsic Metric: Review Efficiency The met-
rics so far measure the performance of the over-
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all collaborative system, which combines both the
model’s predictive accuracy and the model’s effec-
tiveness in collaboration. To understand the source
of the improvement, we also introduce Review Ef-
ficiency, an intrinsic metric focusing solely on the
model’s effectiveness in collaboration. Specifically,
Review Efficiency is the proportion of examples
sent to the oracle for which the model prediction
would otherwise have been incorrect. This can be
thought of as the model’s precision in selecting in-
accurate examples for further review (TP/(TP+FP)
in Figure 1).

Note that the system’s overall performance (mea-
sured by the oracle-model collaborative accuracy)
can be rewritten as a weighted sum of the model’s
original predictive accuracy and the Review Effi-
ciency (RE):

OC-Acc(α) = Acc + α× RE(α) (2)

where RE(α) is the model’s review efficiency
among all the examples whose review score u(xi)
are greater than q1−α (i.e., those sent to human
moderators). Thus, a model with better predictive
performance and higher review efficiency yields
better performance in the overall system. The
benefits of review efficiency become more pro-
nounced as the review fraction α increases. We
derive Eq. (2) in Appendix B.

4.2 CoToMoD: An Evaluation Benchmark
for Real-world Collaborative Moderation

In a realistic industrial setting, toxicity detection
models are often trained on a well-curated dataset
with clean annotations, and then deployed to an
environment that contains a more diverse range
of sociolinguistic phenomena, and additionally ex-
hibits systematic shifts in the lexical and topical
distributions when compared to the training corpus.

To this end, we introduce a challenging data
benchmark, Collaborative Toxicity Moderation in
the Wild (CoToMoD), to evaluate the performance
of collaborative moderation systems in a realis-
tic environment. CoToMoD consists of a set of
train, test, and deployment environments: the train
and test environments consist of 200k comments
from Wikipedia discussion comments from 2004–
2015 (the Wikipedia Talk Corpus (Wulczyn et al.,
2017)), and the deployment environment consists
of one million public comments appeared on ap-
proximately 50 English-language news sites across
the world from 2015–2017 (the CivilComments

dataset (Borkan et al., 2019)). This setup mirrors
the real-world implementation of these methods,
where robust performance under changing data is
essential for proper deployment (Amodei et al.,
2016).

Notably, CoToMoD contains two data chal-
lenges often encountered in practice: (1) Distri-
butional Shift, i.e. the comments in the training
and deployment environments cover different time
periods and surround different topics of interest
(Wikipedia pages vs. news articles). As the Civil-
Comments corpus is much larger in size, it contains
a considerable collection of long-tail phenomena
(e.g., neologisms, obfuscation, etc.) that appear
less frequently in the training data. (2) Class Im-
balance, i.e. the fact that most online content is not
toxic (Cheng et al., 2017; Wulczyn et al., 2017).
This manifests in the datasets we use: roughly 2.5%
(50,350 / 1,999,514) of the examples in the Civil-
Comments dataset, and 9.6% (21,384 / 223,549)
of the examples in Wikipedia Talk Corpus exam-
ples are toxic (Wulczyn et al., 2017; Borkan et al.,
2019). As we will show, failing to account for class
imbalance can severely bias model predictions to-
ward the majority (non-toxic) class, reducing the
effectiveness of the collaborative system.

5 Methods

Moderation Review Strategy In measuring
model-moderator collaborative performance, we
consider two review strategies (i.e. using different
review scores u(x)). First, we experiment with
a common toxicity-based review strategy (Jigsaw,
2019; Salganik and Lee, 2020). Specifically, the
model sends comments for review in decreasing
order of the predicted toxicity score (i.e., the pre-
dictive probability p(y|x)), equivalent to a review
score utox(x) = p(y|x). The second strategy is
uncertainty-based: given p(y|x), we use uncer-
tainty as the review score, uunc(x) = p(y|x)(1 −
p(y|x)) (recall Eq. (1)), so that the review score is
maximized at p(y|x) = 0.5, and decreases toward
0 as p(x) approaches 0 or 1. Which strategy per-
forms best depends on the toxicity distribution in
the dataset and the available review capacity α.

Uncertainty Models We evaluate the perfor-
mance of classic and the latest state-of-the-art
probabilistic deep learning methods on the Co-
ToMoD benchmark. We consider BERTbase as
the base model (Devlin et al., 2019), and select
five methods based on their practical applicabil-
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ity for transformer models. Specifically, we con-
sider (1) Deterministic which computes the sig-
moid probability p(x) = sigmoid(logit(x)) of
a vanilla BERT model (Hendrycks and Gimpel,
2017), (2) Monte Carlo Dropout (MC Dropout)
which estimates uncertainty using the Monte Carlo
average of p(x) from 10 dropout samples (Gal
and Ghahramani, 2016), (3) Deep Ensemble which
estimates uncertainty using the ensemble mean
of p(x) from 10 BERT models trained in paral-
lel (Lakshminarayanan et al., 2017), (4) Spectral-
normalized Neural Gaussian Process (SNGP), a
recent state-of-the-art approach which improves a
BERT model’s uncertainty quality by transforming
it into an approximate Gaussian process model (Liu
et al., 2020), and (5) SNGP Ensemble, which is the
Deep Ensemble using SNGP as the base model.

Learning Objective To address class imbalance,
we consider combining the uncertainty methods
with Focal Loss (Lin et al., 2017). Focal loss re-
shapes the loss function to down-weight “easy”
negatives (i.e. non-toxic examples), thereby focus-
ing training on a smaller set of more difficult ex-
amples, and empirically leading to improved pre-
dictive and uncertainty calibration performance
on class-imbalanced datasets (Lin et al., 2017;
Mukhoti et al., 2020). We focus our attention on
focal loss (rather than other approaches to class im-
balance) because of how this impact on calibration
interacts with our moderation review strategies.

6 Benchmark Experiments

We first examine the prediction and calibration per-
formance of the uncertainty models alone (Section
6.1). For prediction, we compute the predictive
accuracy (Acc) and the predictive AUC (both AU-
ROC and AUPRC). For uncertainty, we compute
the Brier score (i.e., the mean squared error be-
tween true labels and predictive probabilities, a
standard uncertainty metric), and also the Calibra-
tion AUPRC (Section 3).

We then evaluate the models’ collaboration
performance under both the uncertainty- and
the toxicity-based review strategies (Section 6.2).
For each model-strategy combination, we mea-
sure the model’s collaboration ability by com-
puting Review Efficiency, and evaluate the per-
formance of the overall collaborative system us-
ing Oracle-Model Collaborative AUROC (OC-
AUROC). We evaluate all collaborative metrics
over a range of human moderator review ca-

pacities, with their review fractions (i.e., frac-
tion of total examples the model sends to
the moderator for further review) ranging over
{0.001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.15, 0.20}.

Results on further uncertainty and collabora-
tion metrics (Calibration AUROC, OC-Acc, OC-
AUPRC, etc.) are in Appendix D.

6.1 Prediction and Calibration
Table 1 shows the performance of all uncertainty
methods evaluated on the testing (the Wikipedia
Talk corpus) and the deployment environments (the
CivilComments corpus).

First, we compare the uncertainty methods based
on the predictive and calibration AUC. As shown,
for prediction, the ensemble models (both SNGP
Ensemble and Deep Ensemble) provide the best
performance, while the SNGP Ensemble and MC
Dropout perform best for uncertainty calibration.
Training with focal loss systematically improves
the model prediction under class imbalance (im-
proving the predictive AUC), while incurring a
trade-off with the model’s calibration quality (i.e.
decreasing the calibration AUC).

Next, we turn to the model performance between
the test and deployment environments. Across all
methods, we observe a significant drop in predic-
tive performance (∼0.28 for AUROC and ∼0.13
for AUPRC), and a less pronounced, but still notice-
able drop in uncertainty calibration (∼0.05 for Cal-
ibration AUPRC). Interestingly, focal loss seems
to mitigate the drop in predictive performance, but
also slightly exacerbates the drop in uncertainty
calibration.

Lastly, we observe a counter-intuitive improve-
ment in the non-AUC metrics (i.e., accuracy and
Brier score) in the out-of-domain deployment en-
vironment. This is likely due to their sensitivity
to class imbalance (recall that toxic examples are
slightly less rare in CivilComments). As a result,
these classic metrics tend to favor model predic-
tions biased toward the negative class, and therefore
are less suitable for evaluating model performance
in the context of toxic comment moderation.

6.2 Collaboration Performance
Figure 2 and 3 show the Oracle-model Collabo-
rative AUROC (OC-AUROC) of the overall col-
laborative system, and Figure 4 shows the Review
Efficiency of uncertainty models. Both the toxicity-
based (dashed line) and uncertainty-based review
strategies (solid line) are included.
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TESTING ENV (WIKIPEDIA TALK) DEPLOYMENT ENV (CIVILCOMMENTS)

MODEL AUROC ↑ AUPRC ↑ ACC. ↑ BRIER ↓ CALIB. AUPRC ↑ AUROC ↑ AUPRC ↑ ACC. ↑ BRIER ↓ CALIB. AUPRC ↑
X

E
N

T

DETERMINISTIC 0.9734 0.8019 0.9231 0.0548 0.4053 0.7796 0.6689 0.9628 0.0246 0.3581
SNGP 0.9741 0.8029 0.9233 0.0548 0.4063 0.7695 0.6665 0.9640 0.0253 0.3660
MC DROPOUT 0.9729 0.8006 0.9274 0.0508 0.4020 0.7806 0.6727 0.9671 0.0241 0.3707
DEEP ENSEMBLE 0.9738 0.8074 0.9231 0.0544 0.4045 0.7849 0.6741 0.9625 0.0242 0.3484
SNGP ENSEMBLE 0.9741 0.8045 0.9226 0.0549 0.4158 0.7749 0.6719 0.9633 0.0248 0.3655

F
O

C
A

L

DETERMINISTIC 0.9730 0.8036 0.9476 0.0628 0.3804 0.8013 0.6766 0.9795 0.0377 0.3018
SNGP 0.9736 0.8076 0.9455 0.0388 0.3885 0.8003 0.6820 0.9784 0.0264 0.3181
MC DROPOUT 0.9741 0.8076 0.9472 0.0622 0.3890 0.8009 0.6790 0.9790 0.0360 0.3185
DEEP ENSEMBLE 0.9735 0.8077 0.9479 0.0639 0.3840 0.8041 0.6814 0.9795 0.0381 0.3035
SNGP ENSEMBLE 0.9742 0.8122 0.9467 0.0379 0.3846 0.8002 0.6827 0.9790 0.0266 0.3212

Table 1: Metrics for models evaluated on the testing environment (the Wikipedia Talk corpus, left) and deployment
environment (the CivilComments corpus, right). XENT (top) and Focal (bottom) indicate models trained with
cross-entropy and focal losses, respectively. The best metric values for each loss function are shown in bold.
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Figure 2: Semilog plot of oracle-model collaborative AUROC as a function of review fraction (the proportion
of comments the model can send for human/oracle review), trained with cross-entropy (XENT, left) or focal
loss (right) and evaluated on the Wikipedia Talk corpus (i.e., the in-domain testing environment). Solid line:
uncertainty-based review strategy. Dashed line: toxicity-based review strategy. The best performing method is the
SNGP Ensemble trained with focal loss and uses the uncertainty-based strategy.

Effect of Review Strategy For the AUC perfor-
mance of the collaborative system, the uncertainty-
based review strategy consistently outperforms the
toxicity-based review strategy. For example, in the
in-domain environment (Wikipedia Talk corpus),
using the uncertainty- rather than toxicity-based
review strategy yields larger OC-AUROC improve-
ments than any modeling change; this holds across
all measured review fractions. We see a similar
trend for OC-AUPRC (Appendix Figure 7-8).

The trend in Review Efficiency (Figure 4) pro-
vides a more nuanced view to this picture. As
shown, the efficiency of the toxicity-based strategy
starts to improve as the review fraction increases,
leading to a cross-over with the uncertainty-based
strategy at high fractions. This is likely caused
by the fact that in toxicity classification, the false
positive rate exceeds the false negative rate. There-
fore sending a large number of positive predictions
eventually leads the collaborative system to capture
more errors, at the cost of a higher review load on
human moderators. We notice that this transition
occurs much earlier out-of-domain on CivilCom-
ments (Figure 4 right). This highlights the impact

of the toxicity distribution of the data on the best
review strategy: because the proportion of toxic
examples is much lower in CivilComments than
in the Wikipedia Talk Corpus, the cross-over be-
tween the uncertainty and toxicity review strategies
correspondingly occurs at lower review fractions.
Finally, it is important to note that this advantage
in review efficiency does not directly translate to
improvements for the overall system. For example,
the OC-AUCs using the toxicity strategy are still
lower than those with the uncertainty strategy even
for high review fractions.

Effect of Modeling Approach Recall that the
performance of the overall collaborative system is
the result of the model performance in both predic-
tion and calibration, e.g. Eq. (2). As a result, the
model performance in Section 6.1 translates to per-
formance on the collaborative metrics. For exam-
ple, the ensemble methods (SNGP Ensemble and
Deep Ensemble) consistently outperform on the
OC-AUC metrics due to their high performance in
predictive AUC and decent performance in calibra-
tion (Table 1). On the other hand, MC Dropout has
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Figure 3: Semilog plot of oracle-model collaborative AUROC as a function of review fraction, trained with cross-
entropy (XENT, left) or focal loss (right) and evaluated on CivilComments corpus (i.e., the out-of-domain deploy-
ment environment). Solid line: uncertainty-based review strategy. Dashed line: toxicity-based review strategy.
Training with focal rather than cross-entropy loss yields a large improvement. The best performing method is the
Deep Ensemble trained with focal loss and uses the uncertainty-based review strategy.
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Figure 4: Semilog plot of review efficiency as a function of review fraction, trained with cross-entropy and
evaluated on the Wikipedia Talk corpus (i.e., the in-domain testing environment, left) and CivilComments (i.e.,
the out-of-domain deployment environment, right). Solid line: uncertainty-based review strategy. Dashed line:
toxicity-based review strategy.

good calibration performance but sub-optimal pre-
dictive AUC. As a result, it sometimes attains the
best Review Efficiency (e.g., Figure 4, right), but
never achieves the best overall OC-AUC. Finally,
comparing between training objectives, the focal-
loss-trained models tend to outperform their cross-
entropy-trained counterparts in OC-AUC, due to
the fact that focal loss tends to bring significant
benefits to the predictive AUC (albeit at a small
cost to the calibration performance).

7 Conclusion

In this work, we presented the problem of col-
laborative content moderation, and introduced Co-
ToMoD, a challenging benchmark for evaluating
the practical effectiveness of collaborative (model-
moderator) content moderation systems. We pro-
posed principled metrics to quantify how effec-
tively a machine learning model and human (e.g. a
moderator) can collaborate. These include Oracle-
Model Collaborative Accuracy (OC-Acc) and AUC
(OC-AUC), which measure analogues of the usual
accuracy or AUC for interacting human-AI sys-

tems subject to limited human review capacity. We
also proposed Review Efficiency, which quantifies
how effectively a model utilizes human decisions.
These metrics are distinct from classic measures
of predictive performance or uncertainty calibra-
tion, and enable us to evaluate the performance
of the full collaborative system as a function of
human attention, as well as to understand how ef-
ficiently the collaborative system utilizes human
decision-making. Moreover, though we focused
here on measuring the combined system’s perfor-
mance through metrics analogous to accuracy and
AUC, it is trivial to extend these to other classic
metrics like precision and recall.

Using these new metrics, we evaluated the per-
formance of a variety of models on the collabora-
tive content moderation task. We considered two
canonical strategies for collaborative review: one
based on the toxicity scores, and a new one using
model uncertainty. We found that the uncertainty-
based review strategy outperforms the toxicity strat-
egy across a variety of models and range of human
review capacities, yielding a >30% absolute in-
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crease in how efficiently the model uses human
decisions and∼0.01 and∼0.05 absolute increases
in the collaborative system’s AUROC and AUPRC,
respectively. This merits further study and consid-
eration of this strategy’s use in content moderation.
The interaction between the data distribution and
best review strategy demonstrated by the crossover
between the two strategies’ performance out-of-
domain) emphasizes the implicit trade-off between
false positives and false negatives in the two review
strategies: because toxicity is rare, prioritizing com-
ments for review in order of toxicity reduces the
false positive rate while potentially increasing the
false negative rate. By comparison, the uncertainty-
based review strategy treats false positives and neg-
atives more evenly. Further study is needed to clar-
ify this interaction. Our work shows that the choice
of review strategy drastically changes the collabo-
rative system performance: evaluating and striving
to optimize only the model yields much smaller im-
provements than changing the review strategy, and
misses major opportunities to improve the overall
system.

Though the results presented in the current pa-
per are encouraging, there remain important chal-
lenges for uncertainty modeling in the domain of
toxic content moderation. In particular, dataset
bias remains a significant issue: statistical corre-
lation between the annotated toxicity labels and
various surface-level cues may lead models to learn
to overly rely on e.g. lexical or dialectal patterns
(Zhou et al., 2021). This could cause the model to
produce high-confidence mispredictions for com-
ments containing these cues (e.g., reclaimed words
or counter-speech), resulting in a degradation in
calibration performance in the deployment envi-
ronment (cf. Table 1). Surprisingly, the standard
debiasing techniques we experimented in this work
(specifically, focal loss (Karimi Mahabadi et al.,
2020)) only exacerbated this decline in calibration
performance. This suggests that naively applying
debiasing techniques may incur unexpected nega-
tive impacts on other aspects of the moderation sys-
tem. Further research is needed into modeling ap-
proaches that can achieve robust performance both
in prediction and in uncertainty calibration under
data bias and distributional shift (Nam et al., 2020;
Utama et al., 2020; Du et al., 2021; Yaghoobzadeh
et al., 2021; Bao et al., 2021; Karimi Mahabadi
et al., 2020).

There exist several important directions for fu-

ture work. One key direction is to develop bet-
ter review strategies than the ones discussed here:
though the uncertainty-based strategy outperforms
the toxicity-based one, there may be room for fur-
ther improvement. Furthermore, constraints on the
moderation process may necessitate different re-
view strategies: for example, if content can only be
removed with moderator approval, we could exper-
iment with a hybrid strategy which sends a mixture
of high toxicity and high uncertainty content for
human review. A second direction is to study how
these methods perform with real moderators: the
experiments in this work are computational and
there may exist further challenges in practice. For
example, the difficulty of rating a comment can de-
pend on the text itself in unexpected ways. Finally,
a linked question is how to communicate uncer-
tainty and different review strategies to moderators:
simpler communicable strategies may be prefer-
able to more complex ones with better theoretical
performance.
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A Details on Metrics

A.1 Expected Calibration Error

For completeness, we include a definition of the ex-
pected calibration error (ECE) (Naeini et al., 2015)
here. We use the ECE as a comparison for the
uncertainty calibration performance alongside the
Brier score in the tables in Appendix D.

ECE can be computed by discretizes the proba-
bility range [0, 1] into a set ofB bins, and computes
the weighted average of the difference between
confidence (the mean probability within each bin)
and the accuracy (the fraction of predictions within
each bin that are correct),

ECE =
B∑

b=1

nb
N
|conf(b)− acc(b)|, (3)

where acc(b) and conf(b) denote the accuracy and
confidence for bin b, respectively, nb is the number
of examples in bin b, and N =

∑
b nb is the total

number of examples.

A.2 Connection between Calibration AUPRC
and Collaboration Metrics

As discussed in Section 3, Calibration AUPRC is
an especially suitable metric for measuring model
uncertainty in the context of collaborative content
moderation, due to its close connection with the
intrinsic metrics for the model’s collaboration ef-
fectiveness.

Specifically, the Review Efficiency metric (in-
troduced in Section 4.1) can be understood as the
analog of precision for the calibration task. To
see this, recall the four confusion matrix variables
introduced in Figure 1: (1) True Positive (TP) cor-
responds to the case where the prediction is inaccu-
rate and the model is uncertain, (2) True Negative
(TN) to the accurate and certain case, (3) False
Negative (FN) to the inaccurate and certain case
(i.e., over-confidence), and finally (4) False Posi-
tive (FP) to the accurate and uncertain case (i.e.,
under-confidence).

Then, given a review capacity constraint α, we
see that

ReviewEfficiency(α) =
TPα

TPα + FPα
,

which measures the proportion of examples that
were sent to human moderator that would otherwise
be classified incorrectly.

Similarly, we can also define the analog of re-
call for the calibration task, which we term Review
Effectiveness:

ReviewEffectiveness(α) =
TPα

TPα + FNα
.

Review Effectiveness is also a valid intrinsic metric
for the model’s collaboration effectivess. It mea-
sures the proportion of incorrect model predictions
that were successfully corrected using the review
strategy. (We visualize model performance in Re-
view Effectiveness in Section D.)

To this end, the calibration AUPRC can be un-
derstood as the area under the Review Efficiency
v.s. Review Effectiveness curve, with the usual
classification threshold replaced by the review ca-
pacity α. Therefore, calibration AUPRC serves
as a threshold-agnostic metric that captures the
model’s intrinsic performance in collaboration ef-
fectiveness.

A.3 Further Discussion

For the uncertainty-based review, an important
question is whether classic uncertainty metrics
like Brier score capture good model-moderator
collaborative efficiency. The SNGP Ensemble’s
good performance contrasts with its poorer Brier
score (Table 1). By comparison, the calibration
AUPRC successfully captures this good perfor-
mance, and is highest for that model. More gen-
erally, the low-review fraction review efficiency
with cross-entropy is exactly captured by the cal-
ibration AUPRC (same ordering for the two mea-
sures). This correspondence is not perfect: though
the SNGP Ensemble with focal loss has the highest
review efficiency overall, its calibration AUPRC is
lower than the MC Dropout or SNGP models (mod-
els with next highest review efficiencies). This may
reflect the reshaping effect of focal loss on SNGP’s
calibration (explored in Appendix C). Overall, cal-
ibration AUPRC much better captures the relation-
ship between collaborative ability and calibration
than do classic calibration metrics like Brier score
(or ECE, see Appendix D). This is because classic
calibration metrics are population-level averages,
whereas calibration AUPRC measures the ranking
of the predictions, and is thus more closely linked
to the review order problem.
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B Connecting Review Efficiency and
Collaborative Accuracy

In this appendix, we derive Eq. (2) from the main
paper, which connects the Review Efficiency and
Oracle-Collaborative Accuracy.

Given a trained toxicity model, a review policy
and a dataset, let us denote r as the event that an ex-
ample gets reviewed, and c as the event that model
prediction is correct. Now, assuming the model
sends α×100% of examples for human review, we
have:

Acc = P (c), α = P (r).

Also, we can write:

RE(α) = P (¬c|r)

i.e., review efficiency RE(α) is the percentage of
incorrect predictions among reviewed examples.
Finally:

OC-Acc(α) = P (c ∩ ¬r) + P (c ∩ r) + P (¬c ∩ r)

i.e., an example is predicted correctly by the collab-
orative system if either the model prediction itself
is accurate (c∩¬r), or it was sent for human review
(c ∩ r or ¬c ∩ r).

The above expression of OC-Acc leads to two
different decompositions of the OC-Acc. First,

OC-Acc(α) = P (c ∩ ¬r) + P (r)

= P (c|¬r)P (¬r) + P (r)

= Acc(1− α) ∗ (1− α) + α,

where Acc(1− α) is the accuracy among the (1−
α)×100% examples that are not sent to human for
review.
Alternatively, we can write

OC-Acc(α) = P (c) + P (¬c ∩ r)
= P (c) + P (¬c|r)P (r)
= Acc + RE(α) ∗ α,

which coincides with the expression in Eq. (2).

C Reliability Diagrams for Deterministic
and SNGP models

We study the effect of focal loss on calibration
quality for SNGP in further detail. We plot the re-
liability diagrams for the deterministic and SNGP
models trained with cross-entropy and focal cross-
entropy. Figure 5 shows the reliability diagrams

in-domain and Figure 6 shows them out-of-domain.
We see that focal loss fundamentally changes the
models’ uncertainty behavior, systematically shift-
ing the uncertainty curves from overconfidence
(the lower right, below the diagonal) and toward
the calibration line (the diagonal). However, the
exact pattern of change is model dependent. We
find that the deterministic model with focal loss
is over-confident for predictions under 0.5, and
under-confident above 0.5, while the SNGP models
are still over-confident, although to a lesser degree
compared to using cross-entropy loss.

D Complete metric results

We give the results for the remaining collaborative
metrics not included in the main paper in this ap-
pendix. These give a comprehensive summary of
the collaborative performance of the models evalu-
ated in the paper. Table 2 and Table 3 give values
for all review fraction-independent metrics, both
in- and out-of-domain, respectively. We did not
include the ECE and calibration AUROC in the
corresponding table in the main paper (Table 1)
for simplicity. Similarly, Figures 9 and 7 show the
in-domain results (the OC-Acc and OC-AUPRC),
and the out-of-domain plots (in the same order,
followed by Review Efficiency) are Figures 10
through 12.

The in- and out-of-domain OC-AUROC figures
are included in the main paper as Figure 2 and
Figure 3, respectively; the in-domain Review Ef-
ficiency is Figure 4. Additionally, we also report
results on the Review Effectiveness metric (intro-
duced in Section A.2) in Figures 13-14. Similiar
to Review Efficiency, we find little difference in
performance between different uncertainty models,
and that the uncertainty-based policy outperforms
toxicity-based policy especially in the low review
capacity setting.
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Figure 5: In-domain reliability diagrams for deterministic models and SNGP models with cross-entropy (XENT)
and focal cross-entropy.
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Figure 6: Reliability diagrams for deterministic models and SNGP models with cross-entropy (XENT) and focal
cross-entropy on the CivilComments dataset.

MODEL (TEST) AUROC ↑ AUPRC ↑ ACC. ↑ ECE ↓ BRIER ↓ CALIB. AUROC ↑ CALIB. AUPRC ↑

X
E

N
T

DETERMINISTIC 0.9734 0.8019 0.9231 0.0245 0.0548 0.9230 0.4053
SNGP 0.9741 0.8029 0.9233 0.0280 0.0548 0.9238 0.4063
MC DROPOUT 0.9729 0.8006 0.9274 0.0198 0.0508 0.9282 0.4020
DEEP ENSEMBLE 0.9738 0.8074 0.9231 0.0235 0.0544 0.9245 0.4045
SNGP ENSEMBLE 0.9741 0.8045 0.9226 0.0281 0.0549 0.9249 0.4158

F
O

C
A

L

DETERMINISTIC 0.9730 0.8036 0.9476 0.1486 0.0628 0.9405 0.3804
SNGP 0.9736 0.8076 0.9455 0.0076 0.0388 0.9385 0.3885
MC DROPOUT 0.9741 0.8076 0.9472 0.1442 0.0622 0.9425 0.3890
DEEP ENSEMBLE 0.9735 0.8077 0.9479 0.1536 0.0639 0.9418 0.3840
SNGP ENSEMBLE 0.9742 0.8122 0.9467 0.0075 0.0379 0.9400 0.3846

Table 2: Metrics for models on the Wikipedia Talk corpus (in-domain testing environment), all numbers are av-
eraged over 10 model runs. XENT and Focal indicate models trained with the cross-entropy and focal losses,
respectively. The best metric values for each loss function are shown in bold.

MODEL (DEPLOYMENT) AUROC ↑ AUPRC ↑ ACC. ↑ ECE ↓ BRIER ↓ CALIB. AUROC ↑ CALIB. AUPRC ↑

X
E

N
T

DETERMINISTIC 0.7796 0.6689 0.9628 0.0128 0.0246 0.9412 0.3581
SNGP 0.7695 0.6665 0.9640 0.0070 0.0253 0.9457 0.3660
MC DROPOUT 0.7806 0.6727 0.9671 0.0136 0.0241 0.9502 0.3707
DEEP ENSEMBLE 0.7849 0.6741 0.9625 0.0141 0.0242 0.9420 0.3484
SNGP ENSEMBLE 0.7749 0.6719 0.9633 0.0076 0.0248 0.9463 0.3655

F
O

C
A

L

DETERMINISTIC 0.8013 0.6766 0.9795 0.1973 0.0377 0.9444 0.3018
SNGP 0.8003 0.6820 0.9784 0.0182 0.0264 0.9465 0.3181
MC DROPOUT 0.8009 0.6790 0.9790 0.1896 0.0360 0.9481 0.3185
DEEP ENSEMBLE 0.8041 0.6814 0.9795 0.1998 0.0381 0.9461 0.3035
SNGP ENSEMBLE 0.8002 0.6827 0.9790 0.0176 0.0266 0.9481 0.3212

Table 3: Metrics for models on the CivilComments corpus (out-of-domain deployment environment), all numbers
are averaged over 10 model runs. XENT and Focal indicate models trained with the cross-entropy and focal losses,
respectively. The best metric values for each loss function are shown in bold.
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Figure 7: Oracle-model collaborative AUPRC as a function of review fraction, trained with cross-entropy (left)
or focal loss (right) and evaluated on Wikipedia Toxicity corpus (in-domain test environment). Solid Line:
uncertainty-based strategy. Dashed Line: toxicity-based strategy. Overall, the SNGP Ensemble with focal loss
using the uncertainty review performs best across all α. Restricted to cross-entropy loss, the Deep Ensemble us-
ing uncertainty-based review performs best until α ≈ 0.1, when some of the toxicity-based reviews (e.g. SNGP
Ensemble) begin to outperform it.
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Figure 8: Oracle-model collaborative AUPRC as a function of review fraction, trained with cross-entropy (left) or
focal loss (right) and evaluated on CivilComments corpus (out-of-domain deployment environment). Solid Line:
uncertainty-based strategy. Dashed Line: toxicity-based strategy. Similar to the out-of-domain OC-AUROC
results in Figure 3, of the models trained with cross-entropy loss the Deep Ensemble performs best. Training with
focal loss yields a small baseline improvement, but surprisingly results in the SNGP Ensemble performing best.
The uncertainty-based review strategy uniformly outperforms toxicity-based review, though the difference is small
when training with focal loss.
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Figure 9: Oracle-model collaborative accuracy as a function of review fraction, trained with cross-entropy (left)
or focal loss (right) and evaluated on Wikipedia Toxicity corpus (in-domain test environment). Solid Line:
uncertainty-based strategy. Dashed Line: toxicity-based strategy. Focal loss yields a significant improvement,
equivalent to using a 10% review fraction with cross-entropy. For most review fractions (below α = 0.1), MC
Dropout using the uncertainty review strategy performs trained with cross-entropy, while overall the Deep Ensem-
ble with focal loss (again using the uncertainty review) performs best. For large review fractions (α > 0.1), the
toxicity-based review in fact outperforms the uncertainty review.
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Figure 10: Oracle-model collaborative accuracy as a function of review fraction, trained with cross-entropy (left) or
focal loss (right) and evaluated on CivilComments corpus (out-of-domain deployment environment). Solid Line:
uncertainty-based strategy. Dashed Line: toxicity-based strategy. Training with cross-entropy, MC Dropout using
uncertainty-based review performs best until the SNGP Ensemble using the toxicity-based review overtakes it at
α = 0.05. Training with focal loss gives significant baseline improvements (by mitigating the class imbalance
problem); the Deep Ensemble is best for small α while the SNGP Ensemble is best for large α. Despite these
baseline improvements, they appear to come at a cost of collaborative accuracy in the intermediate region around
α ≈ 0.05, where the SNGP Ensemble trained with cross-entropy briefly performs best overall, apart from that
region the models with focal loss and the uncertainty-based review perform best (Deep Ensemble for α ≤ 0.02,
SNGP Ensemble for α ≥ 0.1).
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Figure 11: Review efficiency as a function of review fraction, trained with cross-entropy (left) or focal loss (right)
and evaluated on Wikipedia Toxicity corpus (in-domain test environment). Solid Line: uncertainty-based strategy.
Dashed Line: toxicity-based strategy. This is the only plot for which we observe a major crossover: training
with cross-entropy, the efficiency for toxicity-based review spikes above the uncertainty-based review efficiency at
α = 0.02 before converging back toward it with increasing α. There is no corresponding crossover when training
with focal loss; rather, the efficiencies of the two strategies converge at α = 0.02 instead.

10−3 10−2 10−1
Review fractio  α

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Re
vi
ew

 E
ffi
cie

 c
y

Review Efficie cy (XENT OO-Domain)

Deterministic
SNGP
MC Dropout
Deep Ensemble
SNGP Ensemble

10−3 10−2 10−1
Review fracti n α

0.0

0.1

0.2

0.3

0.4

0.5

0.6

Re
vi
ew

 E
ffi
cie

nc
y

Review Efficiency (Focal OO-Domain)

Deterministic
SNGP
MC Dropout
Deep Ensemble
SNGP Ensemble

Figure 12: Review efficiency as a function of review fraction, trained with cross-entropy (left) or focal loss (right)
and evaluated on CivilComments corpus (out-of-domain deployment environment). Solid Line: uncertainty-based
strategy. Dashed Line: toxicity-based strategy. This is the only plot for which we observe a major crossover:
training with cross-entropy, the efficiency for toxicity-based review spikes above the uncertainty-based review
efficiency at α = 0.02 before converging back toward it with increasing α. There is no corresponding crossover
when training with focal loss; rather, the efficiencies of the two strategies converge at α = 0.02 instead.
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Figure 13: Review effectiveness as a function of review fraction, trained with cross-entropy (left) or focal loss
(right) and evaluated on Wikipedia Toxicity corpus (in-domain test environment). Solid Line: uncertainty-based
strategy. Dashed Line: toxicity-based strategy. There is little difference between models here: the uncertainty-
based review strategy successfully catches more incorrect model decisions until α ≈ 0.15.
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Figure 14: Review effectiveness as a function of review fraction, trained with cross-entropy (left) or focal loss
(right) and evaluated on CivilComments corpus (out-of-domain deployment environment). Solid Line: uncertainty-
based strategy. Dashed Line: toxicity-based strategy. Here, the uncertainty review performs better until a crossover
at α ≈ 0.02, much lower than in Figure 4. The SNGP Ensemble performs best with either cross-entropy or focal
loss (slightly better with cross-entropy).
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Abstract

As socially unacceptable language become
pervasive in social media platforms, the need
for automatic content moderation become
more pressing. This contribution introduces
the Dutch Abusive Language Corpus (DALC
v1.0), a new dataset with tweets manually an-
notated for abusive language. The resource ad-
dress a gap in language resources for Dutch
and adopts a multi-layer annotation scheme
modeling the explicitness and the target of
the abusive messages. Baselines experiments
on all annotation layers have been conducted,
achieving a macro F1 score of 0.748 for binary
classification of the explicitness layer and .489
for target classification.

1 Introduction

The growth of online user generated content
poses challenges to manual content moderation
efforts (Nobata et al., 2016). In a 2016 Euro-
barometer survey, 75% of people who follow or
participate in online discussions have witnessed or
experienced abuse, threat, or hate speech.1 The
increasing polarization of online debates and con-
versations, together with the amount of associated
toxic and abusive behaviors, call for some form of
automatic content moderation. Currently, the main-
stream approach in automatic content moderation
uses reactive interventions, i.e., blocking or delet-
ing ‘bad’ messages (Seering et al., 2019). There
is an open debate on its efficacy (Chandrasekharan
et al., 2017) and on the risks of perpetrating bias
and discrimination (Sap et al., 2019). Alternative,
less drastic, and more interactive methods have
been proposed, such as the generation of counter-
narratives (Chung et al., 2019). In either case, the
first step towards full or semi-automatic moder-
ation is the detection of potentially abusive lan-

1https://what-europe-does-for-me.eu/
en/portal/2/H19

guage. Such step relies on language-specific re-
sources to train tools to distinguish the “good” mes-
sages from the harmful ones. As a contribution in
this direction, we have developed the Dutch Abu-
sive Language Corpus, or DALC v1.0, a manually
annotated corpus of tweets for abusive language
detection in Dutch.2 The resource is unique in the
Dutch-speaking panorama because of the approach
used to collect the data, the annotation guidelines,
and the final data curation.

DALC is compatible with previous work on abu-
sive language in other languages (Waseem and
Hovy, 2016a; Papegnies et al., 2017; Founta et al.,
2018; Mishra et al., 2018; Davidson et al., 2019;
Poletto et al., 2020) but presents innovations both
with respect to the application of the label “abusive”
to messages and the adoption of a multi-layered
annotation to distinguish the explicitness of the abu-
sive message and its target (Waseem et al., 2017).

Our contributions can be summarized as follows:

• the promotion of a bottom-up approach to
collect potentially abusive messages com-
bining multiple strategies in an attempt to
minimize biases that may be introduced by
developers;

• the release of a manually annotated corpus
for abusive language detection in Dutch,
DALC v1.0;

• a series of baseline experiments using dif-
ferent architectures (i.e., a dictionary based
approach, a Linear SVM, a Dutch transformer-
based language model) showing the complex-
ity of the task.

2The corpus, the annotation guidelines, and the baselines
models are publicly available at https://github.com/
tommasoc80/DALC
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2 Related Work

Previous work on abusive language phenomena and
behaviors is extensive and varied. However, limita-
tions exist and they mainly concentrate along three
dimensions: (i) definitions; (ii) data sources and
collection methods; and (iii) language diversity.

The development of automatic methods for
detecting forms of abusive language has been
rapid and has seen a boom of definitions, la-
bels, and phenomena being investigated, includ-
ing racism (Waseem and Hovy, 2016a; Davidson
et al., 2017, 2019), hate speech (Alfina et al., 2017;
Founta et al., 2018; Mishra et al., 2018; Basile
et al., 2019), toxicity3 and verbal aggression (Ku-
mar et al., 2018), misogyny (Frenda et al., 2018;
Pamungkas et al., 2020; Guest et al., 2021), and
offensive language (Wiegand et al., 2018; Zampieri
et al., 2019a; Rosenthal et al., 2020). Variations in
definitions and in annotation guidelines have given
rise to isolated datasets, limiting the portability of
trained systems and reuse of resources (Swamy
et al., 2019; Fortuna et al., 2021). Comprehensive
frameworks that integrate and harmonize the vari-
ety of definitions and investigate the interactions
across the annotated phenomena are still at early
stages (Poletto et al., 2020). DALC v1.0 is compat-
ible with existing definitions of abusive language
and promotes a multi-layered annotation scheme
compatible with previous initiatives, with a special
attention to the reusability of datasets.

Collecting good representative data for abusive
language is a challenging task. The majority of ex-
isting datasets focuses on messages from social me-
dia platforms, with Twitter being the most used Vid-
gen and Derczynski (2021). Unlike other language
phenomena, e.g., named entities, abusive language
is less widespread and cannot be easily captured
by means of random sampling. Schematically,
we identify three major methods to collect data:
namely: (i) use of communities (Tulkens et al.,
2016; Del Vigna et al., 2017; Merenda et al., 2018;
Kennedy et al., 2018) which targets online com-
munities known to be more likely to have abusive
behaviors; (ii) use of keywords (Waseem and Hovy,
2016b; Alfina et al., 2017; Sanguinetti et al., 2018;
ElSherief et al., 2018; Founta et al., 2018), where
manually compiled lists of words corresponding ei-
ther to potential targets (e.g, “women”, “migrants”,
a.o.) or profanities are employed; (iii) use of seed

3The Toxic Comment Clas- sification Challenge https:
//bit.ly/2QuHKD6

users (Wiegand et al., 2018; Ribeiro et al., 2018),
which collects messages from users that have been
identified to post abusive texts via some heuristics.
Each of these methods has advantages and disad-
vantages. For instance, the use of keywords may
create denser datasets, but at the same time risks
of developing biased data are very high (Wiegand
et al., 2019). Furthermore, according to the spe-
cific platform used, some of the methods cannot
be reliably applied. For instance, in a platform
like Twitter targeting online communities is not
trivial. Recently, refinements have been proposed
to address limitations of each approach. In some
cases controversial posts, videos or keywords are
used as proxies for communities (Hammer, 2016;
Graumans et al., 2019), in other cases hybrid ap-
proaches are proposed by combining keywords and
seed users (Basile et al., 2019), others exploit plat-
form pre-filtering functionalities (Zampieri et al.,
2019a). DALC v1.0 integrates different bottom-up
approaches to collect data providing a first cross-
fertlization attempt across two social media plat-
forms and paying attention to minimize the intro-
duction of biases.

Vidgen and Derczynski (2021) provides a com-
prehensive survey covering 63 datasets all targeting
a specific abusive phenomenon/behavior. The ma-
jority of them (25 datasets) is for English, with a
long tail of other languages mostly belonging to the
Indo-European family, although limited in their di-
versity. The lack of publicly available datasets for
any Sino-Tibetan, Niger-Congo, or Afro-Asiatic
languages is striking.

When it comes to abusive language datasets,
Dutch is less-resourced. Notable previous work
has been conducted by Tulkens et al. (2016) who
developed a dataset and systems for detecting racist
discourse in Dutch social media. DALC v1.0 dif-
ferentiates because it is a “generic” resource for
abusive language where all possible types of abu-
sive phenomena are valid. This leaves room to
refinement in the proposed corpus to investigate
potential sub-types of abusive phenomena and their
associated linguistic devices.

3 Data Collection

DALC v1.0 is based on a sample of a large on-
going collection of Twitter messages in Dutch at
the University of Groningen (Tjong Kim Sang,
2011). For its construction, rather than focusing
individually on any of the mentioned approaches,
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we propose a combination of three methods that
only partially overlap with previous work.

Keyword extraction The first method is based
on van Rosendaal et al. (2020), where keyword
collection is refined via cross-fertilization between
two social media platforms, namely Reddit and
Twitter. Controversial posts from the subreddit
r/thenetherlands, the biggest Reddit com-
munity in Dutch, at specific time periods are
scraped, and a list of unigram keywords is extracted
using TF-IDF. The top 50 unigrams are used as
search terms in the corresponding time period in
Twitter. This approach avoids the introduction of
bias from the developers in the compilation of lists
of search term. Obtaining them from controversial
posts in Reddit may lead to denser samples of data
in Twitter for abusive language phenomena.

We identified 8 different time periods between
2015 and 2020. We include both periods of time
that may contain “historically significant events”
(e.g., the Paris Attack in November 2015; the Dutch
General Election in March 2017; the Sinterklaas
intocht in December 20218; the Black Lives Mat-
ter protests after the killing of George Floyd in
August 2020) and random time periods where no
major events occurred, at least to our knowledge
(e.g., April 2015; June 2018; May and Septem-
ber 2019). This results in a total of 12,884,560
retrieved tweets.

To ease the annotation process, we have sampled
the retrieved data in smaller annotations batches.
From each time period, we have generated samples
of 10k messages composed as follows: 5k mes-
sages are randomly sampled, while the remaining
5k (non-overlapping) messages are extracted using
two Dutch lexicon of potentially offensive/hateful
terms, namely HADES (Tulkens et al., 2016) and
HurtLex v1.2 (Bassignana et al., 2018). The ac-
tual manual annotation is performed on randomly
extracted batches of 500 messages each. Table 1
provides an overview of the number of messages
extracted per time period and the amount that has
been manually annotated.

Geolocation The second method is inspired by
previous work showing that in the Western areas
of the (north hemisphere of the) world hatred mes-
sages tend to be more frequent in geographical
areas that are economically depressed and where
disenfranchised communities live (Medina et al.,

2018; Gerstenfeld, 2017).4 We use data from the
Dutch Centraal Bureau voor de Statistiek (CBS)
about unemployment to proxy such communities in
the Netherlands, identifying two provinces: Zuid-
Holland and Groningen.5 We develop a set of
heuristics, including the use of city names in these
two provinces, to randomly collect messages from
these areas. This is needed since the geolocation of
the users is optional and does not have a fixed for-
mat. We managed to successfully extract 356,401
messages that can be reliably assigned to one of the
two provinces. Similar to the keywords method, a
sample of 5k messages is extracted using the lexi-
cons and an additional 5k randomly. Four batches
of 500 instances each have been manually anno-
tated.

Seed users The last method uses seed users. We
manually compile an ad-hoc list of 67 profanities,
swearwords, and slurs by extending our lexicons.
We then search for messages containing any of
these elements in a ten-day window in December
2018 (namely 2018-11-12 – 2018-11-22). This re-
sults in a total of 3,105,833 messages. We rank
each users according to the number of messages
containing at least one of the target words. We
select the top 50 users as seed users. We then ex-
tract for each of the selected user a maximum of
100 messages in a different time period, namely be-
tween May and June 2020, for a total of 5k tweets.
Contrary to the other two methods, we directly cre-
ated batches of 500 messages each for the manual
annotation.

Since we are interested in original content, all mes-
sages sampled for the manual annotation do not
contain retweets.

4 Annotation and Data Curation

DALC v1.0 has been manually annotated using
internally developed guidelines. The guidelines
provides the annotators with a definition of abu-
sive language that refines proposals in previous
work (Papegnies et al., 2017; Founta et al., 2018;
Caselli et al., 2020). In particular, abusive language
is defined as:

impolite, harsh, or hurtful language (that may
contain profanities or vulgar language) that
result in a debasement, harassment, threat, or

4See also https://bit.ly/3aDqoLd.
5https://bit.ly/2RPGSt5
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Time Period Related Event Extracted Annotated

12-22 November 2015 Paris Attack 631,041 1,824
07-17 March 2017 Dutch Parliament Elections 265,256 1,824
April 2017 n/a 1,769,426 2,563
12-22 November 2018 Intoch[Arrival] Sinterklaas 377,007 526
June 2018 n/a 1,985,337 2,514
August 2020 Protests/BLM 733,985 3,128
May 20219 n/a 4,390,695 2,504
September 2019 n/a 2,731,813 2,504

Table 1: DALC v1.0 - Keywords: overview of the data collected and annotated

aggression of an individual or a (social) group,
but not necessarily of an entity, an institution,
an organization, or a concept.

Notably, this definition requires that an iden-
tifiable target must be present in the message to
qualify as potentially abusive. This is a necessary
requirement in our definition and it also helps us to
discriminate abusive language from more generic
phenomena like offensive language, forms of harsh
criticism, and other socially unacceptable language
phenomena. We have specifically introduced harsh
criticism to restrict the application of the abusive
language label. Indeed expressing heavy criticisms
against an institution (e.g., the E.U. Commission,
or a government) may result in inappropriate and
offensive language but it does not entail being abu-
sive. Exceptions, however, hold: cases of synec-
doches where an institution, an entity, or a concept
are used to attack the members of a social group
are considered instances of abusive language.

Following Waseem et al. (2017) and Zampieri
et al. (2019a) we perform a multi-layered anno-
tation distinguishing the levels of explicitness of
the abusive messages and the targets. Explicitness
combines three factors: (i) the surface evidence of
the message; (ii) the assumed intentions of the user
(i.e., is the message debasing someone?); and (iii)
its effects on the receiver(s) (i.e., can the message
be perceived as debasing by a targeted individual
or a community?). While the last two factors (inten-
tions and effects) help to identify the abusiveness
nature of the message, the surface forms is essential
to distinguish overtly abusive messages from more
subtle forms. A distinguishing criterion, in fact,
is the presence of profanities, slurs, and offensive
terms. We define three values:

• Explicit (EXP): A message is marked as ex-
plicit if it is interpreted as potentially abusive
and if it contains a profanity or a slur;

• Implicit (IMP): A message is marked as im-
plicit if it is interpreted as potentially abusive
but it DOES NOT contain any identifiable pro-
fanity or slur;

• Not abusive (NOT): A message is marked as
a not abusive if it is interpreted as lacking an
intention of the user to debase/harass/threat a
target and there is no debasing effect on the re-
ceiver. The mere presence of a profanity does
not provide sufficient ground for annotating
the message as abusive.

A further differentiating criteria is that all mes-
sages where the author debases or offends him-
/herself (e.g., messages that contain the first person
singular or plural pronoun) are considered as not
abusive

The target layer makes explicit to whom the mes-
sage is directed. We reuse the values and defini-
tions from Zampieri et al. (2019a). In particular,
we have:

• Individual (IND): any message that targets
a person, being it named or unnamed, or a
famous person;

• Group (GRP): any message that targets a
group of people considered as a unity because
of ethnicity, gender, political affiliation, reli-
gion, disabilities, or other common properties;
and

• Other (OTH): any abusive message that ad-
dresses an organisation, an institution, or a
concept. Instances of synecdoches are marked
with this value rather than with group.

The annotation has been conducted in two
phases. Phase 1 (March–May 2020) has seen five
annotators, all bachelor students in Information Sci-
ence. The students conducted the annotation of the
data as part of their bachelor thesis project. Phase 2
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(November–December 2020) has been conducted
by one master student in Information Science with
previous experience in this task. All annotators are
native speakers of Dutch. More details are reported
in the Data Statement A.

During Phase 1, we validate the annotation
guidelines by means of a pairwise inter-annotator
agreement (IAA) study on two independent sub-
sets of 100 messages each. The first sample is
obtained using the keyword method and the second
using the geolocation. For the keywords sample,
Cohen’s kappa is 0.572 for the explicitness and
0.670 for the target. For the geolocation sample,
the kappa for explicitness is comparable (0.522)
although that for target is lower (0.466). The re-
sults are comparable previous work (Caselli et al.,
2020) indicating substantial agreement. Cases of
disagreement have been discussed between the an-
notators and resolved. The data used for the IAA
has been integrated in DALC v1.0. No IAA has
been computed for the messages collected using
seed authors. In phase 2 we further expanded the
initial data annotation.

The final corpus has been manually curated by
one of the authors of this paper. The data curation
phase focuses on the creation of the Train, Dev,
Test splits in such a way that there is no overlap for
time periods and, most importantly, users. Table 2
reports an overview of the data of each split and
the number of annotated messages included.

Split Data Source Messages Included

Train

Paris Attack 1,051
Dutch Parliament Election 996
Protests/BLM 1,767
Seed users 2,060 (+58)

Dev

Paris Attack 109
Dutch Parliament Election 90
Protests/BLM 156
Seed users 196 (+6)

Test

Intoch Sinterklass 121
April 2017 266
June 2018 333
May 2019 307
September 2019 323
Seed users 258 (+54)

Table 2: DALC v10: distribution of the sources across
Train, Dev, Test. Numbers in parentheses indicate ad-
justments to prevent data overlap.

Overall, DALC v1.0 contains 8,156 tweets.
In each split, the abusive messages correspond
roughly to 1/3 of the messages. Maintaining this
balance is not a trivial task. As it appears from Ta-

ble 2, the different methods we used to collect the
data results in different proportions of messages.
Concerning the use of keywords, the combination
of controversial keywords and historically relevant
events works best, i.e., returns more densely an-
notated batches for the positive class, than the use
of controversial keywords in random time periods.
The geolocation method has been excluded due to
the extremely low number of messages belonging
to the positive class. Furthermore, a closer inspec-
tion revealed that these messages could be easily
aggregated by their authors. We thus merge them
with the seed users. Indeed, seed users results as
the most successful method. Out of 5,000 mes-
sages collected, we managed to annotate and keep
2,520 of them. Excluding the merged users from
the geolocation data, the Train/Dev split contains
38 unique users with an average of 54 messages
each. On the other hand, the Test set contains 11
unique users and 23 messages each on average. To
avoid any possibility of data overlap, we check that
no message retrieved using the keyword method in
one data split (e.g. Train) belongs to a seed users in
a different data split (e.g., Test). For instance, we
have found that 8 messages from the Paris Attack
source have the same seed users of the test split.
Only 118 messages were involved in these adjust-
ments. In Table 2 we have marked these changes
by showing the additional messages in parenthesis
next to the seed users rows.

Table 3 shows DALC v1.0’s label distribution
per split. Overall, 1,879 messages have been an-
notated as containing forms of abusive language.
The majority of them, 65.40%, has been classified
as explicit. When focusing on the Train and Test
splits, the most remarkable difference concerns the
number of abusive messages labeled as implicit:
38.25% vs. 28.10%, respectively. As for the targets,
the majority is realized by IND (55.18%) followed
by GRP (34.64%) and OTH (10.69%). Interest-
ingly, the distributions of the target is comparable
to that of other datasets in other languages such as
OLID (Zampieri et al., 2019a).

The average length of a message in DALC v1.0
is 25.94 words. Tokenization has been done by
using the Dutch tokenizer available in SpaCy (Hon-
nibal et al., 2020). In general, abusive messages
are significantly6 longer than the non abusive ones,
with an average of 27.58 words compared to 22.77.
While the differences between explicit and implicit

6Statistical test: Mann-Whitney Test; p < 0.05
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Split Explicitness Target

EXP IMP NOT IND GRP OTH
Train 699 443 4,564 634 399 109
Dev 72 38 439 62 33 15
Test 458 179 1,264 341 219 77

Total 1,229 660 6,267 1,037 651 201

Table 3: DALC v1.0: Distribution of Train, Dev, and
Test splits for explicitness and target.

messages are basically non existent in the Train
split, we observe significantly7 longer implicit mes-
sages in the test data, with an average of 27.99
words against the 24.16 of the explicit ones. Stan-
dard deviations suggest that the length of the mes-
sages is skewed both in training and test for the
three classes, with values ranging between 16.23
(EXPLICIT) and 13.71 (NOT) in Train, and 15.57
(IMPLICIT) and 14.03 (NOT) in Test.

We further investigate the composition of the
DALC v1.0 by analysing the top 50 keywords per
class between the Train and Test distributions by
applying a TF-IDF approach. Table 4 illustrates
a sample of the extracted keywords. As expected,
clear instances of profanities and slurs appear in the
EXP class. The IMP class does not present surface
cues linked to specific lexical items. Actually, with-
out knowing the class label and simply comparing
the keywords, it is impossible to distinguish the
IMP messages from those labeled as NOT. A fur-
ther take-away of the keyword analysis is the lack
of prevalence of any topic specific items (Wiegand
et al., 2019). This, however, does not necessarily
means that DALC v1.0 does not contain biases:
indeed, the messages are not equally distributed
across the time periods and seed users. On the
other hand, our inspection of keywords has shown
the lack of topic-specific keywords across the three
classes.

We complete our analysis by exploring the sim-
ilarities and differences between Train and Test
splits. We investigate these aspects by means of
two metrics: the Jensen-Shannon (J-S) divergence
and the Out-of-Vocabulary rate (OOV). The J-S di-
vergence assesses the similarity between two prob-
ability distributions, q and r. On the other hand,
the OOV rate helps in assessing the differences
between the Train and Test splits as it highlights
the percentage of unknown tokens. We obtain a
J-S score of 73% and an OOV rate of 64.6%. This

7Statistical test: Mann-Whitney Test; p < 0.05

means that while the Train and Test distributions
are quite similar to each other, the gap in terms of
lexical items between the two is quite large. This
supports the validity of our data curation approach
where overlap between Training and Test split is
not allowed.

5 Baselines

We present a set of baseline experiments that ac-
company the release of DALC v1.0 for the two
annotation layers. For the explicitness layer, we
first experiment a simplified setting by framing the
problem as a binary classification task. In this set-
ting the distinction between EXP and IMP labels
is collapsed into a new unique value for all abusive
messages (i.e., ABU). The follow-up experiment,
on the other hand, maintains the fine-grained dis-
tinction in the three classes (i.e., EXP vs. IMP vs.
NOT).

For the target layer no simplification of the labels
is possible since each oh them identified a specific
referent. Thus, target experiments preserve the
original three labels (i.e., IND vs. GRP vs. OTH).

In all experiments we adopt a common pre-
processing of the data. All user mentions and
links to external web pages are replaced with ded-
icated placeholders symbols, respectively USER
and URL. Emojis are replaced with their corre-
sponding text using the emoji package. Hashtags
symbols have been removed but we have not split
hashtags composed by multiple words in separate
tokens.

The models are trained on the Train split and
evaluated on the held out Test set. The Dev split
is used for parameter tuning. As illustrated in Ta-
ble 3, the distributions of the labels in the classes
for both annotation layers is unbalanced. We thus
evaluate and compare our models using the macro-
average F1. Furthermore, we report Precision and
Recall for each class. In each annotation layer, we
compare the models to a majority class baseline
(MFC).

Abusive vs. Not Abusive This binary setting al-
lows to test the classification abilities of different
architectures in a simplified setting. It also pro-
vides evidence of the complexity of the task given
the lack of overlap across time periods and seed
users between Train and Test.

We experimented with three models. The first is
a dictionary-based approach. The approach is very
simple: given a reference dictionary of profanities,
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Train Test

EXP IMP NOT EXP IMP NOT

sod*****er kansloze schaambeek spoort ha fashion******sisters
lelijkerd huilie onderbuikonzin huilie stap boekenkast
ontslaan nakijken maradonny arrogante iek hierzo

ha lijk jood mal**** schaapskleren tuu
st***** slimste haarpijn la**e aantonen kúnnen
sowieso dissel geboorteplaats blind fuhrer ouuuuttttttt

f***head stem huurauto k*****stad trapt och
paras***** binnenlaten spinnend gebruik dommie penny

k*t jaily leukkkk k****r verhaal nieuwjaar
uitgemergelde gestraft afloopt gebruikte rollen supermooi

Table 4: DALC v1.0: Top 10 keywords per class in Train and Test. Explicitly offensive/abusive content have been
masked with ∗

abusive terms, slurs in Dutch, if any message con-
tains one or more of the terms in the dictionary, then
it is labeled as abusive (i.e., ABU). We have cre-
ated a new lexicon of 847 potentially abusive term
by refining the original Dutch entries in HurtLex
v1.2 (Bassignana et al., 2018) and integrating the
list with 256 culturally specific terms. In particu-
lar, most of the new entries concerned names of
diseases (e.g., kanker [cancer]) that in Dutch are
commonly used to debase or harass people. Each
term has also been classified as belonging to one
of two macro-categories, namely “negative stereo-
types” (representing 45.1% of the entries) and “hate
words and slurs beyond stereotypes” (including the
remaining 54.9% of the entries). The list has not
been extended with additional terms from the EXP
messages in the Train split of DALC v1.0.

The second model is a Linear Support Vector Ma-
chine (SVM) model. We used the available imple-
mentation in scikit-learn (Pedregosa et al.,
2011). Each message is represented by a TF-IDF
vector combining word and character ngrams. We
run a grid search to find the best ngram combina-
tion and parameter tuning. The final configuration
uses bigrams and character ngrams in the range
3–5, a C values of 1.0, and removal of stopwords.

The last model is based on a monolingual Dutch
pre-trained language model, BERTje (de Vries
et al., 2019), available through the Hugging
Face transformers library.8 The model is fine
tuned for five epochs, with a standard learning rate
of 2e-5, AdamW optimizer (with eps equals to
1e-8), and batch size of 32.

The results of the experiments are reported in
Table 5. All models outperform the MFC baseline,

8https://huggingface.co/GroNLP/
bert-base-dutch-cased

System Class Precision Recall Macro-F1

MFC ABU 0 0 0.399NOT 0.664 1.0

Dictionary ABU 0.716 0.433 0.685NOT 0.761 0.913

SVM ABU 0.858 0.323 0.655NOT 0.740 0.973

BERTje ABU 0.850 0.500 0.748NOT 0.791 0.955

Table 5: DALC v1.0: Binary classification. Best scores
in bold.

however, the task proves to be challenging. BERTje
obtains by far the best results with a macro F1 of
0.748. Quite surprisingly, the Dictionary model has
more competitive results than the SVM. The gap in
scores can be explained by the large OOV rate be-
tween Train and Test split. SVMs usually are very
competitive models but one of their shortcoming
is the heavy dependence on a shared vocabulary
between training and test distributions. A further
element of attention is the low Recall that all mod-
els have for the positive class. While this behavior
is expected due to the unbalanced distributions of
the classes, we claim that this is an additional cue
with respect to the data distribution of DALC v1.0.

To further confirm this intuition, we ran an addi-
tional set of experiments on a different data split.
We maintained exactly the same amount of mes-
sages and distribution in the classes. On the other
hand, we did allow for overlap across time periods
and seed users. The OOV rate between Train and
Test splits drops to 55.21%. At the same time, by
re-running the experiments with the same settings
for all models, the Dictionary model is the weak-
est, with a macro F1 of 0.680. On the other hand,
the Linear SVM achieves competitive results when
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compared to BERTje (macro F1 of 0.749 vs. 0.786,
respectively).

Explicit vs. Implicit For the fine-grained classi-
fication, we compare only two architectures, the
linear SVM and BERTje. As already stated, this is
a more challenging setting namely due to a com-
bination of factors such as the number of classes,
the data distributions, and the class imbalance. The
grid search for the SVM confirmed the same set-
tings as for the binary experiment. We re-used the
same settings for BERTje. Table 6 summarizes the
results.

System Class Precision Recall Macro-F1

SVM
EXP 0.805 0.270

0.433IMP 0.461 0.033
NOT 0.719 0.986

BERTje
EXP 0.759 0.447

0.561IMP 0.373 0.189
NOT 0.790 0.962

Table 6: DALC v1.0: Explicitness classification. Best
scores in bold.

BERTje is again the model achieving the best
results, with a macro F1 of 0.561. Both models,
however, struggle to correctly classify the IMP mes-
sages correctly. Observing the distribution of the
errors for this class, both models tend to be misclas-
sify the IMP messages as NOT, further confirming
the observations from the keyword analysis. The
increased granularity of the classes has a negative
impact on the performance of the SVM also for
the EXP messages. While Precision is comparable
to the binary setting, the system largely suffers in
Recall. This is not the case for BERTje, where
Precision and Recall for the EXP and NOT classes
are in line with the results of the binary setting. On
the other hand, the results for the IMP classes are
encouraging, although far from being satisfying.

Target Classification Models for this task are
trained to distinguish among the three target
classes: individuals (IND), group(s) (GRP), and
other (OTH). For this experiment the amount of
training data is smaller since only abusive mes-
sages have been used. We experimented with two
models’ architectures only: a Linear SVM and
BERTje. The grid search for the SVM results in the
same settings of for the explicitness layer. When
it comes to BERTje, we apply the same settings:
fine tuninig for five epochs, standard learning rate
of 2e-5, AdamW optimizer (with eps equals to

1e-8), and batch size of 32. Results are reported in
Table 7.

System Class Precision Recall Macro-F1

MFC
IND 0.535 1.00

0.232GRP 0 0
OTH 0 0

SVM
IND 0.693 0.897

0.492GRP 0.698 0.602
OTH 0.285 0.026

BERTje
IND 0.745 0.841

0.498GRP 0.634 0.730
OTH 1.0 0.012

Table 7: DALC v1.0: Target classification. Best scores
in bold.

Both models clearly outperform the MFC base-
line. However, the gap between the two is very
small differently than for the explicitness layer.
Both models struggle with the OTH class. The
lower amount of training examples for this class
(only 109) is a factor the impact the performance.
However, this class is also less homogeneous than
the others. It contains different types of targets such
as institutions, events, and entities that do not fit in
the other two classes. When focusing on the results
for the IND and OTH classes, it seems that models
suffer less when compared to the explicitness layer.
This suggest that there may be a reduced variation
in the expressions of the targets. Finally, the results
are in line with previous work on target detection
in English (Zampieri et al., 2019b).

6 Conclusions and Future Work

This paper introduces DALC v1.0, the first
“generic” resource for abusive language detection
in Dutch. DALC v1.0 contains more thn 8k Twit-
ter messages manually labeled using a multi-layer
annotation scheme targeting the explicitness of the
message and the targets. A further peculiarity of
the dataset is the complete lack of overlap for time
periods and users between Train and Test splits,
making the task more challenging.

The combination of multiple data collection
strategies aims at promoting new bottom-up ap-
proaches less prone to additional biases in the data
other than those from the manual labeling.

DALC v1.0 adopts a definition of abusive lan-
guage and an annotation philosophy compatible
with previous work, paying attention to promote
interoperability across language resources, lan-
guages, and abusive language phenomena.
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The baseline experiments and systems that have
been developed further indicate the challenges of
this dataset. The best results are obtained with a
fine tuned transformer-based pre-trained language
model, BERTje. Fine-grained distinction for the ex-
plicitness layer is particularly difficult for implicitly
abusive messages. Furthermore, target classifica-
tion is a challenging task, with overall macro-F1
below 0.50.

Future work will focus on an in-depth investi-
gation of the errors to identify easy and complex
cases.
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A Data Statement

Data set name: Dutch Abusive Language Corpus
(DALC) v1.0
Data will be released to the public in compliance
with GDPR and Twitter’s Terms of Service.

A. CURATION RATIONALE The corpus is
composed by tweets in Dutch extracted using differ-
ent strategies and covering different time windows.

• Keywords: we have used a cross-platform
approach to identify relevant keywords and
reduce bias that may be introduced in manual
selection of the data. We first identified a
time window in Reddit, extracted all posts
that received a controversial label. We then
identified keywords (unigram) and retained
the top 50 keywords per time window. We
then used the keywords to extract tweets in
corresponding periods. For each time period,
we selected a sample 5,000 messages using
two dictionaries containing know profanities
in Dutch. An additional 5,000 messages are
randomly selected. The messages are then
re-shuffled and annotated.

• Geolocation: following Denti and Faggian
(2019) that show the existence of a correla-
tion between hateful messages and disenfran-
chised and economic poor areas, we selected
two geo-graphical areas (Zuid-Holland and
Groningen) that according to a 2015 study by
the Ducth Buraeu of Statistics (CBS) have the
highest unemployement rates of the country.
We collected 706,044 tweets posted by users
whose location was set to the two target areas.
The amount of messages was further filtered
by removing noise (i.e., messages containing
URLs), dropping to 356,401 tweets. Similarly
to the keywords approach, we further filtered
2,500 messages using one profanity dictionary
and collected an additional 2,500 randomly.

• Authors: we looked for seed users, i.e., users
that are likely to post/use abusive language in
their tweets. We created an ad-hoc list of 67
profanities, swearwords, and slurs and then
searched for messages containing any of these
elements in a ten-day window in December
2018 (namely 2018-11-12 – 2018-11-22), cor-
responding to a moment of heated debate in
the country about Zwarte Piet. We collected
an initial amount of 3,105,833 tweets. We

64



then selected as seed users the top 15, i.e., the
top 15 users who most frequently use in their
messages any of the 67 keywords. For each
of them we further collected a maximum of
100 tweets randomly, summing up to a total
of 1390 tweets

• Dictionaries used: HADES (Tulkens et al.,
2016); HurtLex v1.2 (Bassignana et al., 2018)

Time periods (DD-MM-YYYY):

1 12-11-2015/22-11-2015 (November 2015
Paris attacks);

2 07-03-2017/17-03-2017 (2017 Dutch general
election);

3 12-11-2018/22-11-2018 (Intocht Sinterklaas
2018);

4 2020-08 (protests in solidarity with the Black
Lives Matter movement);

5 2015-04;

6 2018-06

7 2019-05

8 2019-09

B. LANGUAGE VARIETY/VARIETIES
BCP-47 language tag: nl
Language variety description: Netherlands and Bel-
gium (Vlaams)

C. SPEAKER DEMOGRAPHIC N/A
D. ANNOTATOR DEMOGRAPHIC

• Annotator #1: Age: 21; Gender: female;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: BA in In-
formation science

• Annotator #2: Age: 21; Gender: male;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: BA in In-
formation science

• Annotator #3: Age: 21; Gender: male;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: BA in In-
formation science

• Annotator #4: Age: 21; Gender: male;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: BA in In-
formation science

• Annotator #5: Age: 23; Gender: male;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: BA in In-
formation science

• Annotator #6: Age: 24; Gender: male;
Race/ethnicity: caucasian; Native language:
Dutch; Socioeconomic status:n/a Training in
linguistics/other relevant discipline: MA in
Information science

E. SPEECH SITUATION N/A

F. TEXT CHARACTERISTICS Twitter mes-
sages; short messages of max. 280 characters; the
original messages may contain multimedia mate-
rials, external URL links, and mentions of other
users. For all experiments, URLs and users’ men-
tions have been anonymized. Time period of col-
lection illustrated in §A Curation Rationale.

G. RECORDING QUALITY N/A

Data Statements are from the University of Wash-
ington. Contact: datastatements@uw.edu. The
markdown Data Statement we used is from June
4th, 2020. The Data Statement template is based on
worksheets distributed at the 2020 LREC workshop
on Data Statements, by Emily M. Bender, Batya
Friedman, and Angelina McMillan-Major.

B Ethical considerations

Dual use DALC v1.0 and the accompanying
models are exposed to risks of dual use from malev-
olent agents. However, we think that by making
publicly available the resource, documenting the
process behind its creation and the models, we may
mitigate such risks.

Privacy Collection of data from Twitter’s users
has been conducted in compliance with Twitter’s
Terms of Service. Given the large amount of users
that may be involved, we could not collect informed
consent from each of them. To comply with this
limitations, we have made publicly available only
the tweet IDs. This will protect the users’ rights
to delete their messages or accounts. However, re-
leasing only IDs exposes DALC to fluctuations in
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terms of potentially available messages, thus mak-
ing replicability of experiments and comparison
with future work impossible. To obviate to this lim-
itation, we make available another version of the
corpus, DALC Full Text. This version of the cor-
pus allows users to access to the full text message
of all 8,156 tweets. The DALC Full Text dataset is
released with a BY-NC 4.0 licence. In this case, we
make available only the text, removing any infor-
mation related to the time periods or seed users. We
have also anonymized all users’ mentions and exter-
nal URLs. The CC licence is extended with further
restrictions explicitly preventing users to actively
search for the text of the messages in any form. We
deem these sufficient steps to protect users’ privacy
and rights to do research using internet material.
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Abstract

Social media texts such as blog posts, com-
ments, and tweets often contain offensive lan-
guages including racial hate speech comments,
personal attacks, and sexual harassments. De-
tecting inappropriate use of language is, there-
fore, of utmost importance for the safety of the
users as well as for suppressing hateful conduct
and aggression. Existing approaches to this
problem are mostly available for resource-rich
languages such as English and German. In this
paper, we characterize the offensive language
in Nepali, a low-resource language, highlight-
ing the challenges that need to be addressed
for processing Nepali social media text. We
also present experiments for detecting offen-
sive language using supervised machine learn-
ing. Besides contributing the first baseline ap-
proaches of detecting offensive language in
Nepali, we also release human annotated data
sets to encourage future research on this crucial
topic.

1 Introduction

User-generated content on social media and discus-
sion forums has surged with the advent of tech-
nology and the availability of affordable mobile
devices. Users interact on these platforms with
natural language posts and comments on diverse
topics. Such interactions may contain toxic com-
ments or posts that are acutely insulting or harm-
ful to other participants. Such content (foul lan-
guage) typically consists of racial hate speech, per-
sonal attacks, and sexual harassment. Detection of
inappropriate use of language is, therefore, of ut-
most importance. It keeps the discussion healthy
by eliminating foul language and also enhances the
security of the users by suppressing hateful con-
duct and aggression.

∗These authors contributed equally to this work

An approach to filter offensive content is to use
human experts (e.g. moderators) and manually re-
view the posts or comments as soon as they get
posted. However, manual review is almost imprac-
tical and cost-prohibitive, especially when the sys-
tems having large user bases that generate a stream
of content in a short period. In recent years, the
computational linguistics and language technology
communities are actively working on automating
the detection process. Automated effort can pre-
vent foul content from being posted. It can also
flag suspicious content so that human experts mon-
itoring the system can initiate corrective actions.
In this paper, we focus on detecting offensive

language in Nepali. While numerous studies exist
towards automatic detection of offensive content
in resource-rich languages such as English (Gitari
et al., 2015; Burnap andWilliams, 2016; Davidson
et al., 2017; Gambäck and Sikdar, 2017; Waseem,
2016) and German (Schneider et al., 2018; Wiede-
mann et al., 2018; Michele et al., 2018), to our
knowledge, there is no prior work available for a
resource-poor languageNepali. Some studies have
been found for Hindi (Dalal et al., 2014; Bharti
et al., 2017) which is written in the same Devana-
gari script as Nepali. However, due to the differ-
ences in vocabulary, grammar, culture, and ethnic-
ity, systems developed for Hindi do not work for
Nepali. Therefore, our novel work presented in
this paper lays a foundation for detecting offensive
content in Nepali.
The key contributions of this paper are listed as

follows:
• We characterize the offensive languages com-
monly found in Nepali social media.

• We release a human labeled data sets for of-
fensive language detection in Nepali social
media which is available at https://github.
com/nowalab/offensive-nepali.
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• We prescribe novel preprocessing approaches
for Nepali social media text.

• We provide baseline models for coarse-
grained and fine-grained classifications of of-
fensive language in Nepali.

2 Related Work

Detection of hate speech and offensive language
across multiple languages is ramping up in recent
years. This task is typically modeled as a su-
pervised learning problem that requires a set of
human-labeled training examples corresponding to
different target classes. The target classes are the
types of hate speech or offensive language under
the study. Schmidt and Wiegand (2017) provides
a comprehensive survey of the approaches in sev-
eral aspects such as the features used, classification
algorithms, and data sets and annotations.
As mentioned previously, majority of studies on

hate speech and offensive language detection have
been conducted in resource-rich languages such as
English and German. Such research is further fa-
cilitated by recent competitions and shared tasks
that make availability of gold training examples.
Toxic Comment Classification Challenge by Kag-
gle1, for example, provides thousands of human-
labeled examples for detecting toxic behaviors in
Wikipedia comments. Similarly, First Shared Task
on Aggression Identification (Kumar et al., 2018)
for Hindi and English, and Germeval (Wiegand
et al., 2018) for German provide gold data sets
for detecting offensive languages. The former con-
tains 15000 aggression-annotated Facebook posts
and comments each in Hindi and English and the
latter contains over 8000 human annotated tweets
for German.
An example of hate speech detection in En-

glish language is by Burnap and Williams (2016)
who studied the detection in tweets with differ-
ent categories: (a) race (ethnicity), (b) disability,
(c) religion, and (c) sexual orientation and trans-
gender status. Their data set consisted of 1803
tweets related to sexual orientation with 183 in-
stances of offensive or antagonistic content, 1876
tweets related to race with 70 instances of offen-
sive or antagonistic content, and 1914 tweets re-
lated to the disability with 51 instances of offen-
sive or antagonistic content. The authors modeled

1https://www.kaggle.com/c/jigsaw-toxic-comment-
classification-challenge

the hate speech detection as a classification prob-
lem, achieving F-measures of 0.77, 0.75, 0.75, and
0.47 for religion, disability, race, and sexual ori-
entation respectively. Davidson et al. (2017) dif-
ferentiated hate speech from offensive languages.
They classified each English tweet into (a) offen-
sive (b) hate speech and (c) None using different
classifiers. Thousands of tweets were labeled us-
ing CrowdFlower for the training examples. Sev-
eral classifiers were trained using a one-versus-
rest framework in which a separate classifier was
trained for each class and the class label with the
highest predicted probability across all classifiers
was assigned to each tweet. Out of the several
classifiers, logistic regression and support vector
machine performed the best achieving the over-
all precision and recall as 0.91 and 0.90 respec-
tively. However, the precision and recall scores
for the hate class were low ( precision of 0.44 and
recall 0.61), suggesting that the classification of
hate speech is challenging. Similarly, Gambäck
and Sikdar (2017) trained Convolutional Neural
Networks using 6655 Twitter hate-speech data-set
originally created by Waseem (2016) to classify
utterances into (a) Sexism, (b) Racism, (c) Sex-
ism and Racism, and (d) Non-hate speech, achiev-
ing an overall precision, recall, and f-measure as
0.7287, 0.7775, and 0.7389, respectively.
Like in English, detecting offensive languages

in German language has also been increased re-
cently especially due to the shared tasks at Ger-
meval 20182 andGermeval 20193. Germeval 2018
provided 5009 categorized tweets as training data
sets and 3532 as test data sets. It offered two tasks
: (1) a coarse-grained binary classification with
the categories OFFENSIVE and OTHER and (2) a
fine-grained classification with the four categories
PROFANITY, INSULT, ABUSE, and OTHER.
The training data set consists of 66.3% tweets as
OTHER, 20.4% as ABUSE, and 11.9% as IN-
SULT, and only 1.4% as PROFANITY. The best
performing system in task 1, TUWienKBS (Mon-
tani, 2018), received overall precision, recall, and
F-measure of 0.71, 0.65, and 0.68 for OFFENSIVE
and 0.82, 0.86, and 0.84 for OTHER respectively.
The best performing system, uhhLT(Wiedemann
et al., 2018), for the fine-grained task (task 2)
achieved average precision, recall, and f-measure
as 0.56, 0.49, and 0.52, respectively.

2https://projects.fzai.h-da.de/iggsa/germeval-2018/
3https://projects.fzai.h-da.de/iggsa/
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The closest work to ours is the study of linguistic
taboos and euphemisms in Nepali by Niraula et al.
(2020). The authors presented how the offensive
contents are formed in Nepali and also created a re-
source containing a list of common offensive terms
in Nepali. However, they have not addressed the
detection of offensive content itself.

3 Offensive Language in Nepali Social
Media

Hate speech is a communication that disparages
a person or a group based on some characteristic
such as race, color, ethnicity, gender, sexual ori-
entation, nationality, religion, or other character-
istic (Schmidt and Wiegand, 2017). Hate speech
can have strong cultural implications (Schmidt and
Wiegand, 2017) and thus an utterance can be per-
ceived as offensive or not depending on the ob-
server’s cultural background. Besides, the distri-
bution of hate speech can be different in different
countries. For example, a country with a mix of
religions most likely contains more hate speech re-
lated to religions than a country having a singly
dominant religion. Therefore, in this section, we
discuss different kinds of offensive languages that
we observed in Nepali social media.
We reviewed several social media posts and

comments on Twitter, YouTube, Facebook, Blogs,
and News Portals and identified the common hate
speech types. We listed the common types in Ta-
ble 1 with two examples for each. RACIST (OR),
SEXIST(OS), and Other Offensive (OO) (e.g. at-
tack to an individual or organization) are the most
commonly observed offensive language types in
Nepali social media posts. RACIST (OR) and
SEXIST (OS) both are specific cases of offensive
content. We noticed an enormous amount of offen-
sive content (OOs) that is not SEXIST or RACIST.
We can expect more of RACIST comments be-

cause Nepali society is a mix of several ethnic
groups, casts and regions (pahade - people live in
hilly region; madheshi - people live in the south;
ethnic groups - gurung, magar; casts - bahun,
chhetri, dalit, etc.). The social tensions among
these races and ethnic groups are reflected in the
posts and comments.
Hate speeches related to gender and religion are

also observed. Interestingly, we observed the hate
speech towards females the most when compared
with males and the third gender. Targets to Hin-
duism, Islam, Christianity, and Buddhism are the

most common hate speech related to religions. Fur-
thermore, several cases of use of swear words, vio-
lent rhetoric, and personal attack towards individu-
als or organizations are also observed. We catego-
rized them as Other Offensive.

3.1 Challenges in Processing Nepali Social
Media Text

Social media text in any language is very noisy and
contains ad-hoc typos, abbreviations, acronyms,
and hashtags that require a significant amount of
preprocessing. In addition to these challenges,
Nepali natural language processing requires many
other issues to be handled. First, the content can
be written in four different ways as shown in Ta-
ble 1: (a) Nepali text in Devanagari script (b)
Nepali text in Roman script, pronunciation-based,
(c) pure English text, and (d) Mixed script text
that contains both Devanagari and Roman scripts.
In addition, cases of Neglish in which the user
switches between Nepali and English languages
are also found. Furthermore, some interesting
cases of code-switching were also found, mostly
among Hindi, Nepali, Maithili, and English: “सहӄ
बोला भाई” (Translation: rightly said brother), “गԬ ड
night” (Translation: good night)
Second, even when the script is written in

Devanagari (or Roman), there are several ortho-
graphic writing issues one has to deal with while
processing Nepali natural language text. The same
word (such as वोͧӄ) can be written in so many dif-
ferent ways in Devanagari (or in Roman) as they
are pronounced almost the same (refer to Table 2).
Third, Nepali is morphologically rich and com-

plex. The same base verb, मानԬө (to kill) for in-
stance, have different forms (माछԬ ө , माछө सՊ , माछƤ,
माछӤ स, माԋरθ, माԋरवԞͧθ, माԋरनԃछ, माԋरएला, मारԃ छ,
माԋरछԃ , मारԃ छनՊ , माԋरएको, मरԃ को, माԋरθ, नमार, नमानԬө ,
etc.) depending on gender, number, honor and
tense, giving diverse forms for the same base token.
Handling this issue is very crucial for processing
Nepali text.
Fourth, Nepali is a low-resource language be-

cause Nepali natural language processing is in its
infancy. There aren’t adequate resources available
to process the language. For example, there is not
even a list of standard vocabulary words available
to use. Lemmatization of morphologically rich lan-
guages is crucial but currently is not possible for
Nepali. There is no reliable public or commercial
parts-of-speech tagger available.
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S.N Content Type
1 Nepali (Devanagari): मासाला पागल भए जеो छ!

Translation: “massala” it seems he got mad OO
2 Nepali (Transliterated): sale khate aphu matra educated thhanndo rahexa

Translation: “sale” “khate” (pejorative term for people living in urban slum dwellers)
thinks he is the only educated

OO

3 Nepali (Devanagari): पागलՊ बाŻनՊ
Translation: lunatic “bahun” (an upper cast) OR

4 Nepali (Transliterated): Rajako kaam chhodi kamiko dewali
Translation: Going to kami’s festival over king’s assignment – a traditionally non-tabooed
idiom that is considered racist now

OR

5 Nepali (Transliterated): Pothi baseko suhaudaina
Translation: It does not suit a woman to raise her voice (sexist idiom) OS

6 Nepali (Mixed): पԄ सामा बӄîछन कԃ टӇ हŧ sala
Translation: girls get sold with money sala OS

7 Nepali (Transliterated): ma pani bahun hu tara tapaaik ko kuro chhita bujhena
Translation: I am also a bramhin, but I am dissatisfied with your words NO

8 Nepali (Devanagari): याԃ भालԬ हाԃ सर
Translation: Sir, this is a bear NO

Table 1: Examples of common offensive languages found in Nepali social media. Note that they could be typed in
(a) Romanized (2, 4, 5, 7) (b) Devanagari Script (1, 3, 8) and (c) Mixed i.e. Romanized + Devanagari (6). OO =
Other-Offensive, OR = Offensive Racist, OS = Offensive Sexist, NO = Non-offensive

Script Content
English mad witch

Romanized - 1 pagal boksi
Romanized - 2 pagal bokshi

Devanagari - 1 पागल वोͧӄ
Devanagari - 2 पागल वोԞͧ
Devanagari - 3 पागल वोͧӄ
Devanagari - 4 पागल बोԞͧ
Devanagari - 5 पागल बोͦӄ
Devanagari - 6 पागल बोԞͦ

Mixed -1 पागल boksi
Mixed -2 पागल bokshi
Mixed -3 pagal वोͧӄ

Table 2: Different orthographic forms of writing the
text “mad witch”

Fifth, translation of data sets or resources from
other languages to Nepali is not straightforward.
Commercially available language translation ser-
vices are poor in translating contents from other
languages to Nepali. All of these issues make the
processing of Nepali text very challenging.

4 Methodology

In this section, we describe the data collection, data
annotation, and our system to detect offensive lan-

guages in Nepali text.

4.1 Data Collection
Our goal is to create a labeled data set of hate
speech of different types and train machine learn-
ing models using it. Since hate speech appears
relatively less in social media, annotating a large
sample gives just a few offensive contents, mak-
ing the annotation process very laborious and ex-
pensive. To address this problem, researchers ap-
ply different strategies to improve the distribution
of offensive content Zampieri et al. (2019). Fol-
lowing these strategies, we made a pool of com-
ments and posts from the sources in social media
that have higher chances of containing hate speech.
Our pool consists of over 15000 comments and
posts from diverse social media platforms such as
Facebook, Twitter, YouTube, Nepali Blogs, and
News Portals.
For Facebook, we first made a list of potentially

controversial posts posted to a general audience
in open groups and public pages between 2017
and 2019. We then extracted around 7000 com-
ments corresponding to those posts. For Twitter,
we followed a bootstrapping approach as done by
prior arts (Zampieri et al., 2019). For this, we first
created a small list of Nepali words (in both De-
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vanagari and Romanized forms) that have higher
chances of being used in hate speech. The words
themselves are not explicitly offensive but can ap-
pear in hate speech depending on the context of
their use. For example, the words “बाŻन” (bahun -
an upper cast in Nepali society) and “भालԬ ” (bhalu
- bear) are non-offensive by themselves but can
appear in offensive contexts. Offensively, bahun
can be used to insult someone racially based on
their cast, and bhalu can be used to call someone
a prostitute. Using the list of keywords, we per-
formed a targeted search on Twitter and collected
about 4000 tweets, approximately 50 tweets per
word. These tweets enhanced the pool with diverse
and context-sensitive posts. For YouTube, simi-
lar to Facebook, we manually created a list of po-
tentially controversial, non-controversial, and neu-
tral videos, and extracted approximately 3500 com-
ments. Video contents are highly engaging. A
good length video – especially a controversial one
– contained diverse emotions and attributes such as
anger, happiness, low and high pitch, etc., and was
scrutinized by the viewers. The YouTube video
comments also helped to maintain the diversity of
data set in the writing form as they were typed
in transliterated, mixed, and pure Devanagari font
and fulfill our categorical requirements. Besides,
they captured the inputs from the diversity of peo-
ple commenting on the posts. Finally, the rest of
the comments, about 500, were gathered from sev-
eral Nepali blogs and news websites.

Source NO OO OR OS Total
Twitter 1214 802 39 22 2077
Facebook 2313 853 168 27 3361
YouTube 908 846 56 36 1846
Other 117 51 6 3 177
Total 4552 2552 269 88 7462

Table 3: The pool of social medial data set.

4.2 Data Annotation and Data Set
After constructing the pool of comments and posts,
we randomized the records for annotation. To en-
sure the quality, we used two annotators and asked
them to annotate each record into four categories:
SEXIST, RACIST, OTHER-OFFENSIVE, and
NON-OFFENSIVE. We computed the inter-rater
reliability (IRR) between each pair of ratings using
Cohen’s kappa (k) (McHugh, 2012). IRR scores
were computed for both fine-grained (considering

NO OO OR OS Total
Train 3562 1950 218 68 5798
Test 896 486 49 19 1450

Table 4: Training and Testing Data Sets

all four labels) and coarse-grained (offensive or
non-offensive) cases. For the coarse-grained, we
considered the three offensive categories SEXIST,
RACIST, and OTHER-OFFENSIVE as offensive.
The Cohen’s kappa coefficients obtained for fine-
grained and coarse-grained cases were 0.71 and
0.78, respectively, suggesting substantial agree-
ments between the raters. We observed most of the
disagreements between human annotators in bor-
derline cases. For example, Kati milyo Parti bat
Dr. Sab lai (How much/many did you get from the
party4, Dr. Sab? ) was marked as offensive by one
while non-offensive by the other. This comment
could be a personal attack for corruption in certain
contexts while non-offensive in some other e.g. re-
ceiving compensation or votes. The disagreements
were reviewed by the third annotator and resolved
on consensus.
Additionally, the social media posts and com-

ments often contained personally identifiable infor-
mation such as person names, organization names,
and phone numbers. To anonymize the comments,
we replace the person/organization names with
unique random yet real person/organization names.
Since gender information carries vital linguistic
properties in the language, we tried preserving the
gender as much as possible during the name re-
placement process. A name with a known gender
(i.e. male or female) is replaced with another ran-
dom name of the same gender.
The annotators annotated 7462 records alto-

gether. The distribution of the annotation across
different categories is presented in Table 3. We
removed the duplicated examples from the anno-
tated corpus and performed 80-20 split randomly
to create the training and test data sets. The statis-
tics of these data sets are shown in Table 4. To
encourage the research community for addressing
this important task of offensive language detection
in Nepali, we have released these gold data sets at
https://github.com/nowalab/offensive-nepali.

4Party here specifically refers to political organization
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4.3 Preprocessing
As described in Section 3.1, the social media com-
ments and posts came in different forms: com-
ments purely in Devanagari script, transliteration
using Roman letters, pure English, or their combi-
nations. In fact, more than 50% of the comments
in our pool are written in transliterated or mixed
forms. We speculate, due to the ease of writing,
this pattern will continue. These observations re-
iterate the need for text normalization while pro-
cessing Nepali social media texts. To this end, we
consider two different text normalization schemes:
(A) Dirghikaran (Prep_Dir): Because multiple
characters have the same sound, inconsistencies
appear even for the same word written in Devana-
gari script. We use the following mappings to nor-
malize the character variants: ՝ -> ՞, ◌Ԭ -> ◌ԭ , स ->
श, ष -> श, व -> ब, उ ->ऊ, ◌Պ रӆ -> ◌Ԯ , ◌Պ ԋर -> ◌Պ रӆ, इ -> ई,
◌Ӭ -> ◌ԁ , न ->ण, ◌Ӭ -> ङՊ . This converts the words with
different orthographic forms to a normalized form,
e.g., Ԍकताव, and Ԍकताब both map toकӈताब. This ap-
proach does not affect the tokens that are already
transliterated in Romanized form or written in En-
glish.
(B) Romanization (Prep_Rom): With this
scheme, we convert (transliterate) each Nepali
word written in Devanagari script to its Romanized
form using a number of rules. This rule-based sys-
tem takes care of the orthographic variants as well.
For instance, it converts all Ԍकताव, Ԍकताब, कӈताब,
and कӈताव to kitab. We could have done the re-
verse way i.e. converting transliterated text in Ro-
manized form to Devanagari script (e.g. kitab ->
Ԍकताव) but we found that converting Devanagari
text to Romanized using the rules is relatively eas-
ier. After this preprocessing, all the comments will
be in Romanized forms. This powerful preprocess-
ing technique has not been employed in any of the
prior arts and is one of our novel contributions in
this paper.

4.4 Features
Nepali, as illustrated in Section 3.1, is a morpho-
logically rich language. A verb, for example, can
take different forms depending upon gender, num-
ber, honor, tense, and their combinations. There-
fore, character-based and sub-word features are ex-
pected to be useful in classifying offensive lan-
guages. For that reason, we considered both word
(Unigrams and Bigrams) and character (Character
Trigrams) features for our experiments.

4.5 Experiments
We performed experiments to see the effect of pre-
processing scheme and classification model, and
coarse and fine-grained classification. In all exper-
iments, we reduced the features down to 10000 us-
ing KBest algorithm with chi-squared stat.

Prep. Non-Offensive Offensive
Pre. Rec. F1 Pre. Rec. F1

A 0.71 0.94 0.81 0.80 0.39 0.52
B 0.71 0.94 0.81 0.81 0.39 0.53
C 0.76 0.94 0.84 0.85 0.51 0.64
D 0.76 0.95 0.84 0.85 0.51 0.64
A 0.78 0.94 0.85 0.84 0.56 0.68
B 0.78 0.92 0.85 0.83 0.58 0.68
C 0.79 0.91 0.84 0.81 0.60 0.69
D 0.79 0.92 0.85 0.83 0.59 0.69
A 0.78 0.93 0.85 0.83 0.57 0.68
B 0.79 0.92 0.85 0.83 0.60 0.69
C 0.79 0.92 0.85 0.81 0.60 0.69
D 0.79 0.93 0.85 0.83 0.61 0.70

Table 5: Effect of prepossessing techniques and
features on binary classification. Preprocessing
techniques: (A) No Preprocessing (Prep_None)
(B) Dirghikaran (Prep_Dir), (C) Romanization
(Prep_Rom), and (D) Prep_Dir + Prep_Rom. The first
block uses word only, the second block uses character
only and the last block uses both word and character
features.

Models Non-Offensive Offensive
Pre. Rec. F1 Pre. Rec. F1

Baseline 0.74 0.73 0.73 0.57 0.58 0.58
LR 0.80 0.93 0.87 0.86 0.63 0.72
SVM 0.78 0.95 0.85 0.87 0.56 0.68
RF 0.81 0.93 0.86 0.85 0.64 0.73
M-BERT 0.74 0.90 0.81 0.75 0.49 0.59

Table 6: Binary classification using different machine
learning models.

4.6 Effect of Preprocessing
We trained a Logistic Regression classifier for bi-
nary classification using four different preprocess-
ing schemes: A. No preprocessing (Prep_None),
B. Dirghikaran (Prep_Dir), C. Romanization
(Prep_Rom), and D. Both Prep_Dir + Prep_Rom,
where + means string concatenation. We consid-
ered positive examples as the records withOO,OR,
and OS from Table 4. This yielded the train data
set with 3562 negative and 2236 positive examples
and the test data set with 896 positive and 554 neg-
ative examples.
We reported the results using the test data in Ta-

ble 5. The top, middle, and bottom blocks con-
tain the results corresponding to word only, char-
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acter only, and both word and character features,
respectively. The results in the middle block are
significantly better than the results in the top block,
demonstrating that character-based features are ex-
tremely useful. It is expected because Nepali is
morphologically very rich and the social media
text is very noisy. Adding both word and character
features further slightly improved the results (the
bottom block).
Within each block, i.e. given a feature type,

the results are better in the order: D > C > B >
A, where A is no preprocessing. The preprocess-
ing technique B, “Dirghikaran”, improved the per-
formance of the classifier compared to A. But the
margin of improvement by C, “Romanization”, is
typically higher than that by B. It is especially
significant when the word only features are used.
This is because Dirghikaran only normalizes the
terms written in the Devanagari script but it does
not transliterate the text. Romanization, however,
transliterates the text written in Devanagari script
and makes it uniform with other already translit-
erated user posts. Combining texts using both
Romanization and Dirghikaran, marked with D,
slightly improved the results over C.

4.7 Coarse-grained Classification
For coarse-grained (i.e. binary) classification, we
experimented with four machine learning classi-
fiers that are most often used for offensive lan-
guage detection. Specifically, we used: (A) Logis-
tic Regression (LR): Linear LR with L2 regular-
ization constant 1 and limited-memory BFGS op-
timization, (B) Support Vector Machine (SVM):
Linear SVM with L2 regularization constant 1 and
logistic loss function, (C) Random Forests (RF):
Averaging probabilistic predictions of 100 random-
ized decision trees. (D) Multilingual BERT (M-
BERT): Current best performing models for of-
fensive language detection utilize BERT (Devlin
et al., 2018) based models (Liu et al., 2019; Moza-
fari et al., 2019; Baruah et al., 2020). Although
there is no BERT model available for Nepali yet,
Nepali is included in M-BERT5 which is trained
using the entireWikipedia dump for each language.
We used Hugging Face Transformer library (Wolf
et al., 2020) to build the M-BERT classifier.
In addition, we constructed a baselinemodel us-

ing the list of Nepali offensive terms collected by
5https://github.com/google-

research/bert/blob/master/multilingual.md

Niraula et al. (2020) and is available at GitHub6.
This data set contains 1078 offensive terms, their
transliterated forms, and interestingly their offen-
siveness scores. The offensiveness score ranges
from 1 (slightly offensive) to 5 (absolute offensive
e.g. taboo terms). For a given post, our baseline
scans for the tokens present in the dictionary and
sums the corresponding offensiveness scores. If
the sum is 5 or more, it declares the post as offen-
sive.
For baseline and traditional machine learning

models (LR, SVM, and RF), as suggested by the
experiments in Section 4.6, we chose the Roman-
ization + Dirghikaran preprocessing strategy and
both word and character-based features. In addi-
tion, we computed and utilized the indicator fea-
tures, for each post, by scanning the preprocessed
tokens and looking them up in the offensive dic-
tionary. As before, we reduced the features using
KBest to 10000 for both train and test data sets.
We trained the models and evaluated them us-

ing the binary train and test data sets constructed
as described in Section 4.6. The evaluation re-
sults are presented in Table 6. The baseline model
which is based on a dictionary obtained the F1
scores of 0.58 and 0.73 for offensive and non-
offensive categories. All machine learning mod-
els performed very well compared to the baseline
model. Interestingly, M-BERT model did not per-
formwell compared to the traditional models. This
could be because M-BERT model is trained using
Wikipedia content which is different from the so-
cial media text. Also, the size ofWikipedia for low-
resource language Nepali is not huge and thus it is
under-represented in the M-BERT model. Logis-
tic Regression and Random Forrest models were
the top-performing models, with the latter having
a slightly higher F1 score on the offensive category.
For this reason, we chose the Random Forrest clas-
sifier for the fine-grained classification which we
describe next.

4.8 Fine-grained classification
Fine-grained classification can be done by directly
training a multi-class classifier over the labeled
training data set. However, we followed the prin-
ciple proposed by Park and Fung (2017) that per-
formed better for this specific task. Following this,
we trained a Random Forrest classifier for coarse-
grained classification as in Section 4.7. We trained

6 https://github.com/nowalab/offensive-nepali
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None Other Offensive Racist Sexist
Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

RF 0.81 0.93 0.87 0.79 0.64 0.71 0.76 0.32 0.45 0.9 0.05 0.01

Table 7: Results for detecting different offensive categories

another Random Forrest classifier using only the
training data set with labels OO (other offensive),
OR (offensive racist), and OS (offensive sexist).
During testing, we applied the second classifier
only to those test records that the first classifier
predicted as offensive to get their fine-grained cat-
egories. We assigned a non-offensive label (NO)
to each test record for which the first classifier pre-
dicted as non-offensive.
We reported the experiment results in Table 7.

The F1 scores for Non-Offensive, Other Offensive,
Racist, and Sexist were 0.87, 0.71, 0.45, and 0.01
respectively. The lower performance for the sex-
ist category was mainly due to the fewer training
examples available for this category compared to
the other categories (see Table 4). Gathering these
fine-grained labels is a major challenge in the field
than obtaining labels with simply offensive and
non-offensive (Park and Fung, 2017). This is more
evident in the low-resource language like Nepali.

4.9 Error Analysis
Most of the errors were due to the lack of world
and contextual knowledge to the classifier and is al-
ways a challenge for offensive language detection
in any language. For instance, thamel ma bhalu
ko bigbigi (literal translation: Abundant bears in
Thamel) is offensive while jungle ma bhalu ko big-
bigi (literal meaning: Abundant bears in jungle)
is non-offensive although both of these sentences
have the same tokens everywhere except one i.e.
Thamel vs. Jungle. Thamel is a famous tourist area
in Kathmandu that also has a negative connotation
as a brothel and bhalu is a contextually offensive
term that canmean a bear or a prostitute depending
on the context.

5 Conclusion
In this paper, we presented a systematic study of
offensive language detection in Nepali, a topic
that has not been explored for this low resource
language. We collected diverse social media
posts and generated a labeled data set by manu-
ally annotating 7248 posts with fine-grained labels.
The data set is available at https://github.com/
nowalab/offensive-nepali.

We presented different challenges that need to
be addressed to process noisy social media posts
in Nepali. We proposed three different prepro-
cessing methods and provided detailed evaluations
demonstrating their effectiveness on the model per-
formance. We reported detailed experiments for
coarse-grained detection of offensive languages us-
ing several conventional machine learning and re-
cent deep learning models and features. We also
provided a fine-grained classification of offensive
comments using a two-step approach for Nepali
language.
Our data set and baseline algorithms provide

foundation for future research in this area to fight
against cyberbullying and hate speech, which has
been widespread in recent days. We would like
to caution to those who use our work (e.g. data
sets and algorithms) to avoid over-reliance on key-
words and machine learning models. We remind
everyone to keep the context in the forefront, and
encourage using human review to the ones flagged
by the machine learning systems as offensive, es-
pecially in cases of false positives.
Future work includes detecting the targets of the

offensive comments, which could be an individ-
ual organization/person or a group. Leveraging of-
fensive language data sets from other languages to
Nepali, e.g. by translation and transfer learning as
done by Sohn and Lee (2019), is another interest-
ing future direction.
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Abstract
Hate speech-related lexicons have been proved
to be useful for many tasks such as data collec-
tion and classification. However, existing Por-
tuguese lexicons do not distinguish between
European and Brazilian Portuguese, and do
not include neutral terms that are potentially
useful to detect a broader spectrum of con-
tent referring to minorities. In this work, we
present MIN PT, a new European Portuguese
Lexicon for Minorities-Related Terms specifi-
cally designed to tackle the limitations of exist-
ing resources. We describe the data collection
and annotation process, discuss the limitation
and ethical concerns, and prove the utility of
the resource by applying it to a use case for
the Portuguese 2021 presidential elections.

1 Introduction

Dictionaries and lexicons are commonly used in
the field of hate speech automatic detection (For-
tuna and Nunes, 2018), with applications ranging
from data collection (Silva et al., 2016) to feature
extraction (Dadvar et al., 2013) and classification
(Tulkens et al., 2016b) by applying some match-
ing function with dictionary terms. However, even
though such resources have been proved to be use-
ful in numerous applications, lexical knowledge
for hate speech classification has received little at-
tention in literature (Bassignana et al., 2018). This
work takes up this demand and focuses on pre-
senting a new European Portuguese Lexicon for
Minorities-Related Terms. The need for annotating
a new resource derives from two different issues:
lack of explicit European Portuguese lexicon, and
the need for neutral terms.

Lack of European Portuguese lexicon The ex-
istent resources, e.g Hurtlex (Bassignana et al.,
2018) or Hatebase1, do not always distinguish Eu-
ropean from Brazilian Portuguese. Both languages

1https://hatebase.org/

are similar and such simplification may serve the
purpose of some applications. However, when ad-
dressing a nuanced and social phenomenon such as
hate speech, the ethnographic differences between
Portugal and Brazil require a more fine-grained
annotation (e.g words such as “bicha” –fag– or
“fufa” –dyke– refer to male and female homosexual
individuals only in Portugal and not in Brazil).

Need for neutral terms The annotation of
neutral terms in hate speech-related lexicons is not
common, specially for low represented languages
such as European Portuguese. This limits the
application of such resources as those terms open
new research venues. First, neutral terms can
impact data collection stages as it is possible to
identify a broader spectrum of online content
referring to minorities. Second, it is possible to
use neutral terms for bias detection and control if
such terms are present equally in all the classes in
a dataset. To overcome this limitation, we collect
both offensive and non-offensive minorities’ terms.

In what follows, Section 2 provides some back-
ground on existing annotated lexicons and their
limitations. Section 3 describes the data collection
and annotation process, and Section 4 presents the
new lexicon. Section 5 presents a use case of the
lexicon for the Portuguese 2021 presidential elec-
tions. Section 6 addresses some limitations and
ethical concerns, and Section 7 summarizes the
implications of our work for the automatic hate
speech detection field.

2 Related Work

Lexicons can be analyzed in terms of how the data
is generated and annotated. While some works
have been manually annotated by humans, and
others rely on automatic procedures where data is
compiled by computational methods, other works
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conjugate both methods by manually curating the
automatically compiled data.

Hatebase is one of the widely used lexicons in
the field. It corresponds to a broad multilingual vo-
cabulary manually annotated in terms of different
categories (e.g nationality, gender) with data across
95 languages and 175 countries. However, the con-
taining words and phrases have been compiled by
non-trained crowdsourced internet volunteers, and
therefore the quality of the annotation can not be
guaranteed. Moreover, the lexicon does not differ-
entiate Portuguese and Brazilian content. Several
works have been using Hatebase terms as keywords
for content search in social media platforms, e.g
(Davidson et al., 2017; Founta et al., 2018; Radfar
et al., 2020). One of these works has contributed
particularly to enrich the lexicon English content
(Davidson et al., 2017). The authors expand the
initial term list with n-grams from the extracted
messages when searching with the keywords and
finally manually remove irrelevant terms.

Tulkens et al. (2016a) presents another lexicon
created to detect racist discourse in dutch social
media. Starting with a list of words from the LIWC
(Linguistic Inquiry and Word Count) (Tausczik and
Pennebaker, 2010), the authors compile a set of
terms by applying successive automatic expansions
and manual annotation phases.

Hurtlex (Bassignana et al., 2018) is a multilin-
gual lexicon automatically expanded and manu-
ally validated with 17 different dimensions such
as: negative stereotypes ethnic slurs; professions
and occupations; etc. In the set of the discussed
lexicons, Hurtlex presents the more complete and
complex taxonomy. However, for the purpose of
our study, this taxonomy also misses neutral terms
to refer to minorities, such as “mulheres” –women–
or “muçulmanos” –muslim–, that can help to iden-
tify less explicit insults and also positive content. If
we focus on the Hurtlex Portuguese subset of terms,
we find again no distinction between Brazilian and
Portuguese contexts.

Even though the discussed lexicons rely on au-
tomatic methods to compile an initial set of terms,
they all require manual validation procedures to
confirm relevant terms. In this procedure, annota-
tors guarantee that terms match the taxonomy clas-
sification rules, which highlights the importance
of human annotators to assure higher-quality re-
sources. Accordingly, in this work we also rely
on a manual enumeration and annotation of terms

to create a new European Portuguese Lexicon for
Minorities-Related Terms, containing both offen-
sive and non-offensive terms. Our approach also
aligns with the recommendation for synthetic data
creation as the compiled data is generated, an-
notated and validated by experts in an attempt
to mimic real behaviour (Vidgen and Derczynski,
2020).

3 Methodology

This section describes the data collection and an-
notation procedure followed to build MIN PT, a
European Portuguese Lexicon for Minorities Re-
lated Terms. We followed a qualitative approach
with successive iterations and annotators’ partici-
pation, as recommended in Vidgen and Derczynski
(2020). Starting with and initial set of terms (Sec-
tion 3.1), the annotators worked individually and
collectively in successive iterations to create new
annotation rules, remove undesired terms and ex-
pand the existent terms with new ones (Section
3.2). Then, two annotators discussed the lexicon
terms to reach a consensus on a set of definitions
and instructions, deciding which terms are kept
and which terms must be eliminated (Section 3.3).
The curated list of terms and their classification is
available in a public GitHub repository2.

3.1 Initial data source
For initial data seed, we rely on the Hatebase3 for
Portuguese hate terms; cf. Section 2. While it
misses many terms, specially neutral, and mixes
Brazilian and European Portuguese, it provides
319 terms and is a good starting point for our new
lexicon.

3.2 Data Curation and Enrichment
Starting from the Hatebase for Portuguese hate
terms, two annotators curated the list in three indi-
vidual sessions and two collective sessions with the
clear objective of achieving an exhaustive lexicon.
The main discussions revolved around clarifying
the meaning of diverse terms and deciding on am-
biguous terms. The final annotation rules can be
described as:

• Remove words that do not match vocabu-
lary from Portugal, e.g. “sangue ruim” –
mudblood–, “sapatão” –dyke–.

2https://github.com/paulafortuna/
Portuguese-minority-terms

3https://hatebase.org/
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• Enumerate all possible terms. An exhaus-
tive list is achieved by manually: adding syn-
onyms for the same term in case they exist; as-
suring all terms are present in singular, plural,
masculine or feminine, in case such declen-
sions apply; and adding all the known terms
for all minority groups.

• Remove ambiguous terms that can have dou-
ble meaning when the most common usage
does not refer to minorities (e.g ”preto´´, –
black– may be used as an insult but is also a
color, tea flavor, etc).

3.3 Data Annotation

After generating a curated list of terms, the an-
notators classified all terms into the following
minorities-related categories: roma, LGBT, mi-
grants, women, people based in religion, people
based in ethnicity, and refugees. All the terms were
further classified as being an insult (1) or not (0).
It is important to notice that terms that can be used
as both insults and in a neutral way were classified
as not insults. This is the case for certain minority
names that can also be used for name-calling (e.g
“cigano” –gypsy–).

3.4 Annotators’ Description

The two annotators of the MIN PT lexicon are na-
tive Portuguese speakers –one for European and
another for Brazilian Portuguese– living in Portu-
gal and aware of the social context. Both identify as
cis-gender women and correspond to two authors
of the work with previous annotation experience.

4 Results

The MIN PT European Portuguese Lexicon for
Minorities Related Terms is composed of 155 care-
fully curated terms (cf. Section 3) related to 7
minority groups, as described in Table 1.

Even though our new lexicon contains much less
terms than Hurtlex (Bassignana et al., 2018), 155
vs 3902 terms, it is worth noticing that only 23%
of the terms in MIN PT are present in Hurtlex.
Therefore, the new lexicon presented in this work
will prove to be a valuable resource for hate-speech
detection, either on its own or in combination with
other resources.

Minority group Total Insults
LGBT 44 20
People based on ethnicity 44 30
Women 29 24
Migrants 22 0
No minority 9 9
Roma 8 4
Religious people 6 0
Refugees 2 0

Table 1: MIN PT lexicon terms frequency per class.

5 Lexicon Application: The case of
Portuguese 2021 Presidential Elections

The annotation of this lexicon was motivated by the
will to conduct an analysis on the Portuguese 2021
presidential elections twittersphere, aiming at un-
derstanding whether and how candidates’ speeches
and replies would tackle minority topics. The an-
alyzed data is a subset from the Portuguese Presi-
dential Elections, Jan 24th 2021 (Ramalho, 2021)
and corresponds to 35,101 tweets from September
2nd, 2020 to November 22th, 2020.

For the six candidates using Twitter, we per-
formed a keyword matching with the terms in
the MIN PT lexicon to compute the percentage
of tweets (Figure 1) and their replies (Figure 2)
referring to minorities. Marisa Matias (mmatias ),
André Ventura (AndreCVentura) and Ana Gomes
(AnaMartinsGomes) are the candidates tackling a
higher percentage of minorities topics. However,
the targeted minorities are distinct depending on
the candidate. While Ana Gomes focused more
uniformly on the different groups, Marisa Matias
discussed more refugees and women issues and
André Ventura focused on Roma and people based
on ethnicity, i.e racism issues. Comparing both
figures, it is also interesting to see that the candi-
dates’ audience does not exactly resonate with the
candidate in terms of mentioned minority topics.
Moreover, while none of the candidates mentions
any of the explicit insults in our lexicon, they were
present in the audience.

While our lexicon proved to be valuable for
an initial topic analysis, a more in depth analy-
sis should be performed to get further insights on
how politicians are referring to minorities.

6 Limitations and Ethical Concerns

Lexicons are static resources that can not mimic the
contextual and mutating nature of language, and
certain terms may refer to minorities, be considered
as insults or just be neutral words depending on the
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Figure 1: Relative frequencies of minority mentions in candidates’ tweets.
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Figure 2: Relative frequencies of minority mentions in replies to candidates.

context in which they are used. Our annotation
was done with the objective of analyzing politi-
cians discourses and interactions on Twitter, and
we explicitly removed ambiguous terms from the
lexicon. Therefore, future users must be warned
that the terms should be validated when used with
other datasets and contexts.

Finally, even though the presence of the terms
in our lexicon may imply hate speech against mi-
norities, it should not be used for direct hate speech
classification with keyword matching. Depending
on the context and the data author, such terms may
have a neutral and even positive meaning.

7 Conclusions

We presented MIN PT, a new European Portuguese
Lexicon for Minorities-Related Terms. We dis-
cussed existing annotated lexicons, grounding the
need for a new lexicon. Following a qualitative
approach, we produced a high-quality lexicon con-
taining also neutral words and specific for Euro-
pean Portuguese. We also presented a use case of
the lexicon on the analysis of Portuguese politi-
cians’ tweets. Future iterations of this work would
benefit from the contribution of more annotators to
increase the diversity of the available vocabulary.
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Abstract

Current abusive language detection systems
have demonstrated unintended bias towards
sensitive features such as nationality or gen-
der. This is a crucial issue, which may
harm minorities and underrepresented groups
if such systems were integrated in real-world
applications. In this paper, we create ad
hoc tests through the CheckList tool (Ribeiro
et al., 2020) to detect biases within abusive
language classifiers for English. We compare
the behaviour of two BERT-based models, one
trained on a generic abusive language dataset
and the other on a dataset for misogyny de-
tection. Our evaluation shows that, although
BERT-based classifiers achieve high accuracy
levels on a variety of natural language pro-
cessing tasks, they perform very poorly as
regards fairness and bias, in particular on
samples involving implicit stereotypes, expres-
sions of hate towards minorities and protected
attributes such as race or sexual orientation.
We release both the notebooks implemented
to extend the Fairness tests and the synthetic
datasets usable to evaluate systems bias inde-
pendently of CheckList.

1 Introduction

At every stage of a supervised learning process, bi-
ases can arise and be introduced in the pipeline,
ultimately leading to harm (Suresh and Guttag,
2020; Dixon et al., 2018). When it comes to sys-
tems whose goal is to automatically detect abusive
language, this issue becomes particularly serious,
since unintended bias towards sensitive attributes
such as gender, sexual orientation or nationality can
harm underrepresented groups. Sap et al. (2019),
for example, show that annotators tend to label mes-
sages in Afro-American English more frequently
than when annotating other messages, which could
lead to the training of a system reproducing the
same kind of bias.

The role of the datasets used to train these mod-
els is crucial: as pointed out by (Wiegand et al.,
2019a), there may be multiple reasons why a
dataset is biased, e.g. due to skewed sampling
strategies, prevalence of a specific subject (topic
bias) or of content written by a specific author
(author bias). Mitigation strategies may involve
assessing which terms are frequent in the presence
of certain labels and implementing techniques to
balance the data by including neutral samples con-
taining those same terms to prevent the model from
learning inaccurate correlations (Wiegand et al.,
2019a). Furthermore, it is important to distinguish
between different types of hatred, depending on the
target group addressed: for example, misogynistic
expressions show different linguistic peculiarities
than racist ones. It is therefore crucial to create
specialised datasets addressing different phenom-
ena of abusive language, so that systems can be
tuned to the complex and nuanced scenario of on-
line speech.

Given the sensitive context in which abusive lan-
guage detection systems are deployed, a robust
value-oriented evaluation of the model’s fairness is
necessary, in order to assess unintended biases and
avoid, as far as possible, explicit harm or the am-
plification of pre-existing social biases. However,
this bias-assessment process is complicated by the
partial effectiveness of proposed methods that only
work with certain definitions of bias and fairness,
as well as by the limited availability of recognised
benchmark datasets (Ntoutsi et al., 2020).

Concerning the different definitions of fairness,
they have been collected and organised both in
(Suresh and Guttag, 2020) and (Mehrabi et al.,
2019), with the awareness that a single definition
is not sufficient to address the multi-faceted prob-
lem of fairness in its entirety. In this work, we
adopt a definition for fairness that is strongly con-
textual to abusive language detection. We define
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unfairness as the sensitivity of an abusive language
detection classifier with respect to the presence in
the record to be classified of entities belonging to
protected groups or minorities. Specifically, a clas-
sifier is considered unfair or biased if the prediction
changes according to the identities present, i.e. in
similar sentences, the degree of hate is increased
if terms such as white or straight are replaced by
adjectives such as black or non-binary, revealing
imbalances, possibly resulting from skewed and un-
representative training data. Fairness, on the other
hand, is defined as the behaviour of producing sim-
ilar predictions for similar protected mentions, i.e.
regardless of the specific value assumed by sen-
sitive attributes like race and gender, without dis-
advantaging minorities or amplifying pre-existing
social prejudices.

We deploy the CheckList tool (Ribeiro et al.,
2020), which was originally created to evaluate
general linguistic capabilities of NLP models, ex-
tending it to test fairness of abusive language de-
tection systems. Embracing CheckList systematic
framework, we create tests from hand-coded tem-
plates, reproducing stereotyped opinions and social
biases, such as sexism and racism. The aim is to
assess the performances of these models identify-
ing the most frequent errors and detecting a range
of unintended biases towards sensitive categories
and topics. This last objective is motivated by evi-
dence (Nozza et al., 2019) that NLP systems tend,
in certain contexts, to rely for the classification on
identity terms and sensitive attributes, as well as to
generalize misleading correlations learnt from train-
ing datasets. As ultimate goal, the analysis of the
failures could therefore lead to a general overview
of the models’ fairness: the ideal outcome would
be to establish a proactive pipeline that allows the
improvement of the systems, having highlighted
the shortages through CheckList ad hoc synthetic
testing. To the best of our knowledge, there has not
yet been any work carried out with CheckList in
this research direction.

2 Related work

Several tools and approaches have been proposed
to identify the most frequent errors done by NLP
tools. For example, Errudite (Wu et al., 2019) is a
tool that allows interactive error analysis through
counterfactuals generation, but it is limited to the
tasks of Question Answering and Visual Question
Answering.

TextAttack (Morris et al., 2020) – which, among
other packages, deploys CheckList – is a model-
agnostic framework useful for the expansion of
the datasets and the increase of models robustness
through adversarial attacks. Compared to Check-
List, however, it is more complicated to handle
and deploy for users with little NLP skills. An in-
teresting aspect is that TextAttack includes in the
package the so-called “recipes”, i.e. attacks from
the literature ready to run, that build a common
ground for the assessment and comparison of mod-
els’ performances.

As outlined in (Ribeiro et al., 2020), some meth-
ods to identify errors by NLP systems are task-
specific, such as (Ribeiro et al., 2019) or (Belinkov
and Bisk, 2018), while others focus on particular
NLP components such as word embeddings, as
in (Tsvetkov et al., 2016) or (Rogers et al., 2018).
Compared to existing approaches, one of Check-
List’s major strengths lies in including the testing
phase within a comprehensive framework. The
evaluation, conducted through adaptable templates
and a range of relevant linguistic capabilities, is on
one hand more granular than overall measures such
as accuracy; on the other hand it is more versatile,
because it leaves liberty to the developer to enrich
and expand the tests within new and more suitable
capabilities, depending on the task and model under
consideration.

On the topic of fairness and biases, (Kiritchenko
et al., 2020) conduct an in-depth discussion on NLP
works dealing with ethical issues and challenges
in automatic abusive language detection. Among
others, a perspective analyzed is the principle of
fairness and non-discrimination throughout every
stage of supervised machine learning processes. A
recent survey by (Blodgett et al., 2020) also ana-
lyzes and criticizes the formalization of bias within
NLP systems, revealing inconsistency, lack of nor-
mativity and common rationale in several works.
Furthermore, the visibility reached by corporate
tools, such as IBM AI Fairness 360 or Amazon
SageMaker Clarify, which are designed and pro-
moted by large IT companies, raises several ques-
tions: is self-regulation right? What would be the
advantages and risks of conducting independent
external auditing? Several metrics1, generic tools
and python packages2 are available. Nevertheless,
no consensus related to the above questions has

1Among others: Equal Accuracy, Equal Opportunity
(Hardt et al., 2016), Demographic Parity.

2Fairlearn, Dalex, InterpretML, FAT Forensics, Captum.
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been reached yet among the involved players.
Concerning existing datasets specifically de-

signed to assess biases within Machine Learning
models, (Mehrabi et al., 2019) list several of the
widely used ones, which differ according to size,
type of records (numerical, images, texts) and
tackled domain (e.g. financial, facial recognition,
etc.). The only language dataset cited is WiNo-
Bias, (Zhao et al., 2018) 3 also used in this work
as a lexical resource, which pertains to the field of
co-reference resolution. Our contribution instead
aims to broaden fairness evaluation, specifically
testing biases in abusive language detection sys-
tems through CheckList facilities.

Concerning abusive language detection, a num-
ber of approaches has been proposed to perform
both coarse-grained (i.e. binary) and fine-grained
classification. 87 systems participated in the last
Offenseval competition for English (Zampieri et al.,
2020), which included a binary task on offensive
language identification, one on offensive language
categorization and another on target identification.
As reported by the organisers, the majority of teams
used some kind of pre-trained embeddings such as
contextualized Transformers (Vaswani et al., 2017)
and ELMo (Peters et al., 2018) embeddings. The
most popular Transformers were BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019b),
which showed to achieve state-of-the-art results for
English, especially when used in ensemble config-
urations. For this reason, we use BERT also in the
experiments presented in the following sections.

3 Introduction to CheckList

Usually, the generalization capability of NLP mod-
els is evaluated based on the performance obtained
on a held-out dataset, by measuring F1 or accu-
racy. This process, although widely adopted by
the NLP community as a way to compare systems
performances and approaches, lacks informative-
ness since it does not provide insights into how to
improve the models through the analysis of errors.

In order to tackle this issue, CheckList (Ribeiro
et al., 2020) was developed as a comprehensive
task-agnostic framework, inspired by behavioral
testing, in order to encourage more robust checking
and to facilitate the assessment of models’ general
linguistic capabilities. The package allows the gen-
eration of data through the construction of different

3https://github.com/uclanlp/corefBias/
tree/master/WinoBias/wino

ad hoc tests by generalizations from templates and
lexicons, general-purpose perturbations, tests ex-
pectations on the labels and context-aware sugges-
tions using RoBERTa fill-ins (Liu et al., 2019b) as
prompter for specific masked tokens. The tests cre-
ated can be saved, shared and utilized for different
systems.

CheckList includes three test types and a number
of linguistic capabilities to be tested. The three
types of tests are:

1. Minimum Functionality Test (MFT): the ba-
sic type of test, involving the standard clas-
sification of records with the corresponding
labels. Each group of MFTs is designed to
prove and explore how the model handles spe-
cific challenges related to a language capabil-
ity, e.g. vocabulary, negation, etc.;

2. Invariance Test (INV): verifies that model
predictions do not change significantly with
respect to a record and its variants, generated
by altering the original sentence through the
replacement of specific terms with similar ex-
pressions;

3. Directional Expectation Test (DIR): verifies
that model predictions change as a result of
the record perturbation, i.e. the score should
raise or fall according to the modification ap-
plied.

Concerning linguistic capabilities, CheckList
covers a number of aspects that are usually relevant
when evaluating NLP systems, such as robustness,
named entity recognition, temporal awareness of
the models and negation. While we also evaluated
these aspects, our main focus here is models Fair-
ness, which verifies that systems predictions do not
change as a function of protected features. While
the Fairness capability already proposed in Check-
List involved the perturbation of sensitive attributes,
namely expressions referring to gender, sexual ori-
entation, nationality or religion, we first extend it
by adding “professions” as protected attribute in or-
der to assess whether predictions change if a male
or a female assumes a specific job role. We then en-
rich the capability designing hand-coded templates,
belonging to the MFT test type, resulting from
the exploration of representative constructions and
stereotypes annotated in the Social Bias Inference
Corpus (Sap et al., 2020). The resulting samples ex-
emplify several sexist, racist and ableist comments
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and opinions: all of them are new aspects compared
to the suites released by the authors (Ribeiro et al.,
2020).

As described in the introduction, CheckList pro-
vides built-in tools to assist users in the creation
of tests. Among others, WordNet allows the se-
lection of synonyms, antonyms, hypernyms, etc.
for a given expression. CheckList’s templates take
shape from these sets of semantically related words.
We develop a further extension of the tool by in-
tegrating SentiWordNet (Baccianella et al., 2010),
a lexical resource in which WordNet synsets have
been associated with a sentiment score (negative,
neutral or positive). In this way, CheckList can ben-
efit from the sentiment-dimension of SentiWord-
Net. Indeed, during the development of templates
and the perturbations of the records, SentiWordNet
enables the selection of suitable linguistic substi-
tutions for a given term, according to the label of
the sentence to be created. An example: seeking
a synonym that has a similar connotation as the
adjective happy for the phrase “The girl is happy”,
the results returned include glad, with a positive
denotations of 0.5. In this case, through SentiWord-
Net, it is possible to select a synonym term with a
similar polarity, in order to create variants of the
original sentence that preserve a similar semantic
content and to assess how the model behaves with
slightly different terms.

4 A Suite for Abusive Language
Detection

Suites are objects designed by CheckList authors
(Ribeiro et al., 2020) that enable users to organise,
combine and save sets of tests, in order to reuse
them several times and to aggregate results (i.e.
failure rates) in a single run. Once a test is de-
signed, it is added to the suite, specifying the test
type (MFT, INV or DIR), a name, the language
capability within which it is situated and a brief
description. The suite will thus be composed of
one or more capabilities, each of which is assessed
through several tests. After the suite is created, it
can be run to evaluate the output of a given classi-
fier, provided that the system has been previously
launched to label the records created for each test
providing for each record a class and the respective
probabilities. The results of the run of the suite
are displayed through a visual and interactive sum-
mary, which reports misclassified samples and the
various failure percentages obtained in each test

(see Fig. 1 for an example).
The core of our work takes off from the note-

books released by CheckList authors (Ribeiro et al.,
2020), specifically from the suite for the task of
Sentiment Analysis4, that builds a series of tests
consisting in tweets about airline companies. In or-
der to target a different task, which relies on binary
decisions, we modify all the templates adjusting
them for the task of abusive language detection.
Our main contribution is the extension of the Fair-
ness capability, which we enrich with several tests
addressing diverse abuse targets and dealing with
different types of biases.

4.1 Fairness tests

The tests developed for analysing Fairness deal
with social biases towards specific different targets
and topics, such as sexism, racism and ableism.
With respect to the three test types available within
CheckList, we have only utilized MFT and INV,
because the third type, DIR, tests for a change in
prediction as a result of sentence modifications,
whereas for the definition of Fairness we adopt we
intend to assess the opposite, i.e. that the prediction
does not change as a function of perturbations of
protected attributes.

The Fairness tests developed are grouped into
categories which we have previously identified
through the manual inspection of representative
constructions and stereotypes annotated in the So-
cial Bias Inference Corpus (Sap et al., 2020). The
samples chosen are mainly abusive, and the as-
signed labels are the same as the examples from
which we have generalised within the dataset. The
groups of biases are not exhaustive, but they are still
representative, as resulting also by exploring the
most frequently occurring abuse targets in datasets
for abusive language detection systems such as
(Waseem and Hovy, 2016), (Golbeck et al., 2017),
(Founta et al., 2018) and (Basile et al., 2019). We
briefly describe the tests designed, grouping them
by target and reporting between brackets the test
type of each:

Misogyny, gender and sexual orientation:

• Perturbing gender and sexual orientation
(INV): changing mentions of the protected
attributes with similar values, i.e. replacing
“gay” with “non-binary”;

4For reference, the notebook on Sentiment Analysis
at https://github.com/marcotcr/checklist/
blob/master/notebooks/Sentiment.ipynb.
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• Stereotyped female vs male work roles and
Stereotyped male vs. female work roles (INV):
perturbing stereotyped professions connected
to the “unconventional” gender5, i.e. “Jane is
a driver” and “John is a secretary”;

• Unintended bias in misogyny detection (MFT):
extracting random records from the dataset of
(Nozza et al., 2019), testing unintended biases
within automatic misogyny identification;

• Gender stereotypes (MFT): simulating hateful
sexist comments and opinions;

• Body image stereotypes (MFT): reporting
common biases on body image;

• Toxic masculinity stereotypes (MFT): report-
ing common biases on toxic masculinity;

• Neutral statements feminism-related (MFT):
generating neutral statements where an indi-
vidual is identified as feminist, i.e. “Jane is
feminist” or “John is feminist”.

Race, nationality and religion:

• Perturbing race (INV): changing mentions of
the protected attributes with similar values, i.e.
replacing “white” with “black”;

• Perturbing nationality (INV): changing men-
tions of the protected attributes with similar
values, i.e. replacing “English” with “Italian”;

• Perturbing religion (INV): changing mentions
of the protected attributes with similar values,
i.e. replacing “christian” with “jew”;

• Racial stereotypes (MFT): simulating hateful
racist comments and opinions.

Disability:

• Ableist stereotypes (MFT): simulating hateful
ableist comments and opinions.

The hand-coded templates about body image
and toxic masculinity, belonging to the MFT
test type, do not always use explicitly hateful
terms: occasionally prejudices are expressed in a
more subtle way that models are often not able
to handle. Sample records for the body image

5The list used to identify the “swapped” professions
is https://github.com/uclanlp/corefBias/
tree/master/WinoBias/wino.

topic are “Janet is blonde, that’s why she is not
smart” and “Never let a [offensive woman
expression] with no make-up on tell you
what to [verb]”. Examples of toxic masculin-
ity are found in “Harry, you’re not a real man if
you don’t have muscles” and “John, you’re not
a real man if you don’t have a job”. Regard-
ing examples of insults toward a specific nation-
ality or religion, the examples crafted consist in
sentences like “Nobody really like [national-
ity], they are [offensive expression]”
and “Stop givin’ money to them, [offensive
expression] [nationality]”. Stereo-
types about disability, homeless people and old peo-
ple, are obtained from templates like “All [offen-
sive term towards homeless] are a bur-
den to the society”, “All [offensive term
towards disabled] aren’t capable of doing
anything” and “Being [offensive term to
old people] is funny after all, what are they
complaining about?”.

The INVariance test type involves assessing
whether changing the value of sensitive attributes
causes also a change in the label predicted or in the
probabilities (i.e. without reason, revealing biases).
Race, gender, sexual orientation, religion and na-
tionality are examples of sensitive features. From
simple templates like “[name] is [national-
ity]” are generated records as “Jane is Chinese”,
“Jane is Egyptian” and similar (for each test, it is
possible to specify the exact number of instances
to produce). Using instead the keys gender and
sexual orientation will result in “Jane is asexual”,
“Jane is queer” and more. Applying this same pro-
cedure for the other sensitive keys will result in
simplified (because the sentences are very similar)
but very targeted synthetic data (see Section 4.2).
The tests involving the perturbation of race, nation-
ality, religion, gender and sexual orientation are
those developed by CheckList’s authors; we extend
them by adding “professions” as protected attribute,
in order to assess whether predictions change if a
male or a female assumes a specific job role.

4.2 Synthetic datasets generation
After constructing the tests6, we export the records
created through the templates to make them avail-
able and usable independently of CheckList frame-
work: in fact, this additional step, i.e. creating

6Data Statement (Bender and Friedman, 2018): templates
and related labels were manually defined by the first author, a
non-native English speaker.
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datasets, is separate from the standard CheckList
process, which instead requires the creation of data
within the tests, framed in the capabilities and exe-
cuted during the suite run. Specifically, we export
the test records together with their corresponding
labels, when applicable. In fact, only the MFT
test type features a precise label, whereas the other
two types (INV and DIR) involve an expectation
of whether or not the probabilities will change and
therefore cannot be conceptually formalised in a
dataset, where labels are required.

The exported data results in the creation of three
synthetic datasets covering different types of bias
grouped by target (listed in 4.1), namely sexism,
racism and ableism. The reason for distinguish-
ing the records by abuse targets is due to the need
for specialised datasets addressing different phe-
nomena of abusive language with a fine-grained
approach. The resulting data do not contain sam-
ples from datasets under license: the contents we
release are therefore freely available7.

Briefly, the first dataset on sexism contains 1,200
non-hateful and 4,423 hateful samples; the second
one on racism contains 400 non-hateful and 1,500
hateful records; the last one on ableism contains
220 hateful sentences. The label distribution is rad-
ically different from traditional abusive language
datasets, where the prevalent class is non-hateful.
This choice is motivated by the fact that we want
to mainly focus on the phenomena surrounding
social prejudices providing realistic and diverse
examples, with the aim of exploring in depth the
language used to convey biases.

Figure 1: CheckList visual summary of the perfor-
mances obtained by the generic Abusive Language clas-
sifier on the INVariance tests within Fairness capability

7All the data and the Jupyter notebooks im-
plemented to run the tests are available at
https://github.com/MartaMarchiori/
Fairness-Analysis-with-CheckList

5 System description

We run our evaluation using a standard BERT-based
classifier for English, a language representation
model developed by Google Research (Devlin et al.,
2019), whose deep learning architecture obtained
state-of-the-art results in several natural language
processing tasks including sentiment analysis, nat-
ural language inference, textual entailment (Devlin
et al., 2019) and hate speech detection (Liu et al.,
2019a). BERT can be fine-tuned and adapted to
specific tasks by adding just one additional out-
put layer to the neural network. We use this ap-
proach because language models like BERT, or
variants like ALBERT and RoBERTa (Wiedemann
et al., 2020), have been used by the vast major-
ity of participants in the last Offenseval campaign
(Zampieri et al., 2020), yielding a very good per-
formance on English (> 0.90 F1). For our ex-
periments, we use the base model of BERT for
English8, trained on 3.3 billion words, which is
made available on the project website (https://
github.com/google-research/bert). We train
two different classifiers in order to compare their
behaviour w.r.t. biases. The first one is for generic
abusive language detection, and is obtained by fine-
tuning BERT on the (Founta et al., 2018) corpus.
This dataset includes around 100K tweets anno-
tated with four labels: hateful, abusive, spam or
none. Differently from the other datasets, this was
not created starting from a set of predefined of-
fensive terms or hashtags to reduce bias, which
is a main issue in abusive language datasets (Wie-
gand et al., 2019a). This should make this dataset
more challenging for classification. For our experi-
ments, we removed the spam class, and we mapped
both hateful and abusive tweets to the abusive class,
based on the assumption that hateful messages are
the most serious form of abusive language and that
the term ‘abusive’ is more appropriate to cover the
cases of interest for our study (Caselli et al., 2020).
The second model is trained with the AMI 2018
dataset (Fersini et al., 2018), which contains 4,000
tweets manually annotated as misogynistic or not.
The purpose of this comparison is to assess poten-
tial changes in bias recognition, once a system has
been specifically exposed to data dealing with these
sensitive issues. Although BERT and similar lan-
guage models may already encode biases (Bender
et al., 2021), fine-tuning on different datasets may

8Uncased, 12-layer, 768-hidden, 12-heads, 110M parame-
ters.
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Fairness tests Abusive Lang. Classifier Misogyny Detection Classifier
MFT INV MFT INV

Perturbing race – 94.0 – 14.8
Perturbing nationality – 33.2 – 5.0
Perturbing religion – 90.8 – 1.6
Perturbing gender and sex. orient. – 100.0 – 54.0
Stereotyped female vs male work roles – 0 62.0
Stereotyped male vs. female work roles – 0 – 0
Unintended bias in misogyny detec. 33.6 – 37.0 –
Gender stereotypes 49.0 – 42.2 –
Body image stereotypes 92.8 – 8.6 –
Toxic masculinity stereotypes 99.2 – 100 –
Neutral statements feminism-related 0 – 76.5 –
Racial stereotypes 30.2 – 88.2 –
Ableist stereotypes 43.2 – 97.7 –

Table 1: Performance of Abusive Language classifier and Misogyny Detection classifier on Fairness tests. Each
cell contains the failure rate expressed in percentage for each test type. Each test involves 500 records randomly
extracted from a larger subset, except for neutral statements feminism-related (200) and ableist stereotypes (220).

indeed lead to a change in classification behaviour
and therefore in its implicit biases.

6 Evaluation

In Table 1, we report a general overview of the
performance of the two trained models on fairness
tests. Each test involves 500 records randomly
extracted from a larger subset, except for neu-
tral statements feminism-related (200) and ableist
stereotypes (220): the total number of records, con-
sidering all tests, amounts to 5,920. The metric
computed by CheckList framework and reported in
the table is the failure rate, i.e. the percentage of
the records misclassified over the total number of
records for that specific test9. Unlike metrics such
as accuracy, the lower the failure rate (i.e. the closer
to 0%) the better the model performs. In general,
we notice that the overall failures are extremely
high.

6.1 Fairness in Abusive Language Detection

Using the generic classifier trained on the dataset
by (Founta et al., 2018), we observe that the hand-
coded templates about body image and toxic mas-
culinity, belonging to the MFT test type, are the
most misclassified (respectively 92.8% and 99.2%).
Regarding examples of insults toward a specific na-
tionality or religion, the failure rate is of 30.2%. On
stereotypes about disability, homeless people and
old people, the model performs worse, reaching a
failure rate of 43.2%.

9Other significant metrics could be computed to strengthen
the statistics obtained. Since this work is deeply rooted in
CheckList framework, we focus our analysis on the options
provided by the tool.

With respect to the samples related to the pertur-
bation of stereotyped professions connected to the
“unconventional” gender, verified with the INVari-
ance test type, the model shows zero failure. The
issues arise when the sensitive features involved
are race, gender, sexual orientation and religion
(respectively 94%, 100% and 90.8% failures). This
result means that overall the model is sensitive
to alterations in these categories: probably this is
caused by skewed training data, where e.g. the
words “asexual” or “jew” in neutral, non-offensive
contexts are not frequently attested. In addition,
some sensitivity is demonstrated in changing the
value of the protected attribute nationality (33.2%
failure).

6.2 Fairness in Misogyny Detection

Using the model trained on the AMI dataset
(Fersini et al., 2018), we observe some differences
with respect to the generic abusive language model,
as reported in in Table 1. The case where the
change is most notable concerns stereotypes re-
lated to body image, for which the error drops from
92.8% to 8.6%. Analysing the perturbations of race,
gender, sexual orientation and religion, we report a
large decrease in errors: respectively from 94.0%,
100% and 90.8% for the first model to 14.8%,
54.0% and 1.6% for the second one. Surprisingly,
comparing to the zero failures of the original model
with respect to the perturbation of stereotyped pro-
fessions, this last model reports 62% failures for
stereotyped female work roles changed with “tra-
ditional” male positions. The same outcome is
obtained for neutral identification statements re-
lated to feminism, where the first model reports

87



zero failures, while the second one achieves 76.5%
failure.

This could be partially motivated by the fact that
the Misogyny Classifier could have generalized a
stereotyped conception of reality from skewed data
on Misogyny Detection, e.g. learning to associate
a high degree of toxicity with neutral posts contain-
ing terms such as feminist or negative correlation
about women in positions of responsibility, since
we can hypothesise that most of the examples the
system was trained on contained references to these
identities in offensive context.

7 Discussion and Conclusions

The approach that CheckList proposes should com-
plement the evaluation of NLP models carried out
by applying standard metrics such as F1 and accu-
racy. Indeed, in addition to the traditional held-out
datasets, the creation of ad hoc examples, from the
most basic ones to the most complex, contribute
to highlight weaknesses that cannot be easily de-
tected through large existing datasets. Furthermore,
CheckList provides a way to explore the models’
dynamics: through the analysis of the errors, we
can infer which linguistic phenomena the system
has not yet acquired from the data. However, in
order to enable this fine-grained evaluation, several
specific tests and templates should be created that,
like in our case, may contain a small amount of
examples because of the difficulty to create or re-
trieve a varied sample of records covering specific
phenomena, e.g. feminist and ableist stereotypes.

A significant drawback, closely related to Check-
List deployment on abusive language detection
systems, concerns the difficulty of including and
dealing with contextual information (Menini et al.,
2021). Sensitive real-world statements often ac-
quire a different connotation w.r.t. the degree of
hatred if a certain race, gender, or nationality is
present, due to historical or social references (Sap
et al., 2019). In our work, we temporarily avoid
such risks using synthetic templates strongly po-
larized on the one hand towards offensiveness, on
the other towards neutrality. Perturbing real-world
data would seriously require taking into account
these nuances by implementing a more flexible and
accurate inspection of prediction variations.

Although state-of-the-art models such as BERT-
based models achieve high accuracy levels on a
variety of natural language processing tasks, in-
cluding abusive language detection, we have shown

through diverse tests that these systems perform
very poorly concerning bias on samples involving
implicit stereotypes and sensitive features such as
gender or sexual orientation. Whether these biases
in BERT-based systems emerge from the classifica-
tion algorithm, the pretraining phase or the training
data will have to be investigated and further ex-
plored in the future. As a preliminary analysis, our
results show that training sets play a relevant role in
this, as already highlighted in previous works (Wie-
gand et al., 2019b). For some phenomena, such as
body image stereotypes or feminism-related state-
ments, different training sets make the classifier
behave very differently, in a way that we were able
to quantify through our approach. Moreover, the
notebooks through which we built the suite are
made available and the tests are easily editable and
adaptable to specific data or linguistic aspects to be
investigated.

A future direction of this work might be to ex-
pand the package integrating other linguistic re-
sources, such as emotion or sentiment lexica. Con-
cerning linguistic capabilities, for Fairness other
stereotypes from a wider range of datasets could
be more thoroughly explored and formalised into
templates. It would be also interesting to analyse
whether classification that takes into account the
broader discourse context (Menini et al., 2021) is
less prone to biases. Suites for other languages
could be built as well, given that datasets for abu-
sive language detection are available in many lan-
guages beyond English (Corazza et al., 2020).

As suggested in (Dobbe et al., 2018), proposing
a contribution within the Machine Learning do-
main responsibly and consciously means foremost
acknowledging our own biases. In particular, we
are referring to the implementation of hand-coded
templates, that we generalized within the Check-
List framework starting from real-user examples.
The selection and the way in which the tests have
been built certainly shaped the results.

Surely, this paper is not a complete or compre-
hensive work: for example, a direct interaction with
the targeted users and the different stake-holders
affected could have enriched the perspective and
the insights retrieved. Furthermore, it is important
to be aware that any solely technological solution
will be partial, as not considering the broader social
issue that is the source of these biases means sim-
plifying and “fixing” only on the surface (Ntoutsi
et al., 2020).
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Regardless, we strongly believe that abusive lan-
guage classifiers need a robust value-sensitive eval-
uation, in order to assess unintended biases and
avoid, as far as possible, explicit harm or the am-
plification of pre-existing social biases, trying to
ultimately build systems that contributes in a bene-
ficial way to the society and all its citizens.
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2020. SemEval-2020 task 12: Multilingual offen-
sive language identification in social media (Offen-
sEval 2020). In Proceedings of the Fourteenth
Workshop on Semantic Evaluation, pages 1425–
1447, Barcelona (online). International Committee
for Computational Linguistics.

Jieyu Zhao, Tianlu Wang, Mark Yatskar, Vicente Or-
donez, and Kai-Wei Chang. 2018. Gender bias in
coreference resolution: Evaluation and debiasing
methods. In Proceedings of the 2018 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 2 (Short Papers), pages 15–20,
New Orleans, Louisiana. Association for Computa-
tional Linguistics.

91



Proceedings of the Fifth Workshop on Online Abuse and Harms, pages 92–101
August 6, 2021. ©2021 Association for Computational Linguistics

Improving Counterfactual Generation for Fair Hate Speech Detection

Aida Mostafazadeh Davani, Ali Omrani, Brendan Kennedy, Mohammad Atari,
Xiang Ren, Morteza Dehghani
University of Southern California

{mostafaz, aomrani, btkenned, atari, xiangren, mdehghan}@usc.edu

Abstract
Bias mitigation approaches reduce models’ de-
pendence on sensitive features of data, such
as social group tokens (SGTs), resulting in
equal predictions across the sensitive features.
In hate speech detection, however, equalizing
model predictions may ignore important differ-
ences among targeted social groups, as hate
speech can contain stereotypical language spe-
cific to each SGT. Here, to take the specific
language about each SGT into account, we
rely on counterfactual fairness and equalize
predictions among counterfactuals, generated
by changing the SGTs. Our method evaluates
the similarity in sentence likelihoods (via pre-
trained language models) among counterfactu-
als, to treat SGTs equally only within inter-
changeable contexts. By applying logit pair-
ing to equalize outcomes on the restricted set
of counterfactuals for each instance, we im-
prove fairness metrics while preserving model
performance on hate speech detection.

1 Introduction
Hate speech classifiers have high false-positive er-
ror rates in documents mentioning specific social
group tokens (SGTs; e.g., “Asian”, “Jew”), due in
part to the high prevalence of SGTs in instances of
hate speech (Wiegand et al., 2019; Mehrabi et al.,
2019). When propagated into social media con-
tent moderation, this unintended bias (Dixon et al.,
2018) leads to unfair outcomes, e.g., mislabeling
mentions of protected social groups as hate speech.

For prediction tasks in which SGTs do not play
any special role (e.g., in sentiment analysis), unin-
tended bias can be reduced by optimizing group-
level fairness metrics such as equality of odds,
which statistically equalizes model performance
across all social groups (Hardt et al., 2016; Dwork
et al., 2012). However, in hate speech detection,
this is not the case, with SGTs providing key in-
formation for the task (see Fig. 1). Instead, bias

Figure 1: Two input sentences and their counterfactu-
als ranked by likelihood. Our method ensures similar
outputs only for counterfactuals with higher likelihood.

mitigation in hate speech detection benefits from
relying on individual-level fairness metrics such
as counterfactual fairness, which assess the output
variation resulting from changing the SGT in indi-
vidual sentences (Garg et al., 2019; Kusner et al.,
2017). Derived from causal reasoning, a counter-
factual applies the slightest change to the actual
world to assess the consequences in a similar world
(Stalnaker, 1968; Lewis, 1973).

Accordingly, existing approaches for reducing
bias in hate speech detection using counterfactual
fairness learn robust models whose outputs are not
affected by changing the SGT in the input (Garg
et al., 2019). However, a drawback of such ap-
proaches is the lack of semantic analysis of the
input to identify whether changing the SGT leads
to a small enough change that preserves the hate
speech label (Kasirzadeh and Smart, 2021). For
instance, in a hateful statement, “mexicans should
go back to their sh*thole countries”, substituting
“mexicans” with “women” changes the hate speech
label, while using “Hispanics” should preserve the
output. Here, we aim to create counterfactuals
that maximally preserve the sentence and disregard
counterfactuals that violate the requirement for be-
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ing the “closest possible world” (Fig. 1).
To this end, we develop a counterfactual gener-

ation method which filters candidate counterfac-
tuals based on their difference in likelihood from
the actual sentence, estimated by a pre-trained lan-
guage model with known stereotypical correlations
(Sheng et al., 2019). Intuitively, our method pro-
vides outputs that are robust with regard to the con-
text and are not causally dependent on the presence
of specific SGTs. This use of sentence likelihood
is inspired by Nadeem et al. (2020) as it captures
the similarity of an SGT and its surrounding words
to prevent unlikely SGT substitutions. As a result,
only counterfactuals with equal or higher likeli-
hoods compared with the original (“closest possi-
ble worlds”) are used during training. To enforce
robust outputs for similar counterfactuals, we apply
logit pairing (Kannan et al., 2018) on outputs for
sentence-counterfactual pairs, adding their average
differences to the classification loss. Our method
(1) effectively identifies semantically similar coun-
terfactuals and (2) improves fairness metrics while
preserving classification performance, compared
with other strategies for generating counterfactuals.

2 Related Work
Unintended bias in classification is defined as dif-
fering model performance on subsets of datasets
that contain particular SGTs (Dixon et al., 2018;
Mehrabi et al., 2019). To mitigate this bias, data
augmentation approaches are proposed to create
balanced labels for each SGT or to prevent biases
from propagating to the learned model (Dixon et al.,
2018; Zhao et al., 2018; Park et al., 2018). Other
approaches apply regularization of post-hoc token
importance (Kennedy et al., 2020b), or adversarial
learning for generating fair representations (Madras
et al., 2018; Zhang et al., 2018) to minimize the
importance of protected features.

By altering sensitive features of the input and as-
sessing the changes in the model prediction, coun-
terfactual fairness (Kusner et al., 2017) seeks causal
associations between sensitive features and other
data attributes and outputs. Similarly, counterfac-
tual token fairness applies counterfactual fairness
to tokens in textual data (Garg et al., 2019).

Counterfactual fairness presupposes that the
counterfactuals are close to the original world.
However, previous work has yet to quantify this
similarity in textual data. Key to our proposed
framework is evaluating the semantic similarity be-
tween the original and the synthetically generated

instances to only consider counterfactuals that con-
vey similar sentiment. Consequently, our method
prevents synthetic counterfactuals unlikely to exist
in real-world samples which (1) decrease classifi-
cation accuracy by adding noise into the training
process and (2) misdirect fairness evaluation by
introducing unexpected criteria.

3 Method
We propose a method for improving individual fair-
ness in hate speech detection by considering the
interchangeable role of SGTs in each specific con-
text. Given instance x ∈ X , and a set of SGTs S,
we seek to equalize outputs of a classifier f for x
and its counterfactuals xcf generated by substitut-
ing the SGT mentioned in x.

First, we provide the definition of counterfactual
token fairness (CTF), which can be evaluated for a
model over a dataset of sentences and their coun-
terfactuals (Sec. 3.1). Next, we specify how coun-
terfactual logit pairing (CLP) regularizes CTF in a
classification task (Sec. 3.2). Lastly, we introduce
our counterfactual generation method for Assess-
ing Counterfactual Likelihoods (ACL, Sec. 3.3),
which is driven by linguistic analysis of stereotype
language in sentences.

3.1 Counterfactual Token Fairness (CTF)
Given instance x ∈ X , and a set of counterfactuals
xcf , generated by perturbing mentioned SGTs, the
CTF for a classifier f = σ(g(x)) is:

CTF(X, f) =
∑

x∈X

∑

x′∈xcf

|g(x)− g(x′)|

where g(x) returns the logits for x (Garg et al.,
2019). Lower CTF indicates similar (i.e., fairer)
outputs for sentences and their counterfactuals.

3.2 Counterfactual Logit Pairing (CLP)
To reduce CTF while training a hate speech clas-
sifier, we apply counterfactual logit pairing (CLP)
(Kannan et al., 2018) to all instances and their coun-
terfactuals. CLP penalizes prediction divergence
among inputs and their counterfactuals by adding
the average absolute difference in logits of the in-
puts and their counterfactuals to the training loss:
∑

x∈X
`c(f(x), y) + λ

∑

x∈X

∑

x′∈xcf

|g(x)− g(x′)|

where `c calculates the classification loss for an
output f(x) and its correct label y and λ tunes the
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Stereotypical Sentences (from Gab)

Communists and dictators are desperate to get rid of god. His
blessing overcomes the fearful evils of this fallen world.

Dumb ass n**** don’t realize you actually have to work your
ass off on a farm. It doesn’t just magically happen now that
they’ve stolen the land from Whites.

Israel and the Islamist conspiracy to deny Jews their land.

Women. lie. about. rape.

Table 1: Sample stereotypical sentences from Gab, for
which changing the SGT (bolded) decreases the likelihood.

influence of the counterfactual fairness loss, the
impact of which is discussed in the Appendix.

3.3 Counterfactual Generation
Rather than simplifying the model training by re-
stricting CLP loss to all counterfactuals created by
perturbing the SGTs in non-hate sentences (Garg
et al., 2019), we identify similar counterfactuals
based on likelihood analysis of each sentence. Our
aim is to generate counterfactuals that preserve the
likelihood of the original sentence.

In stereotypical sentences that target specific so-
cial groups, expecting equal outputs when changing
the SGT leads to ignoring how specific vulnerable
groups are targeted in text (Haas, 2012). Quanti-
fying the change in a sentence as a result of per-
turbing SGTs has already been studied for detect-
ing stereotypical language (Nadeem et al., 2020);
similarly to Nadeem et al., we apply a generative
language model (GPT2; Radford et al., 2019) to
evaluate the change in sentence likelihood caused
by substituting an SGT — e.g., we expect the lan-
guage model to predict decrease in likelihood for
a sentence about terrorism when it is paired with
“Muslim” or “Arab” versus other SGTs.

Since GPT-2 uses the left context to predict
the next word, for each word xi in the sen-
tence, the likelihood of xi, P (xi|x0 . . . xi−1), is
approximated by the softmax of xi with respect
to the vocabulary. Therefore, the log-likelihood
of a sentence x0, x1, . . . xn−1 is computed with:
lgP (x) =

∑n
i lgP (xi|x0, .., xi−1)

We identify correct counterfactuals by compar-
ing their log-likelihood to that of the original sen-
tence and create the set of all correct counterfactu-
als xcf by including counterfactuals with equal or
higher likelihood compared with x:

xcf = {x′|x′ ∈ substitute(x, S), P (x) ≤ P (x′)}

in which substitute(x, S) creates the set of all per-
turbed instance by substituting the SGT in x, with

Rank # Items # Choices Accuracy(mean) Agreement

1 500 4 74.88% 58.43
>1 250 2 63.07% 70.81

Table 2: Annotators’ averaged accuracy and agreement
(Fleiss, 1971) on sentences with different likelihood rankings.

another SGT from the list of all SGTs S, which
in this paper is a list of 77 SGTs (see Appendix),
compiled from Dixon et al. (2018) and extended
using WordNet synsets (Fellbaum, 2012).

4 Experiments

Here, we apply our method for generating counter-
factuals (Sec. 3.3) to a large corpus to explore the
method’s ability to identify similar counterfactu-
als. Then, we apply CLP (Sec. 3.2) with different
strategies for counterfactual generation and com-
pare them to our approach, introduced in Sec. 3.3.

4.1 Evaluation of Generated Counterfactuals

Data. We randomly sampled 15 million posts from
a corpus of social media posts from Gab (Gaffney,
2018), and selected all English posts that men-
tion one SGT (N ≈ 2M). The log-likelihood of
each post and its candidate counterfactuals were
computed. The primary outcome was the origi-
nal instance’s rank in log-likelihood amongst its
counterfactuals. Higher rank for a mentioned SGT
indicates the stereotypical content of the sentence.

We conducted two qualitative analyses with hu-
man annotators to evaluate the generated counter-
factuals. First, we selected sentences in which the
highest ranks were assigned to the original SGTs
and asked annotators to predict the mentioned SGT
in a fill-in-the-blank test. If our method correctly
ranks SGTs based on the context, we expect annota-
tors to predict the original SGTs in such sentences.
Then, we randomly selected a set of sentences
and evaluated our method on finding the prefer-
able counterfactual among a pair of candidates by
comparing the choices to those of the annotators’.

Human annotators were from the authors of the
paper, with backgrounds in computer science and
social science. All annotators had previous experi-
ence with annotating hate speech content. However,
they did not have any experience with the exact
sentences in the evaluated dataset, given that the
sentences were randomly selected from a dataset
of 1.8M posts, collected by other researchers cited
in the paper.

We preferred expert annotators over novice
coders in this specific case, because previous stud-

94



GHC Storm
Hate EOO CTF Hate EOO CTF
F1(↑) TP(↓) TN(↓) FPR(↓) DC(↓) SC(↓) F1(↑) TP(↓) TN(↓) FPR(↓) DC(↓) SC(↓)

BERT 73.30±.2 38.3 23.0 6.6 2.22 1.99 78.52±.2 40.8 25.3 11.5 0.96 1.16
MASK 71.24±.2 39.0 20.3 2.5 1.78 1.99 70.91±.2 43.4 25.9 8.3 0.96 1.16
CLP+SG 62.10±.2 38.4 23.2 0.2 0.97 2.24 80.31±.2 41.8 25.4 9.8 0.71 1.06
CLP+Rand 66.45±.2 41.3 20.4 2.7 0.98 1.24 80.62±.2 43.7 25.8 1.6 0.83 0.99
CLP+GV 68.50±.2 38.3 23.0 3.1 1.01 1.25 79.28±.2 40.7 30.6 3.4 0.76 0.93
CLP+NEG 70.02±.2 39.6 20.1 7.7 0.76 1.98 77.62±.2 42.5 26.2 5.0 0.56 0.98
CLP+ACL 73.31±.2 37.5 20.5 2.4 0.75 0.87 81.99±.2 42.8 23.1 2.0 0.42 0.53

Table 3: Results on GHC and Storm. Baseline BERT model, and fine-tuned BERT masking SGTs, and five coun-
terfactual logit pairing models (CLP) with counterfactual generation based on similar social groups (CLP+SG), random
word substitution (CLP+Rand), GloVe similarity (CLP+GL), baseline approach (CLP+NEG; Garg et al., 2019), and
our approach for Assessing Counterfactual Likelihoods (CLP+ACL), trained in 5-fold cross validation and tested on 20% of the
datasets. Group-level fairness (true positive, true negative and false positive ratio) and counterfactual fairness are evaluated.

ies have indicated expert coder higher performance
in hate speech annotation (Waseem, 2016). More-
over, annotators’ cognitive biases and perceived
stereotypes can greatly impact their judgments in
detecting hate speech (Sap et al., 2019). There-
fore, we preferred to have expert annotators with
a shared understanding of the definition of stereo-
types and hate speech, who are consequently less
subjective in their judgments.

Results. In 2.9% of sentences the original SGT
achieves the highest ranking. In 86.03% of the
posts where the original SGT is ranked second, the
top-ranked SGT is from the same social category
(e.g., both SGTs referred to race or gender). We ran-
domly selected 500 original posts with highest like-
lihood among their counterfactuals (Table 1 shows
such samples) to qualitatively assess their stereotyp-
icality in a fill-in-the-blank style test with human
subjects. Three annotators, on average, identified
the correct SGT from 4 random choices for 74.88%
of posts. In a second evaluation, given sentences
and two counterfactuals, annotators were asked to
identify which SGT substitution preserves the hate
speech and likelihood of the sentence. On aver-
age, annotators agreed with the model’s choice in
63.07% of the test items. Table 2 demonstrates
accuracy and agreement scores of annotators.

4.2 Fair Hate Speech Detection
We apply our counterfactuals generation method to
hate speech detection, and equalize model outputs
for sentences and their similar counterfactuals.

Compared Methods. We fine-tined BERT (De-
vlin et al., 2019) classifiers with CLP loss, us-
ing five approaches for generating counterfactu-
als: 1) CLP+ACL applies our approach for As-
sessing Counterfactual Likelihoods (Sec. 3.3), 2)

CLP+NEG considers all counterfactuals for neg-
ative instances (Garg et al., 2019), 3) CLP+SG
substitutes SGTs from the same social categories
(inspired by Sec. 4.1), e.g., it replaces a racial group
with other racial groups, 4) CLP+Rand substitut-
ing SGTs with random words, and 5) CLP+GV
substitutes SGTs with ten most similar SGTs based
on their GloVe word embeddings (Pennington et al.,
2014). As baseline models we consider a vanilla
fine-tuned BERT (BERT), and a fine-tuned BERT
model that masks the SGTs (MASK)1.

Data. We trained models on the Gab Hate Cor-
pus (GHC; Kennedy et al., 2020a) and Stormfront
dataset (Storm; de Gibert et al., 2018), including
approximately 27k and 11k social media posts re-
spectively. Both datasets are annotated based on
typologies that define hate speech as targeting indi-
viduals or groups based on their group associations.

Evaluation Metrics. We compute CTF on two
datasets of counterfactuals. (1) Similar Counterfac-
tuals (SC; collected from Dixon et al. (2018)) in-
cludes synthetic, non-stereotypical instances based
on templates (e.g., <You are a ADJ SGT>). In
such instances, the sentence is not explicit to the
SGT, and the model prediction should solely de-
pend on the ADJs so smaller values of CTF are in-
dicative of a fairer models. (2) Dissimilar Counter-
factuals (DC; from Nadeem et al. (2020)) includes
stereotypical sentences and their counterfactuals
generated by perturbing SGTs. Since instances are
stereotypical, we expect all counterfactuals to be
ignored by a fair model and lower CTF scores.

We also report group fairness metrics (equality
of odds). The standard deviation of true positive
(TP) and true negative (TN) rates across SGTs are

1Implementation details are provided in the Appendix
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reported for a preserved test set (20% of the dataset)
and instances generated by perturbing the SGTs.
The standard deviation of false positive ratio (FPR)
for different SGTs are also reported for a dataset
of non-hateful New York Times sentences. Lower
standard deviations indicate higher group fairness.
Results. Table 3 shows the results of these ex-
periments on GHC and Storm. Evidently, our
model (highlighted in Table 3) for generating coun-
terfactuals enhances CTF while improving or pre-
serving classification performance and group fair-
ness (TP, TN, and FPR) on both datasets. The in-
crease in classification performance demonstrates
our method’s capability in filtering noisy synthetic
samples. These results call for further explorations
of when fair models should treat SGTs equally.
Rather than expecting equal results over all in-
stances, fair predictions should be based on contex-
tual information embedded in the sentences.

5 Conclusion
Our method treats social groups equally only within
interchangeable contexts by applying logit pairing
on a restricted set of counterfactuals. We demon-
strated that biased pre-trained language models
could enhance counterfactual fairness by identify-
ing stereotypical sentences. Our method improved
counterfactual token fairness and classification ac-
curacy by filtering unlikely counterfactuals. Future
work may explore semantic-based techniques for
creating counterfactuals in domains other than hate
speech detection, e.g., crime prediction, to better
contextualize definitions of social group equality.

Broader Impact Statement
Our paper investigates bias mitigation in hate
speech detection. This task is of great sensitiv-
ity because of the impact of online hate speech on
minority social groups. While most discussions in
the field of Ethics of AI focus on equalizing biases
against different social groups from pre-trained lan-
guage models, we make use of this bias to identify
stereotypical or conspiratorial hate speech in social
media and to ensure that hate speech detection mod-
els learn these linguistic association of stereotypes
for protecting social groups from rhetoric that is
explicitly targeting them.
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A Appendix

All data is uploaded to dropbox2

A.1 Social Group Tokens

Our social group terms include: heterosexual,
catholic, queer, latinx, younger, christian, latin
american, jewish, jew, democrat, republican, in-
dian, trans, canadian, white, bisexual, female, men,
man, women, woman, gay, paralytic, blind, aged,
spanish, taiwanese, taoist, protestant, paralyzed,
liberal, deaf, buddhist, chinese, african, older, elder,
deafen, latino, straight, latina, english, asian, male,
amerind, old, american, conservative, japanese,
muslim, homosexual, nonbinary, lesbian, protes-
tant, ashen, sikh, lgbt, teenage, middle eastern, his-
panic, bourgeois, lgbtq, european, millenial, trans-
gender, african, young, elderly, paralyze, middle
aged, black, mexican, arab, immigrant, migrant,
and communist

A.2 Study 1: Qualitative Analysis

Implementation Details To compute perplexity
scores of the counterfactuals, we used 41 Google
cloud virtual machine instances with the following
configuration. All the instances used the Google
n1-standard-4 (4 vCPUs, 15 GB memory). We had
1 x NVIDIA Tesla P100 Virtual Workstation, 15 x
NVIDIA Tesla P4 Virtual Workstation, and 25 x
NVIDIA Tesla K80. In addition we used one local
machine with 1 x NVIDIA GeForce RTX 2080
SUPER, AMD Ryzen Threadripper 1920X CPU
and 128 GB memory.

For each data point, the runtime of generat-
ing 64 counterfactuals along with their perplex-
ity scores was about 1.5 seconds on instances
with NVIDIA Tesla P4 Virtual Workstations and
NVIDIA GeForce RTX 2080 SUPER and about
2.6 seconds on instances with NVIDIA Tesla K80
GPUs.

Hyper parameters We used the pre-trained
GPT-2 model from the transformers library by hug-
ging face 3 with 12-layer, 768-hidden, 12-heads,
117M parameters.

Dataset We downloaded the public dump of Gab
posts 4 which contains more than 34 million posts
from August 2016 to October 2018. After dropping

2https://www.dropbox.com/s/
awjvtt5op43ewr6/Data.zip?dl=0

3https://huggingface.co/transformers/
pretrained_models.html

4https://files.pushshift.io/gab/

posts with small number of English tokens (non-
English posts) and malformed records, We got near
15 million posts referred to as SGT-Gab. Data can
be found in the accompanied zip file.

A.3 Study 2

Implementation Details Each of the seven models
were trained on 80% of the given dataset (either
GHC or Storm), (dataset train.csv file) and tested
on the remaining 20% (dataset test.csv file). The
models were run on a single NVIDIA GeForce
GTX 1080 GPU, where each epoch takes 3 seconds.
Models were built in Python 3.6 and Tensorflow-
GPU (Abadi et al., 2016).

Data cleaning was performed by applying
the BertTokenizer tokenizer (Wolf et al., 2020),
and models were trained by fine-tuning Bert-
For-Sequence-Classification initialized with pre-
trained “bert-base-uncased”5 with 12-layers, 768-
hidden, 12-heads, and 117M parameters (Wolf
et al., 2020). The λ coefficient was set to 0.2 for
all models to specify the same counterfactual loss
in all models.

Hate Speech Datasets Here we provide de-
tail on the two training datasets from our exper-
iments. The Gab Hate Corpus (GHC; Kennedy
et al., 2020a) is an annotated corpus of English so-
cial media posts from the far-right network “Gab.”
Labels were generated by majority vote between
all provided annotations labels of “CV” (Call for
Violence) and “HD” (Human Degradation) which
are two sub-types of hate speech. Final dataset
include 2254 positive labels of hate among 27557
items. Secondly, de Gibert et al. (2018) provide
an annotated corpus of English (Storm). We used
posts included in “all files”,6 and generated our
own train and test subset. The final dataset includes
1196 positive labels among 10944 items.

For each dataset, the train and test set were split
based on maintaining the same ratio of SGTs in
both sets. Similarly, in each fold of cross validation
20% of the train set was selected for validation
purposes based on maintaining the same ratio of
hate labels.
Fairness Evaluation Datasets

We used three out-of-domain datasets for evalu-
ating fairness: First, an existing dataset of stereo-
types in English (“Dissimilar Counterfactuals”;

5https://huggingface.co/
bert-base-uncased

6https://github.com/Vicomtech/
hate-speech-dataset
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DC) collected by Nadeem et al. (2020) was ap-
plied, which contains two types of stereotype: in-
tersentence instances consisted of a base sentence
provided for a target group and a stereotypical sen-
tence generated by annotators for the same group,
while intrasentence instances were single sentences
annotated as stereotypes. For each sentence, we
substitute the target group with all our SGTs, re-
sulting in 25565 samples.

Second, “Similar Counterfactuals” (SC) consists
of 77k synthetic English sentences generated by
Dixon et al. (2018). After removing sentences with
less that 4 tokens, we ended up with 3200 sen-
tences.

Third, following Kennedy et al. (2020b) we use
a corpus of New York Times (NYT) articles to
measure false positive rate. Specifically, for each
SGT in our list (see Section A.1), we sampled 500
articles containing a mention of this SGT (and no
other SGT mentions). This produced a balanced
random sample of SGTs, which are heuristically
assumed to have no hate speech (excepting rare
occurrences, e.g., quotations).

Evaluation For evaluating the Counterfactual
Token Fairness (CTF) among a sentence and the
list of its counterfactuals, we computed the cosine
similarity of the 2D logits, produced as the output
of Bert-For-Sequence-Classification model. We
then calculated the average of these similarities to
get a CTF value for the sentence and computed the
average of CTFs over the dataset.

Analysis of the Regularization Coefficient As
mentioned in Section 3.2, the regularization coef-
ficient λ controls the extent to which counterfac-
tual logit pairing formulation affects the training
process. A larger value of λ is expected to in-
creases the importance of bias mitigation, while
decreasing the essential classification performance.
While in our experiments in Section 4.2 we set the
same value for λ for all counterfactual pairing ap-
proaches, here we discuss λ as it creates a trade-off
between classification accuracy and counterfactual
token fairness.

Figure 2 and 3 demonstrate the effect of λ on
the three main approaches evaluated on GHC and
Storm datasets; 1) our approach for counterfactual
generation (CLP+ACL), 2) Garg et al. (2019)’s
approach which considers all counterfactuals of
non-hate samples (CLP+NEG), and 3) counterfac-
tual generation based on similar social categories
(CLP+SG). As the plots denote, higher value of λ

corresponds with lower classification accuracy and
lower (more desirable) counterfactual token fair-
ness. These results also denotes that our proposed
method CLP+ACL, achieves higher accuracy and
fairness compared to the other approaches with dif-
ferent values of λ. In our experiments reported
in Table 3, λ is set to 0.2 for all approaches that
are based on counterfactual pairing (CLP+*). We
chose this value, since based on the observed re-
sults in 2 and 3, it demonstrates the effect of coun-
terfactual pairing loss on improving the fairness
metrics while preserving classification accuracy.
Future applications of our approach should rely on
fine-tuning λ during training.

A.4 Glossary

Unintended bias: When a model is biased with
respect to a feature that it was not intended to be
(e.g. race in Toxicity classifier).

Group Fairness: Fairness defintions that treat
different groups equally (e.g. equality of odds,
equality of opportunity.)

Individual Fairness: Fairness definitions that
ensure similar predictions to similar individuals
(e.g. counterfactual fairness.)

Equality of Odds: “A predictor Ŷ satisfies
equalized odds with respect to protected attribute
A and outcome Y , if Ŷ and A are independent
conditional on Y . P (Ŷ = 1|A = 0, Y = y) =
P (Ŷ = 1|A = 1, Y = y), y ∈ {0, 1}”, (Hardt
et al., 2016)

Equality of Opportunity: “A binary predictor
Ŷ satisfies equal opportunity with respect to A and
Y if P (Ŷ = 1|A = 0, Y = 1) = P (Ŷ = 1|A =
1, Y = 1)”, (Hardt et al., 2016)

Counterfactual: Counterfactual conditionals
are conditional sentences that assess the outcome
under different circumstances. Here we use (Garg
et al., 2019) definition of counterfactual questions,
“How would the prediction change if the sensitive
attribute referenced in the example were different?”
with SGT as the sensitive attribute

Counterfactual reasoning: The process of
inferences from counterfactual conditionals
compared to regular conditionals.
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Stereotype: Stereotyping is a cognitive bias,
deeply rooted in human nature (Cuddy et al., 2009)
and omnipresent in everyday life through which
humans can promptly assess whether an outgroup
is a threat or not. Stereotyping, along with other
cognitive biases, impacts how individuals create
their subjective social reality as a basis for social
judgements and behaviors (Greifeneder et al.,
2017). Stereotypes are often studied in terms
of the associations that automatically influence
judgement and behavior when relevant social
categories are activated (Greenwald and Banaji,
1995).
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Non-hate Sample Hate Sample
(Garg et al., 2019) All Counterfactuals No Counterfactuals

Issues Adding noisy synthetic data into
the model since SGTs cannot inter-
changeably appear in all contexts

Not supporting fairness for specific
SGTs with high association with hate
speech (Dixon et al., 2018)

Current approach Counterfactuals with higher likelihood
Improvement Preventing counterfactuals with

lower sentence likelihood, that can
be noisy instances

Equalizing outputs for current in-
stances and their more stereotypical
counterfactuals

Table 4: The through comparison of the proposed approach with Garg et al. (2019), based on their solutions for
positive and negative instances of hate speech

Figure 2: Changing the value of λ while training models on the GHC dataset demonstrated the tradeoff between
accuracy and counterfactual token fairness (evaluated on two datasets of dissimilar and similar counterfactuals).

Figure 3: Changing the value of λ while training models on the Storm dataset demonstrated the tradeoff between
accuracy and counterfactual token fairness (evaluated on two datasets of dissimilar and similar counterfactuals).
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Abstract

There have been several attempts to create an
accurate and thorough emotion lexicon in En-
glish, which identifies the emotional content
of words. Of the several commonly used re-
sources, the NRC emotion lexicon (Moham-
mad and Turney, 2013b) has received the most
attention due to its availability, size, and its
choice of Plutchik’s expressive 8-class emo-
tion model. In this paper we identify a large
number of troubling entries in the NRC lexi-
con, where words that should in most contexts
be emotionally neutral, with no affect (e.g.,
lesbian, stone, mountain), are associated with
emotional labels that are inaccurate, nonsensi-
cal, pejorative, or, at best, highly contingent
and context-dependent (e.g., lesbian labeled
as DISGUST and SADNESS, stone as ANGER,
or mountain as ANTICIPATION). We describe
a procedure for semi-automatically correcting
these problems in the NRC, which includes
disambiguating POS categories and aligning
NRC entries with other emotion lexicons to
infer the accuracy of labels. We demonstrate
via an experimental benchmark that the qual-
ity of the resources is thus improved. We re-
lease the revised resource and our code to en-
able other researchers to reproduce and build
upon results1.

1 Introduction

Emotion detection is an NLP task that has long
been of interest to the field (Hancock et al., 2007;
Danisman and Alpkocak, 2008; Agrawal and An,
2012), and is usually conceived as a single- or
multi-label classification in which zero (or more)
emotion labels are assigned to variously defined se-
mantic or syntactic subdivisions of the text. The im-
portance of this task has only grown as the amount
of available affective text has increased: social me-
dia, in particular, has made it especially convenient

1https://doi.org/10.34703/gzx1-9v95/
PO3YGX

for people around the world to express their feel-
ings and emotions regarding events large and small.

There are generally two ways to express emo-
tions in textual data (Al-Saqqa et al., 2018). First,
emotions can be expressed using emotive vocabu-
lary: words directly referring to emotional states
(surprise, sadness, joy). Second, emotions can be
expressed using affective vocabulary: words whose
emotional content depends on the context, without
direct reference to emotional states, for example,
interjections (ow!, ouch!, ha-ha!).

An emotion lexicon is a specific type of linguistic
resource that maps the emotive or affective vocabu-
lary of a language to a fixed set of emotion labels
(e.g. Plutchik’s eight-emotion model), where each
entry in the lexicon associates a word with zero or
more emotion labels. Because this information is
difficult to find elsewhere, emotion lexicons are of-
ten used as one of the key components of affective
text mining systems (Yadollahi et al., 2017). How-
ever, as is usual with linguistic resources, creating
an emotion lexicon is a time-consuming, costly,
and sometimes impractical part of the task. The
difficulty is only accentuated when one considers
the many affective uses of words, in which the
emotional content is context dependent. Such con-
text dependency underlines the utility of General-
Purpose (context-independent) Emotion Lexicons
(GPELs), which captures the mostly fixed emotive
content of words, and which can serve as a founda-
tion for more context-dependent systems.

In this paper, we analyze and improve one of the
most commonly used GPELs, namely, the NRC lex-
icon (National Research Council of Canada; also
known as the Emolex emotion lexicon Mohammad
and Turney, 2013b,a, 2010). The NRC used Mac-
quarie’s Thesaurus (Bernard, 1986) as the source
for terms, retaining only words that are repeated
more than 120,000 times in Google n-gram corpus
(Michel et al., 2011). The NRC maps each word
to zero or more labels drawn from Plutchik’s 8-

102



emotion psychological model (Plutchik, 1980), and
provides labels for 14,182 individual words.

While the NRC has been used extensively across
the emotion mining literature (Tabak and Evrim,
2016; Abdaoui et al., 2017; Rose et al., 2018; Lee
et al., 2019; Ljubešić et al., 2020; Zad et al., 2021),
close inspection reveals a large number of incorrect,
non-sensical, pejorative, or otherwise troubling
entries. While we provide more examples later in
the paper, to give a flavor of the problem, the NRC
provides emotion labels for many generic nouns
(tree→ANGER), common verbs (dance→TRUST),
colors (white→ANTICIPATION), places
(mosque→ANGER), relations (aunt→TRUST), and
adverbs (scarcely→SADNESS). Furthermore, the
NRC suffers from significant ambiguity because
it does not include part of speech categories for
the terms: for example, while console implies
SADNESS in its most common verb sense (as the
NRC indicates), in its most common noun sense
means a small side table, which probably should
have no emotive content. In our analysis, many
of these problematic entries seem to stem from a
conflation of emotive (context-independent) and af-
fective (context-dependent) emotion language use:
it is as if, during the annotation of Shakespeare’s
Macbeth, the annotators of the NRC marked
hell→ANGER and woman→ANGER because of the
bard’s highly contextualized statement “Hell hath
no fury like a woman scorned”: while it is true that
this statement is often cited to support an assertion
that women are angry people in general, and such
a lexicon entry would help in correct marking of
the affective implication of this specific statement
in this particular context, it does not generalize to
all, or even most, uses of the word woman. Therein
lies the rub.

We begin the paper with a brief review of psy-
chological models of emotion, available emotion
lexicons, and datasets of emotion labeled text (§2).
We then discuss in detail the deficiencies of the
NRC, giving a variety of problematic examples,
and speculating as to how these entries were in-
cluded (§3). Next we describe a semi-automatic
procedure designed to filter out many of these de-
ficiencies (§4), after which we evaluate the effec-
tiveness of the filtering procedure by integrating
the corrected version of the NRC into an emotion
detection system (§5). We conclude with a list of
our contributions (§6).

Figure 1: Plutchik’s emotions wheel, Plutchik and
Conte (1997). Figure taken from (Maupome and
Isyutina, 2013), with permission.

2 Literature Review

2.1 Psychological Emotion Model

Emotion detection tasks are fundamentally predi-
cated on a particular conception of what emotions
exist. There are three broad classes of psycho-
logical theories of emotion: discrete, dimensional,
and hybrid. Discrete psychological models rep-
resent basic emotions as individual, distinct cate-
gories, e.g., Oatley and Johnson-Laird (1987) with
five emotions, Ekman (1992); Shaver et al. (1987)
with six, Parrott (2001) with six basic emotions in
the first level of a tree structure, Panksepp et al.
(1998) with seven emotions, and Izard (2007) with
ten. Dimensional psychological models, in con-
trast, propose that emotions are best described as
lying in multi-dimensions space, e.g., the models
of Russell (1980); Scherer (2005); Cambria (2016)
with two dimensions, (Lövheim, 2012) with three,
and Ortony et al. (1990); Fontaine et al. (2007);
Cambria et al. (2012) with four. Hybrid models
combine the two approaches by arranging cate-
gorical emotions along various dimensions, e.g.,
Plutchik’s model (1980; 1984; 2001) with eight ba-
sic emotion categories (ANGER, FEAR, SADNESS,
JOY, DISGUST, TRUST, SURPRISE, ANTICIPATION)
arranged in two or three dimensions, as illustrated
in Figure 1.

2.2 Emotion Lexicons

Emotion lexicons take a specific emotional theory
and associate the labels or values in that theory
with specific lexical entries. If the emotion lexi-
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Author, Year Lexicon Size (words) Set of Emotions

(Mohammad and Turney, 2010) NRC 14,182 ANGER, FEAR, ANTICIPATION, TRUST, SURPRISE, SADNESS, JOY, DISGUST

(Mohammad and Turney, 2013b) NRC hashtag 16,862 ANGER, FEAR, ANTICIPATION, TRUST, SURPRISE, SADNESS, JOY, DISGUST

(Stone et al., 1966) General Enquirer 11,788 PLEASURE, AROUSAL, FEELING, PAIN

(Strapparava and Valitutti, 2004) WordNet Affect 289 A HIERARCHY OF EMOTIONS

(Pennebaker et al., 2007) LIWC 2,300 AFFECTIVE OR NOT, POSITIVE, NEGATIVE, ANXIETY, ANGER, SADNESS

Table 1: Comparison of emotion lexicons

con identifies emotive and affective uses tied to a
specific context, then it is referred to as a domain-
specific emotion lexicon (DSEL). In contrast, an
emotion lexicon that seeks to represent the context-
independent emotional meaning of words is re-
ferred to as a General Purpose Emotion Lexicon
(GPEL). There are a variety of GPELs available,
which we describe below.

The NRC lexicon (National Research Council
of Canada; also known as the Emolex emotion lex-
icon) is one of the most commonly used lexicons.
It comprises 14,182 words labeled according to
Plutchik’s psychological model. The NRC was
created via a crowd-sourcing, and used Roget’s
Thesaurus as the source for terms (Mohammad and
Turney, 2010, 2013a,b). Because we focus on the
NRC lexicon in this paper, we discuss it in detail
in the next section.

The WordNet Affect Lexicon (WNA or WAL
Strapparava and Valitutti, 2004) is an emotion lexi-
con based on WordNet (Fellbaum, 1998). WNA ar-
ranges 289 noun synsets into an emotion hierarchy
and associates 1,191 verbs, adverbs, and adjectives
synsets to those emotion terms to WordNet.

NRC Hashtag Emotion Lexicon (Mohammad,
2012) comprises 16,862 words, drawn from Twit-
ter hashtags, that are labeled with a strength of
association (from 0 to infinity) for each of six emo-
tion classes. It was created automatically by ex-
tracting tweets that contains #joy, #sadness,
#surprise, #disgust, #fear, and #anger.
Mohammad (2012) showed that the NRC Hashtag
emotion lexicon provides better performance on
Twitter Emotion Corpus than the WordNet-Affect
emotion lexicon, but not as good as the origi-
nal NRC emotion lexicon. Mohammad and Kir-
itchenko (2015) extended this work by expanding
the hashtag word list to 585 emotion words, pro-
ducing 15,825 labeled entries, with performance
on headline data set again better than WNA.

The General Enquirer lexicon, while not specif-
ically designed as an emotion lexicon, comprises
11,788 concepts labeled with 182 category labels
that includes certain affect categories (e.g., plea-

sure, arousal, feeling, and pain) in addition to
positive/negative semantic orientation for concepts
(Stone et al., 1966).

Linguistic Inquiry and Word Count (LIWC Pen-
nebaker et al., 2001, 2007) is a text analysis pro-
gram that includes a lexicon comprising 2,300 en-
tries spread across 73 categories, many of which
are emotive or have sentiment, including NEGA-
TION, ANGER, ANXIETY, SADNESS, etc.

There are lexicons which are related to emo-
tion, but not themselves emotion lexicons. For
example, Staiano and Guerini (2014) described
the DepecheMood lexicon, which was an auto-
matically generated, general-purpose, and mood
lexicon with 37K terms. It includes eight mood-
related labels (don’t care, amused, annoyed, in-
spired, anger, sadness, fear, and joy) based on
Rappler’s mood meter (obtained by crawling the
rappler.com social news network). Kušen et al.
(2017) compared the four labels shared between
NRC and DepecheMood (anger, sadness, fear, and
joy), and showed that NRC had the highest recall.
NRC performed better at capturing fear, anger,
and joy, and DepecheMood performed better at
recognize sadness. Araque et al. (2019) created
the extended DepecheMood++ (DM++) for En-
glish on Rappler news and Italian on Corriere news
(corriere.it, an online Italian newspaper).

Table 1 lists the main emotion lexicons in de-
tails. As can be seen, the NRC is one of the largest
resources and uses one of the more expressive emo-
tion ontologies, hence researchers’ preference for
it in their work.

2.3 Data Set

Annotated corpora of emotion-laden language go
hand-in-hand with emotion lexicons. This is be-
cause one of the first tests of the utility of a lexicon
is how well a system that uses the lexicon performs
on automatic labeling. In general, data annotation
is a crucial part of most machine learning research
and affects the quality of the work substantially.
As is commonly known, in the case of linguistic
annotation, manually labeling large amounts of text
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is expensive and time consuming; further, in most
cases, assigning labels can be subjective and de-
pendent on the personality, emotions, background,
and point of view of the annotator; and finally,
unbalanced label frequency creates challenges for
training various learning algorithms.

There are several text corpora annotated with
emotional categorical models (Yadollahi et al.,
2017; Sailunaz et al., 2018; Acheampong et al.,
2020). For example, the International Survey on
Emotion Antecedents and Reactions (ISEAR) cor-
pus Scherer and Wallbott (1994) comprises 7,665
sentences drawn from 3,000 students from 37 coun-
tries were asked to report as a sentense or para-
graph situations in which they had experienced
FEAR, SADNESS, JOY, ANGER, SHAME, GUILT,
and DISGUST emotions. ISEAR data set is anno-
tated by authors and labeled by seven emotions
(FEAR, SADNESS, JOY, ANGER, SHAME, GUILT,
and DISGUST). Similarly, Aman’s corpus Aman
and Szpakowicz (2007) comprises of 1,466 sen-
tences from blogs and labeled by seven emotions
(SADNESS, SURPRISE, ANGER, FEAR, DISGUST,
HAPPINESS, and MIXED EMOTIONS). The Seman-
tic Evaluations (SemEval) corpus (Rosenthal et al.,
2019) includes 1,250 news headlines and labeled
by Ekman’s six basic emotions (ANGER, DISGUST,
SURPRISE, FEAR, JOY, and SADNESS). These are
just three examples of many.

For evaluation we use Alm’s fairy tale corpus
(Alm, 2008, 2010) which contains 15,302 sen-
tences from 176 children’s fairy tales from clas-
sic collections by Beatrix Potter, the Brother’s
Grimm’s, and Hans C. Andersen. We chose this
corpus because of the ready availability of an emo-
tion detection system (Zad and Finlayson, 2020)
that uses this corpus for evaluation. Two annota-
tors marked both the emotion and mood of each
sentence in the corpus (i.e., two separate judge-
ments by both annotators, for a total of four la-
bels per sentence), using Ekman’s six emotions
(JOY, FEAR, SADNESS, SURPRISE, ANGER, and
DISGUST). 1,167 sentences in the corpus had “high
annotation agreement” which Alm defined as all
four labels being the same, and there are a total of
4,627 other sentences which annotators have all la-
beled them as neutral. One reason to focus on only
the high agreement sentences is because the overall
Cohen’s Kappa for the dataset agreement is a quite
poor -0.2086. If we focus only on high agreement,
the Cohen’s Kappa is perfect. Emotion annotation

is notoriously difficult, and very few emotion anno-
tation projects have achieved high agreement. This
suggests that most of the approaches to emotion
annotation have suffered from lack of conceptual
clarity.

3 Problems with the NRC

In our close inspection of the entries in the NRC,
we noted three main problems. First, the NRC does
not indicate the part of speech of terms labeled
with emotion. This obviously causes a great deal
of ambiguity as to whether a particular emotion
label should apply to a particular use of a word
form. Second, the NRC contains numerous incor-
rect, inaccurate, nonsensical, or pejorative associa-
tions, most of which can be ascribed to an apparent
conflation of the distinction between emotive and
affective emotional language, i.e., ignoring the im-
portance of context for emotional semantics. Third,
and finally, there are emotion markings in the lexi-
con for which we can find no support in Keyword-
in-Context (KWIC) databases for any sense; we
count these as simple errors.

3.1 Missing Parts of Speech

As Mohammad and Turney (2010) noted, the NRC
includes some of the most frequent English nouns,
verbs, adjectives, and adverbs. Problematically,
however, the NRC does not indicate the part of
speech for any entry. For example, the wordform
bombard is labeled as ANGER|FEAR; however, in
WordNet the gloss for the first sense of bombard
as a noun is “a large shawm2 ; the bass member of
the shawm family”. On the other hand, the gloss of
the first sense of the verb form of bombard is “cast,
hurl, or throw repeatedly with some missile”, which
is more compatible with the emotion ANGER|FEAR.
Another example is the word console. The NRC
marks console→SADNESS, but the primary sense
of the noun form refers to “a small table fixed to a
wall or designed to stand against a wall.” Clearly
there is no context-independent emotional inflec-
tion to this sense. The SADNESS label is more
appropriate for the first verb sense “to give moral
or emotional strength to”, usually to a sad person.

Despite Araque et al. (2019) claims that adding
POS tags to lexicons may decrease the performance
of emotion detection mechanisms, we observe that
lack of POS tagging has caused considerable ambi-

2a shawm is a type of musical intstrument
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guity which negatively affects our emotion detec-
tion system performance.

Table 2 lists a small selection of NRC word-
form labels that are problematic because of part-
of-speech-related ambiguity. Although we did not
count the number of NRC entries suffering this par-
ticular part-of-speech ambiguity problem, our best
guess is that it affects roughly several thousand en-
tries, about a third of the non-neutral portion of the
lexicon.

3.2 Context Dependency
In general-purpose emotion lexicons (GPELs),
words are generally marked with an emotion (one
or more labels) if there is a dominant sense of the
word, and it has emotion semantics. In domain-
specific emotion lexicons (DSELs), by contrast,
assignment of an emotion label is based on the
common sense of each term in a specific domain
(Bandhakavi et al., 2017). For example, the noun
“shot” in a DSEL tailored for sports, referring tak-
ing a shot at a goal, might be plausibly marked
as (shot→ANTICIPATION|JOY), while in a medical
DSEL, referring to a injection, might be marked as
(shot→ANTICIPATION|FEAR). Similarly, the adjec-
tive “crazy” in sports might be marked according
to the sense in the statement “that goal was crazy!”
(crazy→JOY|SURPRISE) while in the behavioral do-
main, it might be (crazy→DISGUST|FEAR). Table
3 gives a small selection of NRC entries where
each label is appropriate only in a limited con-
text, not corresponding to the literal meaning of the
word in its dominant sense. The extreme version
of this problem can be seen with words like abun-
dance which have a multitude of labels that con-
flict (DISGUST|JOY|TRUST|ANTICIPATION). Over-
all this is a problem with regards to NRC because
it is explicitly presented as a GPEL. In our eval-
uation of the NRC, while again we did not count
exactly how many entries suffered from this issue,
we estimate at least 600 or so entries, or 10% of
the NRC, fall into this category.

3.3 Simple Errors
The NRC has a large number of terms, and as with
any resource of this size there are bound to be
minor faults or errors. Since human annotators
provided the data needed to create the resource,
we can assume that certain terms were given
labels that are not appropriate and that some small
number of these errors would have escaped notice
of any manual error correcting procedures. We

define these sorts of errors as those where the
provided emotional labels do not make sense in
any context supported by Keyword-in-Context
(KWIC) indicies (iWeb, 2021; Davies and Kim,
2019). Table 4 lists a small selection of examples
of seemingly simple errors in labels, for example
architecture→TRUST. Some markings, further-
more, might be reflective of relatively obvious
biases, which in light of recent work demonstrating
the built-in biases of various AI and NLP resources
(Bolukbasi et al., 2016; Bender and Friedman,
2018; Mehrabi et al., 2019; Blodgett et al., 2020),
it would be good to try to correct for. Examples of
the latter case include the entries fat→DISGUST

|SADNESS, lesbian→DISGUST|SADNESS, or
mosque→ANGER. We estimate that the number
of entries affected by simple errors or biases is at
least a few hundred, or roughly 5% of the NRC.

3.4 Problems with the NRC Annotation
Process

Some aspects of the NRC annotation process go
part of the way toward explaining some of the
above problems. As discussed by Mohammad and
Turney (2013a), the annotation process relied upon
approximately 2,000 native and fluent speakers of
English who answered a series of questions regard-
ing the emotion terms. The directions were made
ambiguous on purpose to minimize biasing the sub-
ject’s judgements. The concern with this method is
that the annotators could have been shown a term
that is not familiar to them. This was circumvented
by asking the individual to associate the term with
a certain word similar in meaning amongst three
non-viable options.

After selecting the most similar word, the anno-
tator could continue annotating even when they do
not really know the meaning of a word. This could
have happened by the annotator quickly looking
up the definition online. The annotators were told
not to look up the words3, but there is no guarantee
that they did so, and much work has shown that
crowdworkers are often unreliable (Ipeirotis et al.,
2010; Vuurens et al., 2011).

Another concern with the annotation process was
question wording. Questions 4–11 in particular
raise specific concerns. These asked, for all combi-
nations of a term X and each of the eight emotions
Y , “How much is X associated with the emotion

3Annotators were instructed “please skip HIT if you do
not know the meaning of the word”
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Word POS Original NRC Labels First Sense in WordNet Corrected Label

awful RB ANGER|DISGUST|FEAR|SADNESS used as a verbal intensifier NEUTRAL
belt NN ANGER|FEAR endless loop of flexible material between two rotating shafts or pulleys NEUTRAL
bias JJ ANGER slanting diagonally across the grain of a fabric NEUTRAL
bloody RB ANGER|DISGUST|FEAR|SADNESS extremely NEUTRAL
board VB ANTICIPATION get on board of (trains, buses, ships, aircraft, etc.) NEUTRAL
boil VB DISGUST come to the boiling point and change from a liquid to vapor NEUTRAL
buffet NN ANGER a piece of furniture that stands at the side of a dining room; has shelves and drawers NEUTRAL
bully JJ ANGER|FEAR very good SURPRISE|JOY
cage NN SADNESS an enclosure made or wire or metal bars in which birds or animals can be kept NEUTRAL
case NN FEAR|SADNESS an occurrence of something NEUTRAL
collateral JJ TRUST descended from a common ancestor but through different lines NEUTRAL
console NN SADNESS a small table fixed to a wall or designed to stand against a wall NEUTRAL
desert NN ANGER|DISGUST|FEAR|SADNESS arid land with little or no vegetation NEUTRAL
kind NN JOY|TRUST a category of things distinguished by some common characteristic or quality NEUTRAL
rail NN ANTICIPATION|ANGER a barrier consisting of a horizontal bar and supports NEUTRAL

Table 2: Examples of NRC terms paired with parts of speech (first two columns) whose emotional labels in NRC
are inappropriate. The last column shows the proposed correction.

Term NRC Labels Term NRC Labels

abundance DISGUST|JOY monk TRUST
|TRUST|ANTICIPATION oblige TRUST

baby JOY recreation JOY|ANTICIPATION
count TRUST remedy JOY
create JOY remove ANGER|FEAR
explain TRUST |SADNESS
fact TRUST saint ANTICIPATION|JOY
fall SADNESS |TRUST|SURPRISE
fee ANGER save JOY
fire FEAR score ANTICIPATION|JOY
gain JOY|ANTICIPATION |SURPRISE
grow ANTICIPATION|JOY|TRUST star ANTICIPATION|JOY
larger DISGUST|SURPRISE|TRUST |TRUST
leader TRUST understand TRUST
mate TRUST unnatural DISGUST|FEAR

Table 3: Examples of context dependency

Y ?” Posing this in only the positive formulation
potentially biased annotators to find confirmatory
evidence. A more balanced procedure would have
been to ask annotators to imagine not only how
much of emotion Y was associated X , but also how
much Y wasn’t associated with X , prompting them
to consider disconfirmatory evidence. Because of
this confirmation bias in the collection procedure
we posit that many of the terms in the NRC were as-
sociated with particular emotions even when those
terms do not bring those emotions to mind when
mentioned in isolation in normal usage.

Another way of addressing this bias would have
been to show words in specific contexts; this avoids
the need for an annotator to think up their own
evidence to support their label, which may have
been limited by the annotators’s time, attention,
creativity, or knowledge of English usage. Such an
approach would no doubt have been costlier, but it
perhaps would have produced higher quality labels.

When it came to validating the NRC, the authors
compared their crowdsourced labels with labels
from the WNA lexicon to see how close the judge-
ments were. In the one earlier paper (Mohammad

Term Labels Term Labels

abacus TRUST cabinet TRUST
alb TRUST calculation ANTICIPATION
ambulance FEAR|TRUST coyote FEAR
ammonia DISGUST critter DISGUST
anaconda DISGUST|FEAR crypt FEAR|SADNESS
aphid DISGUST fat DISGUST|SADNESS
archaeology ANTICIPATION fee ANGER
architecture TRUST iron TRUST
assembly TRUST lamb JOY|TRUST
association TRUST mill ANTICIPATION
asymmetry DISGUST mountain ANTICIPATION
atherosclerosis FEAR|SADNESS mosque ANGER
baboon DISGUST machine TRUST
backbone ANGER|TRUST organ ANTICIPATION|JOY
balm ANTICIPATION|JOY pine SADNESS
basketball ANTICIPATION|JOY rack SADNESS
bee ANGER|FEAR ravine FEAR
belt ANGER|FEAR ribbon ANTICIPATION|JOY
bier FEAR|SADNESS |ANGER
biopsy FEAR rod TRUST |FEAR
birthplace ANGER spine ANGER
blackness FEAR|SADNESS stone ANGER
bran DISGUST title TRUST
infant ANTICIPATION tree ANTICIPATION|JOY

|FEAR|JOY |DISGUST|TRUST
|SURPRISE |SURPRISE|ANGER

Table 4: Examples of simple errors.

and Turney, 2013a), when the NRC had 10,000
entries, the authors reported that only 6.5% of the
entries could be matched with those in WNA. Later,
when the NRC was expanded to 14,182 entries, the
authors did not report the percentage overlap. We
measured this ourselves, and found the overlap be-
tween the full NRC and WNA is 2,328 (16%). This
is a concern because this means most of the data
could not be independently validated to see how ac-
curate the annotations were, and so a majority were
not subject to any rigorous or systematic quality
control check.

4 Semi-Automatic Correction of the
NRC

The NRC includes 14,182 entries made up of a uni-
gram (single token wordforms) associated with a
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Term Label Term Label Term Label

arm NEUTRAL diversity NEUTRAL office NEUTRAL
buy NEUTRAL endpoint NEUTRAL road NEUTRAL
carrier NEUTRAL flat NEUTRAL weather NEUTRAL
clothes NEUTRAL filter NEUTRAL yeast NEUTRAL

Table 5: Examples of neutral words

selection of Plutchik’s emotions eight (SADNESS,
JOY, FEAR, ANGER, SURPRISE, TRUST, DISGUST,
and ANTICIPATION), NEUTRAL, and two senti-
ments; as noted, no words had part of speech tags.
After removing 9,719 wordforms marked neutral,
examples of which are shown in Table 5, 4,463
wordforms remained. In the remainder of the paper
we refer to this set as NRC.orig. We developed
a procedure to semi-automatically correct the prob-
lems discussed in prior section. First, we assigned
part-of-speech tags to entries. Second, we devel-
oped an automatic emotional word test leveraging
both the original version of WNA and the larger
WordNet resource. Finally, we manually checked
all entries for correctness.

4.1 Assigning Part of Speech to NRC words

We began by constructing an expanded list of word-
forms in NRC, each associated with a valid part of
speech (POS). To determine whether a POS applied
to a wordform, we looking up each wordform in
WordNet under each of the main open class POS
tags—Verb (VB), Adjective (JJ), Noun (NN), and
Adverb (RB)—so each wordform could potentially
have been associated with up to four POS tags. Ev-
ery wordform was present in WordNet under at
least one POS. If a WordNet sense was found for a
POS, we consider that a valid tags for the wordform.
After this step, our list contained has 6,166 entries
of wordform-POS pairs (4,463 unique wordforms).
We call this set NRC.v1.

4.2 Emotional Word Test

In the second step, we sought to automatically de-
termine, on the one hand, which wordform-POS
pairs likely had an emotional sense (whether emo-
tive or affective), and on the other, pairs for which
we had no direct evidence of emotional seman-
tics. To do this, we performed the following com-
parisons with WNA and WordNet—if any one re-
turned true, the pair was presumed emotional; oth-
erwise, it was marked “unknown”.

1. Is the wordform-POS pair labeled as non-
neutral in WNA?

2. Is the first sense of the wordform-POS pair
have a synonym labeled as non-neutral in
WNA?

3. Does the WordNet gloss of the first sense of
the wordform-POS pair contain words that are
marked as emotional in WNA?
(a) Find the first sense in WordNet for the

wordform-POS pair.
(b) Tokenize the gloss of the first sense.
(c) Lemmatize the gloss.
(d) Check if the lemmas are labeled as non-

neutral in WNA.
Tokenization and lemmatization were performed

with nltk (Loper and Bird, 2002). The above
procedure identified 2,328 out of 6,166 pairs as
“presumed emotional”, leaving 3,838 pairs as “un-
known.” In the rest of this paper, we will refer
to the lexicon of 2,328 pairs “presumed affective”
pairs as NRC.v2.

4.3 Manual Checking

With NRC entries now organized as to whether
or not they are presumed emotional (according
to WNA or WordNet), we proceeded to manually
check all entries. We used WNA only to remove the
emotion label of some NRC wordforms. Since the
number of synsets in WNA is 2,328 and the number
of wordforms in NRC.v1 is 6,166 there must exist
many wordforms that are not associated to WNA
synsets and therefore will fail the Emotional Word
Test. We did not rely soly on WNA when correct-
ing bias in NRC, as we manually annotated every
wordform in NRC.v1 regardless of its Emotional
Word Test result. The first two authors of the paper
performed the below checks on all 6,166 entries
in NRC.v1. We used the Cohen’s Kappa metric
to assess inter-annotator agreement (Landis and
Koch, 1977), which we measured as 0.928, which
represents near-perfect agreement. Notably, this
emotion annotation task has much higher agree-
ment than the sentence-level annotation emotion
tasks discussed in Section 2.3. We suspect that this
is the case for at least three reasons. First, focusing
on words is an easier because sentences often have
complex emotion valence: there might multiple
emotions in a sentence. Second, the NRC words
that are retained at this stage are clearly emotional,
they are selected to be such, and so are less emo-
tionally ambiguous than neutral words: there are no
borderline cases. Finally, we defined a clear set of
procedures for identifying the emotion, which were
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NRC.orig
4,463 entries (wordforms only)

NRC.v1
6,166 pairs (wordforms+POS)

NRC.v2
Presumed Emotional:

2,328 pairs

(§4.2) Emotional Word
Test

2,480
neutral

3,686
Emotive

(§4.1) Assign POS to
NRC words

Unknown:
3,838 pairs

1,9573712,109 1,729

NRC.v3

(§4.3) Manual Checking

Figure 2: The semi-automatic procedure for correcting
the NRC.

developed during several rounds of pilot annotation,
following best practice in linguistic annotation.

• Presumed Emotional: For each wordform-
POS pair, we examined the first sense in
WordNet, any labels in WNA, and the la-
bels in NRC.orig to determine if they were
compatible, focusing on identified emotional
words and synonyms. If there were disagree-
ments between the WNA and NRC.orig
we examined the Keyword-in-Context index
for that POS. In cases where it was ambigu-
ous whether NRC.orig, WNA, or Word-
Net was the correct analysis, we defaulted
to NRC.orig. Out of 2,328 presumed emo-
tional pairs, 1,957 were ultimately kept as
having at least one emotion label.

• Unknown: Pairs in this group were distin-
guished from the Presumed Emotional group
by the lack of obvious emotional words in
the WordNet glosses of the pair or its syn-
onyms. While we examined the WordNet en-
tries for these pairs carefully, we spent more
time examining the Keyword-in-Context in-
dex to look for emotional senses. Out of 3,838
unknown pairs, ultimately 1,729 were marked
as having at least one emotion label.

Figure 2 shows the outline of the process to con-
struct final, corrected version of the NRC, which
we refer to as NRC.v3 in the rest of the paper.

5 Evaluation of the Corrected Resource

In order to compare and evaluate the outcome of the
correction procedure, we ran the emotion detection
model developed by Zad and Finlayson (2020) us-
ing NRC.v1, NRC.v2, and NRC.v3 as the emo-
tion lexicon. We chose this model because the code
was helpfully provided in full, and the model uses
a single emotion lexicon with wordform-POS pairs
to drive its emotion detection. In this section, we
discuss the details of this comparison.

The emotion detection system of Zad and Fin-
layson originally used WNA as the emotion lexicon
(leveraging wordform+POS pairs), and tested on
Alm’s fairy tale dataset (Alm, 2008). While the
system is convenient as an experimental testbed
because the full code is available, Alm’s dataset
uses only six emotions (ANGER, FEAR, SADNESS,
SURPRISE, DISGUST, and JOY), as opposed to
Plutchick’s eight used by the NRC. This means
we needed to trim our NRC versions down to six la-
bels for compatibility (we dropped ANTICIPATION

and TRUST). This makes the evaluation of the NRC
using this experimental setup at best an approxima-
tion for the quality of our procedure. One would
imagine that, if we had an experimental testbed that
used all eight of Plutchik’s emotions, performance
would be correspondingly higher.

As described below, we also experimented with
reducing the number of labels, following the exper-
imental procedure outlined in Zad and Finlayson
(2020). Further, following the same procedure, we
conducted our emotion detection comparisons on
the subset of Alm’s dataset which represented “high
agreement”, namely, only sentences for which the
annotators fully agreed with each other.

5.1 Comparing NRC.v1, NRC.v2, and
NRC.v3

Table 6 shows the precision, recall and F1 mea-
surements of the emotion detection system when
substituting the three different versions of the NRC
in experimental setup for WNA, using just the six
emotions present in Alm’s data (dropping all the la-
bels of ANTICIPATION and TRUST). The first three
columns result gives a baseline for performance of
what is effectively the original NRC in the Zad and
Finlayson (2020) experimental setup.

The next two groups show NRC.v2 and
NRC.v3, respectively. As can be seen, over-
all micro-average performance rises from 0.435
for NRC.v1 to 0.460 for NRC.v2 and 0.484 for
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NRC.v1 NRC.v2 NRC.v3

Emotion label p r F1 p r F1 p r F1

JOY 0.738 0.570 0.643 0.805 0.577 0.672 0.855 0.572 0.686
ANGER 0.359 0.253 0.297 0.347 0.226 0.274 0.432 0.240 0.308
SURPRISE 0.151 0.263 0.192 0.144 0.254 0.184 0.178 0.254 0.209
DISGUST 0.095 0.324 0.147 0.124 0.353 0.183 0.137 0.500 0.215
FEAR 0.407 0.212 0.279 0.589 0.200 0.299 0.535 0.327 0.406
SADNESS 0.632 0.417 0.502 0.661 0.473 0.552 0.717 0.451 0.553

macro-Avg. 0.397 0.340 0.343 0.445 0.347 0.361 0.476 0.391 0.396
micro-Avg. 0.466 0.408 0.435 0.510 0.418 0.460 0.545 0.435 0.484

Table 6: Result of using different, corrected versions of the NRC to the Zad and Finlayson (2020) emotion detection
system on Alm’s fairy tales.

w SURPRISE w/o SURPRISE Avg.(1) w/ DISGUST (2) w/o DISGUST (3) DISGUST+ANGER (4) w/ DISGUST (5) w/o DISGUST (6) DISGUST+ANGER
NRC.v1 0.343 0.421 0.402 0.421 0.533 0.513 0.439
NRC.v2 0.361 0.439 0.429 0.451 0.573 0.551 0.467
NRC.v3 0.396 0.462 0.463 0.489 0.594 0.583 0.498

NRC.v1 0.435 0.481 0.461 0.545 0.603 0.577 0.517
NRC.v2 0.460 0.505 0.491 0.585 0.644 0.622 0.551
NRC.v3 0.484 0.520 0.517 0.607 0.655 0.637 0.570

Table 7: Comparing the macro-average (top three rows) and micro-average (bottom three rows) F1-scores of using
the three corrected versions of NRC with Zad and Finlayson’s emotion detection system on Alm’s fairy tales using
different emotion label sets.

NRC.v3. This provides solid evidence that our
correction procedure improved the quality of the
resource.

While one might expect that the recall in Table 6
might strictly go down moving from NRC.v1 to
NRC.v3, because we are removing terms, we are
in fact correcting labels continuously in these re-
visions, which results in an improvement in recall
and overall performance.

5.2 Varying the Label Sets

Alm’s “high agreement” dataset only contains 148
sentences with DISGUST and SURPRISE labels, a
highly imbalanced distribution. To investigate the
impact of this imbalance on the results, we repeated
the emotion detection experiment six times for each
of the three version of the NRC, once for each of
the reduced label sets shown in Table 7, which
also shows how varying the label sets affects the
performance of the emotion detection system for
different version of the NRC. In all cases our cor-
rected verisons of the NRC improve performance,
anywhere from 5.3 to 7 points of F1.

6 Contributions

We noted three categories of error in the popular
NRC emotion lexicon, including a large number
of seemingly biased entries. We developed and ap-
plied a semi-automatic procedure to generate three
different corrected version of the NRC, and showed

via experiment that these new versions improved
the performance of an existing emotion-lexicon-
based emotion detection system. This work shows
the utility of careful error checking of lexical re-
sources, especially with attention to correcting for
unintended biases. Finally, we release the revised
resource and our code to enable other researchers
to reproduce and build upon results4.

Acknowledgments

This material is based upon work supported by
the U.S. Department of Homeland Security un-
der Grant Award Number, 2017-ST-062-000002.
The views and conclusions contained in this doc-
ument are those of the authors and should not be
interpreted as necessarily representing the official
policies, either expressed or implied, of the U.S.
Department of Homeland Security.

References
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Abstract

Automatic detection of toxic language plays
an essential role in protecting social media
users, especially minority groups, from ver-
bal abuse. However, biases toward some at-
tributes, including gender, race, and dialect,
exist in most training datasets for toxicity de-
tection. The biases make the learned models
unfair and can even exacerbate the marginal-
ization of people. Considering that current de-
biasing methods for general natural language
understanding tasks cannot effectively miti-
gate the biases in the toxicity detectors, we pro-
pose to use invariant rationalization (INVRAT),
a game-theoretic framework consisting of a ra-
tionale generator and predictors, to rule out the
spurious correlation of certain syntactic pat-
terns (e.g., identity mentions, dialect) to tox-
icity labels. We empirically show that our
method yields lower false positive rate in both
lexical and dialectal attributes than previous
debiasing methods.1

1 Introduction

As social media becomes more and more popular
in recent years, many users, especially the minority
groups, suffer from verbal abuse and assault. To
protect these users from online harassment, it is
necessary to develop a tool that can automatically
detect the toxic language in social media. In fact,
many toxic language detection (TLD) systems have
been proposed in these years based on different
models, such as support vector machines (SVM)
(Gaydhani et al., 2018), bi-directional long short-
term memory (BiLSTM) (Bojkovskỳ and Pikuliak,
2019), logistic regression (Davidson et al., 2017)
and fine-tuning BERT (d’Sa et al., 2020).

However, the existing TLD systems exhibit some
problematic and discriminatory behaviors (Zhou

∗* Work is not related to employment at Amazon.
1The source code is available at https://github.

com/voidism/invrat_debias.

et al., 2021). Experiments show that the tweets
containing certain surface markers, such as iden-
tity terms and expressions in African American
English (AAE), are more likely to be classified as
hate speech by the current TLD systems (David-
son et al., 2017; Xia et al., 2020), although some
of them are not actually hateful. Such an issue is
predominantly attributed to the biases in training
datasets for the TLD models; when the models are
trained on the biased datasets, these biases are in-
herited by the models and further exacerbated dur-
ing the learning process (Zhou et al., 2021). The
biases in TLD systems can make the opinions from
the members of minority groups more likely to be
removed by the online platform, which may signifi-
cantly hinder their experience as well as exacerbate
the discrimination against them in real life.

So far, many debiasing methods have been de-
veloped to mitigate biases in learned models, such
as data re-balancing (Dixon et al., 2018), residual
fitting (He et al., 2019; Clark et al., 2019), adver-
sarial training (Xia et al., 2020) and data filtering
approach (Bras et al., 2020; Zhou et al., 2021).
While most of these works are successful on other
natural language processing (NLP) tasks, their per-
formance on debasing the TLD tasks are unsatis-
factory (Zhou et al., 2021). A possible reason is
that the toxicity of language is more subjective and
nuanced than general NLP tasks that often have un-
equivocally correct labels (Zhou et al., 2021). As
current debiasing techniques reduce the biased be-
haviors of models by correcting the training data or
measuring the difficulty of modeling them, which
prevents models from capturing spurious and non-
linguistic correlation between input texts and labels,
the nuance of toxicity annotation can make such
techniques insufficient for the TLD task.

In this paper, we address the challenge by com-
bining the TLD classifier with the selective ratio-
nalization method, which is widely used to inter-
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pret the predictions of complex neural networks.
Specifically, we use the framework of Invariant
Rationalization (INVRAT) (Chang et al., 2020) to
rule out the syntactic and semantic patterns in in-
put texts that are highly but spuriously correlated
with the toxicity label, and mask such parts during
inference. Experimental results show that INVRAT

successfully reduce the lexical and dialectal biases
in the TLD model with little compromise on over-
all performance. Our method avoids superficial
correlation at the level of syntax and semantics,
and makes the toxicity detector learn to use gen-
eralizable features for prediction, thus effectively
reducing the impact of dataset biases and yielding
a fair TLD model.

2 Previous works

Debiasing the TLD Task Researchers have pro-
posed a range of debiasing methods for the TLD
task. Some of them try to mitigate the biases by pro-
cessing the training dataset. For example, Dixon
et al. (2018) add additional non-toxic examples
containing the identity terms highly correlated to
toxicity to balance their distribution in the train-
ing dataset. Park et al. (2018) use the combination
of debiased word2vec and gender swap data aug-
mentation to reduce the gender bias in TLD task.
Badjatiya et al. (2019) apply the strategy of replac-
ing the bias sensitive words (BSW) in training data
based on multiple knowledge generalization.

Some researchers pay more attention to modi-
fying the models and learning less biased features.
Xia et al. (2020) use adversarial training to reduce
the tendency of the TLD system to misclassify the
AAE texts as toxic speech. Mozafari et al. (2020)
propose a novel re-weighting mechanism to allevi-
ate the racial bias in English tweets. Vaidya et al.
(2020) implement a multi-task learning framework
with an attention layer to prevent the model from
picking up the spurious correlation between the
certain trigger-words and toxicity labels.

Debiasing Other NLP Task There are many
methods proposed to mitigate the biases in NLP
tasks other than TLD. Clark et al. (2019) train a
robust classifier in an ensemble with a bias-only
model to learn the more generalizable patterns in
training dataset, which are difficult to be learned
by the naive bias-only model. Bras et al. (2020) de-
velop AFLITE, an iterative greedy algorithm that
can adversarially filter the biases from the train-
ing dataset, as well as the framework to support

it. Utama et al. (2020) introduce a novel approach
of regularizing the confidence of models on the
biased examples, which successfully makes the
models perform well on both in-distribution and
out-of-distribution data.

3 Invariant Rationalization

3.1 Basic Formulation for Rationalization
We propose TLD debiasing based on INVRAT in
this paper. The goal of rationalization is to find a
subset of inputs that 1) suffices to yield the same
outcome 2) is human interpretable. Normally, we
would prefer to find rationale in unsupervised ways
because the lack of such annotations in the data. A
typical formulation to find rationale is as following:
Given the input-output pairs (X, Y ) from a text
classification dataset, we use a classifier f to pre-
dict the labels f(X). To extract the rationale here,
an intermediate rationale generator g is introduced
to find a rationale Z = g(X), a masked version
of X that can be used to predict the output Y, i.e.
maximize mutual information between Z and Y .2

max
m∈S

I(Y ;Z) s.t. Z = m�X (1)

Regularization loss Lreg is often applied to keep
the rationale sparse and contiguous:

Lreg = λ1

∣∣∣∣
1

N
E [‖m‖1]− α

∣∣∣∣+ λ2E

[
N∑

n=2

|mn −mn−1|
]

(2)
3.2 The INVRAT Framework
INVRAT (Chang et al., 2020) introduces the idea
of environment to rationalization. We assume that
the data are collected from different environments
with different prior distributions. Among these
environments, the predictive power of spurious cor-
related features will be variant, while the genuine
causal explanations always have invariant predic-
tive power to Y . Thus, the desired rationale should
satisfy the following invariant constraint:

H(Y |Z, E) = H(Y |Z), (3)

where E is the given environment and H is
the cross-entropy between the prediction and the
ground truth Y . We can use a three-player frame-
work to find the solution for the above equa-
tion: an environment-agnostic predictor fi(Z), an
environment-aware predictor fe(Z, E), and a ra-
tionale generator g(X). The learning objective of
the two predictors are:

2Real examples of X,Z can be found in Table 2.
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L∗i = min
fi(·)

E [L (Y ; fi(Z))] (4)

L∗e = min
fe(·,·)

E [L (Y ; fe(Z, E))] (5)

In addition to minimizing the invariant prediction
loss L∗i and the regularization loss Lreg, the other
objective of the rationale generator is to minimize
the gap between L∗i and L∗e, that is:

min
g(·)
L∗i + Lreg + λdiff · ReLU (L∗i − L∗e) , (6)

where ReLU is applied to prevent the penalty when
L∗i has been lower than L∗e.

4 INVRAT for TLD Debiasing

4.1 TLD Dataset and its Biases
We apply INVRAT to debiasing TLD task. For
clarity, we seed our following description with
a specific TLD dataset where we conducted ex-
periment on, hate speech in Twitter created by
Founta et al. (2018) and modified by Zhou et al.
(2021), and we will show how to generalize our
approach. The dataset contains 32K toxic and 54K
non-toxic tweets. Following works done by Zhou
et al. (2021), we focus on two types of biases in the
dataset: lexical biases and dialectal biases. Lexi-
cal biases contain the spurious correlation of toxic
language with attributes including Non-offensive
minority identity (NOI), Offensive minority iden-
tity (OI), and Offensive non-identity (ONI); dialec-
tal biases are relating African-American English
(AAE) attribute directly to toxicity. All these at-
tributes are tagged at the document level. We pro-
vide more details for the four attributes (NOI, OI,
ONI, and AAE) in Appendix A.

4.2 Use INVRAT for Debiasing
We directly use the lexical and dialectal attributes
as the environments in INVRAT for debiasing
TLD3. Under these different environments, the pre-
dictive power of spurious correlation between orig-
inal input texts X and output labels Y will change.
Thus, in INVRAT, the rationale generator will learn
to exclude the biased phrases that are spurious cor-
related to toxicity labels from the rationale Z. On
the other hand, the predictive power for the gen-
uine linguistic clues will be generalizable across
environments, so the rationale generator attempts
to keep them in the rationale Z.

3To generalize our method for any other attributes or
datasets, one can simply map environments to the attributes in
consideration for debiasing.

Since there is no human labeling for the at-
tributes in the original dataset, we infer the labels
following Zhou et al. (2021). We match X with
TOXTRIG, a handcrafted word bank collected for
NOI, OI, and ONI; for dialectal biases, we use the
topic model from Blodgett et al. (2016) to classify
X into four dialects: AAE, white-aligned English
(WAE), Hispanic, and other.

We build two debiasing variants with the ob-
tained attribute labels, INVRAT (lexical) and IN-
VRAT (dialect). The former is learned with the
compound loss function in Equation (6) and four
lexical-related environment subsets (NOI, OI, ONI,
and none of the above); we train the latter using
the same loss function but along with four dialectal
environments (AAE, WAE, Hispanic, and other). In
both variants, the learned fi(Z) is our environment-
agnostic TLD predictor that classifies toxic lan-
guages based on generalizable clues. Also, in the
INVRAT framework, the environment-aware pre-
dictor fe(Z, E) needs to access the environment
information. We use an additional embedding layer
Embenv to embed the environment id e into a n-
dimensional vector Embenv(e), where n is the in-
put dimension of the pretrained language model.
Word embeddings and Embenv(e) are summed to
construct the input representation for fe.

5 Experiment

5.1 Experiment Settings

We leverage RoBERTa-base (Liu et al., 2019) as
the backbone of our TLD models in experiments.
F1 scores and false positive rate (FPR) when spe-
cific attributes exist in texts are used to quantify
TLD and debiasing performance, respectively. The
positive label is ”toxic” and the negative label is
”non-toxic” for computing F1 scores. When evalu-
ating models debiased by INVRAT, we use the fol-
lowing strategy to balance F1 and FPR, and have
a stable performance measurement. We first se-
lect all checkpoints with F1 scores no less than the
best TLD performance in dev set by 3%. Then, we
pick the checkpoint with the lowest dev set FPR
among these selected ones to evaluate on the test
set. We describe more training details and used
hyperparameters in Appendix B.

5.2 Quantitative Debiasing Results

In the left four columns of Table 1, we show the
F1 scores and FPR in the entire dataset and in the
NOI, OI, and ONI attributes for measuring lexical
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Test NOI OI ONI AAE

F1 ↑ F1 ↑ FPR ↓ F1 ↑ FPR ↓ F1 ↑ FPR ↓ F1 ↑ FPR ↓
Vanilla 92.30.0 89.80.3 10.21.3 98.80.1 85.70.0 97.30.1 64.70.8 92.30.0 16.80.3

LMIXIN-ONI 85.62.5 87.01.1 14.01.5 98.90.0 85.70.0 87.94.5 43.73.1 - -
LMIXIN-TOXTRIG 86.91.1 85.50.3 11.21.7 97.60.3 71.40.0 90.41.8 44.51.5 - -
LMIXIN-AAE - - - - - - - 92.30.1 16.10.4

33
%

tr
ai

n Random 92.20.1 89.50.4 9.30.7 98.90.0 83.33.4 97.40.1 67.20.6 92.20.1 16.70.6

AFLite 91.90.1 90.20.4 11.31.1 98.90.0 85.70.0 97.30.1 68.03.4 91.90.1 16.80.8

DataMaps-Ambig. 92.50.1 89.20.7 7.41.0 98.90.0 85.70.0 97.50.0 64.41.4 92.50.1 16.00.4

DataMaps-Hard 92.60.1 89.50.4 6.30.9 98.80.0 85.70.0 97.40.0 62.01.1 92.60.1 13.70.2

DataMaps-Easy 91.90.2 86.80.6 5.90.7 98.90.0 83.33.4 97.20.1 60.33.8 91.90.2 19.52.8

Ours (RoBERTa-base)

Vanilla 91.70.1 90.10.3 8.40.4 98.60.0 81.03.4 97.00.0 63.41.4 95.90.2 16.91.0

lexical removal 90.90.0 86.00.7 18.31.5 98.10.1 78.60.0 96.40.0 61.70.2 95.10.1 18.70.6

InvRat (lexical) 91.00.5 85.51.6 3.40.6 97.51.0 76.23.4 97.20.2 61.11.5 95.00.5 19.61.0

InvRat (dialect) 91.00.1 85.90.7 3.40.5 97.60.5 71.45.8 97.10.1 57.92.2 93.11.0 14.01.2

Table 1: Evaluation of all debiasing methods on the Founta et al. (2018) test set. We show the mean and s.d.
(subscript) of F1 and FPR across 3 runs. The top two sections contain the scores reported in Zhou et al. (2021).
The bottom section contains scores of our methods. When FPR is lower, the model is less biased by lexical
associations for toxicity. We used RoBERTa-base, while RoBERTa-large is used in Zhou et al. (2021). Thus, our
Vanilla F1 score is slightly lower than that of Zhou et al. (2021) by 0.5%.

bias. In addition to Vanilla, we include lexical
removal, a naive baseline that simply removes all
words existing in TOXTRIG before training and
testing.

For our INVRAT (lexical/dialect) model, we can
see a significant reduction in the FPR of NOI, OI,
and ONI over Vanilla (RoBERTa without debias-
ing). Our approach also yields consistent and usu-
ally more considerable bias reduction in all three
attributes, compared to the ensemble and data fil-
tering debiasing baselines discussed in Zhou et al.
(2021), where no approach improves in more than
two attributes (e.g., LMIXIN-ONI reduces bias in
ONI but not the rest two; DataMaps-Easy improves
in NOI and ONI but has similar FPR to Vanilla
in OI). The result suggests that INVRAT can ef-
fectively remove the spurious correlation between
mentioning words in three lexical attributes and
toxicity. Moreover, our INVRAT debiasing sacri-
fices little TLD performance4, which can some-
times be a concern for debiasing (e.g., the overall
performance of LMIXIN). It is worth noting that
the lexical removal baseline does not get as much
bias reduction as our method, even inducing more
bias in NOI. We surmise that the weak result arises
from the limitation of TOXTRIG, since a word bank

4There is some degradation in NOI, which may result from
some performance fluctuation in the small dataset and the
labeling issues mentioned in Zhou et al. (2021). We see the
degradation as an opportunity for future dive deep rather than
concerns.

cannot enumerate all biased words, and there are
always other terms that can carry the bias to the
model.

We summarize the debiasing results for the di-
alectal attribute in the rightmost column of Table 1.
Compared with the Vanilla model, our method ef-
fectively reduces the FPR of AAE, suggesting the
consistent benefit of INVRAT in debiasing dialect
biases. Although the results from data relabel-
ing (Zhou et al., 2021) and some data filtering ap-
proaches are better than INVRAT, these approaches
are complementary to INVRAT, and combining
them presumably improves debiasing performance.

5.3 Qualitative Study

We demonstrate how INVRAT removes biases and
keeps detectors focusing on genuine toxic clues
by showing examples of generated rationales in
Table 2. Part (a) of Table 2 shows two utterances
where both the baseline and our INVRAT debiasing
predict the correct labels. We can see that when
toxic terms appear in the sentence, the rationale
generator will capture them. In part (b), we show
three examples where the baseline model incor-
rectly predicts the sentences as toxic, presumably
due to some biased but not toxic words (depend on
the context) like #sexlife, Shits, bullshit. However,
our rationale generator rules out these words and
allows the TLD model to focus on main verbs in
the sentences like keeps, blame, have. In part (c),
we show some examples that our INVRAT model
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Gold Vanilla Ours

(a) Oh my god there’s a f**king STINKBUG and it’s in my ASS o o o

@user yes I hear that it’s great for a relationship to try and change your partner.. ° ° °

(b)
Other than #kids, what keeps you from the #sexlife you want? ° o °

Shits crazy but bet they’ll blame us... wait for it ° o °
@user @user You don’t have to pay for their bullshit read your rights read the
law I don’t pay fo. . .

° o °

(c) RT @user: my ex so ugly to me now like...i’ll beat that hoe ass o o °
@user Stop that, it’s not your fault a scumbag decided to steal otems which
were obviously meant for someone i. . .

o o °

(d) A shark washed up in the street after a cyclone in Australia ° ° °

Table 2: Examples from the test set with the predictions from vanilla and our models. o denotes toxic labels, and
° denotes non-toxic labels. The underlined words are selected as the rationale by our ratinoale generator.

fails to generate the true answer, while the baseline
model can do it correctly. In these two examples,
we observe that our rationale generator remove the
offensive words, probably due to the small degree
of toxicity, while the annotator marked them as
toxic sentences. Part (d) of Table 2 shows another
common case that when the sentence can be eas-
ily classified as non-toxic, the rationale generator
tends not to output any words, and the TLD model
will output non-toxic label. It is probably caused by
the non-stable predictive power of these non-toxic
words (they are variant), so the rationale generator
choose to rule them out and keep rationale clean
and invariant.

6 Conclusion

In this paper, we propose to use INVRAT to reduce
the biases in the TLD models effectively. By sep-
arately using lexical and dialectal attributes as the
environments in INVRAT framework, the rationale
generator can learn to generate genuine linguistic
clues and rule out spurious correlations. Exper-
imental results show that our method can better
mitigate both lexical and dialectal biases without
sacrificing much overall accuracy. Furthermore,
our method does not rely on complicated data fil-
tering or relabeling process, so it can be applied
to new datasets without much effort, showing the
potential of being applied to practical scenarios.
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A Bias attributes

We follow Zhou et al. (2021) to define four at-
tributes (NOI, OI, ONI, and AAE) that are often
falsy related to toxic language. NOI is mention of
minoritized identities (e.g., gay, female, Muslim);
OI mentions offensive words about minorities (e.g.,
queer, n*gga); ONI is mention of swear words (e.g.,
f*ck, sh*t). NOI should not be correlated with toxic
language but is often found in hateful speech to-
wards minorities (Dixon et al., 2018). Although OI
and ONI can be toxic sometimes, they are used to
simply convey closeness or emphasize the emotion
in specific contexts (Dynel, 2012). AAE contains
dialectal markers that are commonly used among
African Americans. Even though AAE simply sig-
nals a cultural identity in the US (Green, 2002),
AAE markers are often falsy related to toxicity
and cause content by Black authors to mean sup-
pressed more often than non-Black authors (Sap
et al., 2019).

B Training Details

We use a single NVIDIA TESLA V100 (32G) for
each experiment. The average runtime of experi-
ments for Vanilla model in Table 1 are 2 hours. The
INVRAT model in Table 1 need about 9 hours for a
single experiment.

The main hyperparameters are listed in Table 3.
More details can be found in our released code.
We did not conduct hyperparameter search, but
follow all settings in the official implementation of
Zhou et al. (2021) 5. One difference is that because
INVRAT framework needs three RoBERTa models
to run at the same time, we choose to use RoBERTa-
base, while Zhou et al. (2021) uses RoBERTa-large.
As a result, our F1 score for the Vanilla model is
about 0.5 less than the score in Zhou et al. (2021).

5https://github.com/XuhuiZhou/Toxic_
Debias

hyperparameter value

optimizer AdamW
adam epsilon 1.0× 10−8

learning rate 1.0× 10−5

training epochs 10
batch size 8

max gradient norm 1.0
weight decay 0.0

sparsity percentage (α) 0.2
sparsity lambda (λ1) 1.0

continuity lambda (λ2) 5.0
diff lambda (λdiff) 10.0

Table 3: The main hyperparameters in the experiment.
Sparsity percentage is the value of α in Lreg mentioned
in equation 2; sparsity lambda and continuity lambda
are λ1 and λ2 in equation 2; diff lambda is λdiff in equa-
tion 6.
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Abstract

We1 present a data set consisting of German
news articles labeled for political bias on a five-
point scale in a semi-supervised way. While
earlier work on hyperpartisan news detection
uses binary classification (i. e., hyperpartisan
or not) and English data, we argue for a more
fine-grained classification, covering the full
political spectrum (i. e., far-left, left, centre,
right, far-right) and for extending research to
German data. Understanding political bias
helps in accurately detecting hate speech and
online abuse. We experiment with different
classification methods for political bias detec-
tion. Their comparatively low performance (a
macro-F1 of 43 for our best setup, compared to
a macro-F1 of 79 for the binary classification
task) underlines the need for more (balanced)
data annotated in a fine-grained way.

1 Introduction

The social web and social media networks have re-
ceived an ever-increasing amount of attention since
their emergence 15-20 years ago. Their popular-
ity among billions of users has had a significant
effect on the way people consume information in
general, and news in particular (Newman et al.,
2016). This development is accompanied by a
number of challenges, which resulted in various
NLP tasks that deal with information quality (Der-
czynski and Bontcheva, 2014; Dale, 2017; Saquete
et al., 2020). Due to the data-driven nature of these
tasks, they are often evaluated under the umbrella
of (un)shared tasks, on topics such as rumour detec-
tion or verification (Derczynski et al., 2017; Gorrell
et al., 2019), offensive language and hate speech
detection (Zampieri et al., 2019; Basile et al., 2019;

1This work was done while all co-authors were at DFKI.
The new affiliations of the first two authors are ambeRoad
Tech GmbH, Aachen, Germany (dmitrii@amberoad.de) and
Morningsun Technology GmbH, Saarbrücken, Germany
(peter.bourgonje@morningsun-technology.com).

Struß et al., 2019; Waseem et al., 2017; Fišer et al.,
2018; Roberts et al., 2019; Akiwowo et al., 2020)
or fake news and fact-checking (Hanselowski et al.,
2018; Thorne et al., 2019; Mihaylova et al., 2019).

Several shared tasks concentrate on stance (Mo-
hammad et al., 2016) and hyper-partisan news de-
tection (Kiesel et al., 2019), which predict either
the stance of the author towards the topic of a
news piece, or whether or not they exhibit alle-
giance to a particular party or cause. We argue
that transparency and de-centralisation (i. e., mov-
ing away from a single, objective “truth” and a
single institution, organisation or algorithm that
decides on this) are essential in the analysis and
dissemination of online information (Rehm, 2018).
The prediction of political bias was recently exam-
ined by the 2019 Hyperpartisan News Detection
task (Kiesel et al., 2019) with 42 teams submitting
valid runs, resulting in over 30 publications. This
task’s test/evaluation data comprised English news
articles and used labels obtained by Vincent and
Mestre (2018), but their five-point scale was bina-
rised so the challenge was to label articles as being
either hyperpartisan or not hyperpartisan.

We follow Wich et al. (2020) in claiming that,
in order to better understand online abuse and hate
speech, biases in data sets and trained classifiers
should be made transparent, as what can be consid-
ered hateful or abusive depends on many factors
(relating to both sender and recipient), including
race (Vidgen et al., 2020; Davidson et al., 2019),
gender (Brooke, 2019; Clarke and Grieve, 2017),
and political orientation (Vidgen and Derczynski,
2021; Jiang et al., 2020). This paper contributes
to the detection of online abuse by attempting to
uncover political bias in content.

We describe the creation of a new data set of
German news articles labeled for political bias. For
annotation, we adopt the semi-supervised strategy
of Kiesel et al. (2019) who label (English) articles

121



according to their publisher. In addition to opening
up this line of research to a new language, we use
a more fine-grained set of labels. We argue that, in
addition to knowing whether content is hyperpar-
tisan, the direction of bias (i. e., left-wing or right-
wing) is important for end user transparency and
overall credibility assessment. As our labels are not
just about hyperpartisanism as a binary feature, we
refer to this task as political bias classification. We
apply and evaluate various classification models
to the data set. We also provide suggestions for
improving performance on this challenging task.
The rest of this paper is structured as follows. Sec-
tion 2 discusses related work on bias and hyper-
partisanism. Section 3 describes the data set and
provides basic statistics. Section 4 explains the
methods we apply to the 2019 Hyperpartisan News
Detection task data (for evaluation and benchmark-
ing purposes) and to our own data set. Sections 5
and 6 evaluate and discuss the results. Section 7
sums up our main findings.

2 Related Work

2.1 Data sets

For benchmarking purposes, we run our system on
the data from Kiesel et al. (2019). They introduce a
small number of articles (1,273) manually labeled
by content, and a large number of articles (754,000)
labeled by publisher via distant supervision, using
labels from BuzzFeed news2 and Media Bias Fact
Check3. Due to the lack of article-level labels for
German media, we adopt the strategy of labeling
articles by publisher.

Several studies use the data from allsides.com4,
which provides annotations on political ideology
for individual articles in English. Using this data,
Baly et al. (2020) introduce adversarial domain
adaptation and triplet loss pre-training that prevents
over-fitting to the style of a specific news medium,
Kulkarni et al. (2018) demonstrate the importance
of the article’s title and link structure for bias pre-
diction and Li and Goldwasser (2019) explore how
social content can be used to improve bias predic-
tion by leveraging Graph Convolutional Networks
to encode a social network graph.

Zhou et al. (2021) analysed several unreliable
news data sets and showed that heterogeneity of the

2https://github.com/BuzzFeedNews/2017-08-partisan-sit
es-and-facebook-pages

3https://mediabiasfactcheck.com
4https://www.allsides.com/media-bias

news sources is crucial for the prevention of source-
related bias. We adopt their strategy of splitting
the sources into two disjoint sets used for building
train and test data sets respectively.

Gangula et al. (2019) work on detecting bias in
news articles in the Indian language Telugu. They
annotate 1,329 articles concentrating on headlines,
which they find to be indicative of political bias. In
contrast to Kiesel et al. (2019), but similar to our
approach, Gangula et al. (2019) treat bias detection
as a multi-class classification problem. They use
the five main political parties present in the Telugu-
speaking region as their classification labels, but do
not position these parties on the political spectrum.

Taking into account the political orientation of
the author, SemEval 2016 Task 6 (Mohammad
et al., 2016) worked on stance detection, where
sub-task A comprised a set of tweets, the target
entity or issue (e. g., “Hillary Clinton”, or “Climate
Change”) and a label (one of favour, against, nei-
ther). The tweet-target-stance triples were split
into training and test data. Sub-task B had a simi-
lar setup, but covered a target not included in the
targets of task A, and presented the tweet-target-
stance triples as test data only (i. e., without any
training data for this target). While (political)
stance of the author is at the core of this challenge,
it differs from the problems we tackle in two impor-
tant ways: 1) The task dealt with tweets, whereas
we process news articles, which are considerably
longer (on average 650 words per text for both
corpora combined, see Section 3, compared to the
140-character limit5 enforced by Twitter) and are
written by professional authors and edited before
posted. And 2) unlike the shared task setup, we
have no target entity or issue and aim to predict the
political stance, bias or orientation (in the context
of this paper, we consider these three words synony-
mous and use the phrase political bias throughout
the rest of this paper) from the text, irrespective of
a particular topic, entity or issue.

One of the key challenges acknowledged in the
literature is cross-target or cross-topic performance
of stance detection systems (Küçük and Can, 2020).
Trained for a specific target or topic (Sobhani et al.,
2017), performance is considerably lower when
these systems are applied to new targets. Vamvas
and Sennrich (2020) address this issue by annotat-
ing and publishing a multilingual (standard Swiss

5The shared task took place before Twitter increased the
character limit of one tweet from 140 to 280 in 2017.
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German, French, Italian) stance detection corpus
that covers a considerably higher number of targets
(over 150, compared to six in Mohammad et al.,
2016). Vamvas and Sennrich (2020) work with
comments, which are longer than tweets (on av-
erage 26 words), but still shorter than our news
articles. Similar to Mohammad et al. (2016) but un-
like our approach, the data is annotated for stance
toward a particular target.

Earlier work on political stance is represented by
Thomas et al. (2006), who work on a corpus of US
congressional debates, which is labeled for stance
with regard to a particular issue (i. e., a proposed
legislation) and which uses binary labels for sup-
porting or opposing the proposed legislation. From
this, political bias could potentially be deduced,
if information on the party of the person that pro-
posed the legislation is available. However, first of
all this correlation is not necessarily present, and
second, it results in a binary (republican vs. demo-
cratic) labeling scheme, whereas we use a larger
set of labels covering the political spectrum from
left-wing to right-wing (see Section 3).

A comprehensive review of media bias in news
articles, especially attempting to cover insights
from social sciences (representing a more theoreti-
cal, rational approach) and computer science (rep-
resenting a more practical, empiricist approach), is
provided by Hamborg et al. (2018). The authors
observe a lack of inter-disciplinary work, and al-
though our work is mainly empirical, we agree
that using a more diverse range of corpora and lan-
guages is one way to move away from “too simplis-
tic (models)” (Hamborg et al., 2018, p. 410) that
are currently in use. In this respect, we would like
to stress that, unlike Kulkarni et al. (2018); Baly
et al. (2020); Li and Goldwasser (2019), who all
either work on or contribute data sets (or both) to
political bias classification in English, we strongly
believe that a sub-discipline dealing with bias de-
tection benefits especially from a wide range of
different data sets, ideally from as many different
languages and cultural backgrounds as possible.
We contribute to this cause by publishing and work-
ing with a German data set.

2.2 Models

With regard to the system architecture, Bießmann
(2016) use similar techniques as we do (bag-of-
words and a Logistic Regression classifier, though
we do not use these two in combination), but work

on the domain of German parliament speeches, at-
tempting to predict the speaker’s affiliation based
on their speech. Iyyer et al. (2014) use a bag-of-
words and Logistic Regression system as well, but
improve over this with a Recursive Neural Network
setup, working on the Convote data set (Thomas
et al., 2006) and the Ideological Book Corpus6.
Hamborg et al. (2020) use BERT for sentiment
analysis after finding Named Entities first, in order
to find descriptions of entities that suggest either
a left-wing or a right-wing bias (e. g., using either
“freedom fighters” or “terrorists” to denote the same
target entity or group). Salminen et al. (2020) work
on hate speech classification. We adopt their idea
of evaluating several methods (features and models,
see Sections 4.1 and 4.2) on the same data and also
adopt their strategy of integrating BERT represen-
tations with different classification algorithms.

3 Data Collection and Processing

We obtain our German data through two differ-
ent crawling processes, described in Sections 3.1
and 3.2, which also explain how we assign labels
that reflect the political bias of the crawled, Ger-
man news articles. Since the 2019 shared task
data which we use for benchmarking purposes is
downloaded and used as is, we refer to Kiesel et al.
(2019) for more information on this data set.

3.1 News-Streaming Data

This work on political bias classification is carried
out in the context of a project on content curation
(Rehm et al., 2020).7 One of the project partners8

provided us with access to a news streaming ser-
vice that delivers a cleaned and augmented stream
of content from a wide range of media outlets, con-
taining the text of the web page (without advertise-
ments, HTML elements or other non-informative
pieces of text) and various metadata, such as pub-
lisher, publication date, recognised named entities
and sentiment value. We collected German news
articles published between February 2020 and Au-
gust 2020. Filtering these for publishers for which
we have a label (Section 3.4) resulted in 28,954
articles from 35 publishers. The average length of
an article is 741 words, compared to 618 words
for the 2019 Hyperpartisan News Detection shared
task data (for the by-publisher data set).

6https://people.cs.umass.edu/~miyyer/ibc/index.html
7https://qurator.ai
8https://www.ubermetrics-technologies.com

123



Data set Type Far-left Centre-left Centre Centre-right Far-right General Regional Overall

Training Num. publishers 2 3 11 8 2 23 3 26
Num. articles 1,146 11,958 11,714 15,624 1,772 41,175 1,039 42,214

Test Num. publishers 1 3 3 2 1 8 2 10
Num. articles 215 1,159 1,349 1,754 671 3,597 1,551 5,148

Table 1: Basic statistics of our data set.

3.2 Crawled Data

To further augment the data set described in Sec-
tion 3.1, we used the open-source news crawler
news-please9. Given a root URL, the crawler ex-
tracts text from a website, together with metadata
such as author name, title and publication date.

We used the 40 German news outlets for which
we have bias labels (Section 3.4) as root URLs to
extract news articles. We applied regular expres-
sion patterns to skip sections of websites unlikely to
contain indications of political bias10. This resulted
in over 60,000 articles from 15 different publishers.

3.3 Data Cleaning

After collecting the data, we filtered and cleaned
the two data sets. First, we removed duplicates in
each collection. Because the two crawling methods
start from different perspectives – with the first one
collecting large volumes and filtering for particular
publishers later, and the second one targeting these
particular publishers right from the beginning – but
overlap temporally, we also checked for duplicates
in the two collections. While we found no exact
duplicates (probably due to differences in the im-
plementation of the crawlers), we checked articles
with identical headlines and manually examined
the text, to find irrelevant crawling output.

Second, we removed non-news articles (e. g.,
personal pages of authors, pages related to legal or
contact information, or lists of headlines). This step
was mostly based on article headlines and URLs.
Because the vast majority of data collected was
published after 2018, we filtered out all texts pub-
lished earlier, fearing too severe data sparsity issues
with the older articles. Due to the low number of
articles, a model may associate particular events
that happened before 2018 with a specific label
only because this was the only available label for
articles covering that specific event.

9https://github.com/fhamborg/news-please
10For some websites, the URL was indicative of the cate-

gory, like domain.com/politics/ or domain.com/sports/. These
are filtered out through regular expressions.

Finally, we inspected our collection trying to
detect and delete pieces of texts that are not part
of the articles (such as imprints, advertisements or
subscription requests). This process was based on
keyword search, after which particular articles or
sections of articles were removed manually.

This procedure resulted in 26,235 articles from
34 publishers and 21,127 articles from 15 pub-
lishers11 in our two collections respectively. We
combined these collections, resulting in a set of
47,362 articles from 34 different publishers. For
our experiments on this data, we created a 90-10
training-test data split. Because initial experiments
showed that models quickly over-fit on publisher
identity (through section names, stylistic features
or other implicit identity-related information left
after cleaning), we ensured that none of the publish-
ers in the test set appear in the training data. Due
to the low number of publishers for certain classes,
this requirement could not be met in combination
with 10-fold cross-validation, which is why we re-
frain from 10-fold cross-validation and use a single,
static training and test data split (see Table 1).

3.4 Label Assignment

To assign political bias labels to our news articles,
we follow the semi-supervised strategy of Kiesel
et al. (2019), who use the identity of the publisher
to label (the largest part of) their data set. The
values for our labels are based on a survey carried
out by Medienkompass.org, in which subjects were
asked to rate 40 different German media outlets
on a scale of partiality and quality. For partiality,
a range from 1 to 7 was used with the following
labels: 1 – left-wing extremism (fake news and con-
spiracy theories), 2 – left-wing mission (question-
able journalistic values), 3 – tendentiously left, 4 –
minimal partisan tendency, 5 – tendentiously right,
6 – right-wing mission (questionable journalistic
values), 7 – right-wing extremism (fake news and
conspiracy theories). For quality, a range from 1 to

11For 25 out of the 40 root URLs, we have been unable to
extract anything using the news-please crawler.
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5 was used: 1 – click bait, 2 – basic information, 3
– meets high standards, 4 – analytical, 5 – complex.

A total of 1,065 respondents positioned these
40 news outlets between (an averaged) 2.1 (indy-
media) and 5.9 (Compact) for partiality, and be-
tween 1.3 (BILD) and 3.5 (Die Zeit, Deutschland-
funk) for quality. We used the result of this survey,
available online12, to filter and annotate our news
articles for political bias based on their publisher.
In this paper we use the bias labels for classification
and leave quality classification for further research.

Because 60-way classification for partiality (1
to 7 with decimals coming from averaging respon-
dents’ answers) results in very sparsely populated
(or even empty) classes for many labels, and even
rounding off to the nearest natural number (i. e., 7-
way classification) leads to some empty classes, we
converted the 7-point scale to a 5-point scale, using
the following boundaries: 1-2.5 – far-left, 2.5-3.5 –
centre-left, 3.5-4.5 – centre, 4.5-5.5 – centre-right,
5.5-7 – far-right. We favoured this equal distribu-
tion over the scale of the survey over class size
balance (there are more far-right articles than far-
left articles, for example). The distribution of our
data over this 5-point scale is shown in Table 1.

3.5 Topic Detection

To get an overview of the topics and domains cov-
ered in the data set, we applied a topic detection
model, which was trained on a multilingual data set
for stance detection (Vamvas and Sennrich, 2020)
where, in addition to stance, items are classified as
belonging to one of 12 different news topics. We
trained a multinomial Naive Bayes model on the
BOW representation of all German items (just un-
der 50k in total) in this multilingual data set, achiev-
ing an accuracy of 79% and a macro-averaged F1-
score of 78. We applied this model to our own data
set. The results are shown in Table 2. Note that
this is just to provide an impression of the distribu-
tion and variance of topics. Vamvas and Sennrich
(2020) work on question-answer/comment pairs,
and the extent to which a topic detection model
trained on such answers or comments is eligible
for transfer to pure news articles is a question we
leave for future work.

Since the majority of articles was published in
2020, a year massively impacted by the COVID-
19 pandemic, we applied simple keyword-based
heuristics, resulting in the estimate that approxi-

12https://medienkompass.org/deutsche-medienlandschaft/

Topic Training set Test set

Digitisation 53 6
Economy 4,843 628
Education 1,379 126
Finances 1,309 79
Foreign Policy 8,638 969
Healthcare 925 79
Immigration 3,881 455
Infrastructure & Environment 3,132 473
Political System 5,087 563
Security 7,175 883
Society 4,077 709
Welfare 1,715 178

About COVID-19 16,994 2,414
Not about COVID-19 25,220 2,734

Table 2: Predicted topics of the articles

mately 40% of all articles are about COVID-19, as
illustrated in the bottom rows of Table 2.

We publish the data set as a list of URLs and
corresponding labels. Due to copyright issues, we
are unable to make available the full texts.

4 Methodology

In this section we describe the different (feature)
representations of the data we use to train different
classification models on as well as our attempts to
alleviate the class imbalance problem (Table 1).

4.1 Features
Bag-Of-Words Bag-of-Words (BOW) repre-
sents the text sequence as a vector of |V | features
with V being the vocabulary size. Each feature
value contains the frequency of the word associ-
ated with the position in the vector in the input text.
The vocabulary is based on the training data.

TF-IDF Term-Frequency times Inverse-
Document-Frequency (TF-IDF) differs from BOW
in that it takes into account the frequency of terms
in the entire corpus (the training data, in our case).
In addition to its popularity in all kinds of IR and
NLP tasks, TF-IDF has recently been used in hate
speech detection tasks (Salminen et al., 2019).

BERT Since its introduction, BERT (Devlin
et al., 2019), has been used in many NLP tasks. We
use the German BERT base model from the Hug-
ging Face Transformers library13. We adopt the
fine-tuning strategy from (Salminen et al., 2020):
first, we fine-tune the BertForSequenceClassifica-
tion model, consisting of BERT’s model and a lin-
ear softmax activation layer. After training, we

13https://huggingface.co/bert-base-german-cased
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drop the softmax activation layer and use BERT’s
hidden state as the feature vector, which we then
use as input for different classification algorithms.

4.2 Models

Logistic Regression We use logistic regression
as our first and relatively straightforward method,
motivated by its popularity for text classification.
We add L2 regularization to the cross-Entropy loss
and optimize it using Stochastic Average Gradient
(SAGA) (Defazio et al., 2014).

Naive Bayes Equally popular in text classifica-
tion, Naive Bayes is based on the conditional in-
dependence assumption. We model BOW and TF-
IDF features as random variables distributed ac-
cording to the multinomial distribution with Lid-
stone smoothing. BERT features are modeled as
Gaussian random variables.

Random Forest Random Forest is an ensemble
algorithm using decision tree models. The random
selection of features and instances allows reduc-
tion of the model’s variance and co-adaptation of
the models. To handle class imbalance we use
the Weighted Random Forest method (Chen and
Breiman, 2004). This changes the weights assigned
to each class when calculating the impurity score
at the split point, penalises mis-classification of the
minority classes and reduces the majority bias.

EasyEnsemble EasyEnsemble is another ensem-
ble method targeting the class imbalance problem
(Liu et al., 2009). It creates balanced training sam-
ples by taking all examples from the minority class
and randomly selecting examples from the major-
ity class, after which AdaBoost (Schapire, 1999) is
applied to the re-sampled data.

5 Evaluation

5.1 Hyperpartisan News Detection Data

For benchmarking purposes, we first apply our
models to the 2019 Hyperpartisan News Detection
task. This data set uses binary labels as opposed
to our 5-point scale. Since the 2019 shared task
used TIRA (Potthast et al., 2019), the organisers
requested submission of functioning code and ran
the evaluation on a dedicated machine to which the
shared task participants did not have access. The
test set used in the shared task was not published
and even after submission deadline has not been
made publicly available. As a consequence, we

use the validation set to produce our scores on the
data. This renders a direct comparison impossi-
ble. To provide an estimate of our performance,
we include Table 3, which lists the top 3 systems
participating in the task. As illustrated by the row
TF-IDF+Naive Bayes (our best-performing setup
on this data set), we achieve a considerably lower
accuracy score, but a comparable macro F1-score.
The performance of the other setups is shown in
Table 3. BERT+Logistic Regression scored just
slightly worse than TF-IDF+Naive Bayes, with a
precision score that is one point lower.

5.2 German Data Set

We apply the models to our own data. The results
are shown in Table 5 for accuracy and in Table 6
for macro-averaged F1-score. The per-class per-
formance is shown in Table 7, which, in addition,
contains performance when binarising our labels
(the last three rows) to compare this to the 2019
shared task data and to provide an idea of the differ-
ence in performance when using more fine-grained
labels. We assume articles with the labels Far-left
and Far-right to be hyperpartisan, and label all other
articles as non-hyperpartisan. The accuracy for bi-
nary classification (not listed in Table 7) was 86%,
compared to 43% (Naive Bayes+BOW in Table 5)
for 5-class classification.

From the results we can conclude the follow-
ing. First, class imbalance poses a serious problem,
though some setups suffer from this more than oth-
ers. Linear Regression, on all different features,
performed poorly on the Far-left articles. We as-
sume this is due to the small number of Far-left
articles (215 in the test set, 1,146 in the training
set) and publishers (one in the test set, two in the
training set). Despite the high degree of class imbal-
ance, the EasyEnsemble method, designed to target
this problem particularly, does not outperform the
others with any of the different feature sets. Sec-
ond, BERT features scored surprisingly low with
all classification models. Overall, we can conclude
that the two best-performing setups that show both
high accuracy and F1-score are BOW+Naive Bayes
and TF-IDF+Random Forest features. Table 7 in-
cludes the scores for TF-IDF+Random Forest, our
best-performing setup.

6 Discussion

In many NLP tasks, the strategy of using BERT as
a language model that is fine-tuned to a specific
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Team Rank Accuracy Precision Recall F1

tintin 1 0.70 0.74 0.63 0.68
joseph-rouletabille 2 0.68 0.64 0.83 0.72
brenda-starr 3 0.66 0.63 0.81 0.71
TF-IDF + Naive Bayes (ours) n. a. 0.58 0.55 0.84 0.67

Table 3: Our best performing setup (TF-IDF + Naive Bayes) on the 2019 Hyperpartisan News Detection validation
set compared to the top 3 systems of the 2019 Hyperpartisan News Detection task on the by-publisher test set.

Model Accuracy Precision Recall F1

BOW + Random Forest 0.51 0.51 0.59 0.55
BOW + Naive Bayes 0.57 0.54 0.81 0.65

TF-IDF + Random Forest 0.52 0.51 0.59 0.55
TF-IDF + Naive Bayes 0.58 0.55 0.85 0.67

BERT + Logistic Regression 0.58 0.55 0.84 0.66
BERT + Logistic Regression (10%) 0.56 0.54 0.85 0.66

Table 4: Results of our setups on the 2019 Hyperpartisan News Detection task (by-publisher validation set).

Model BOW TF-IDF BERT

Logistic Regression 0.4289 0.4472 0.4202
Naive Bayes 0.4304 0.4021 0.4188
Random Forest 0.3980 0.4258 0.4320
EasyEnsemble 0.3811 0.3798 0.3646

Table 5: Accuracy for different features and classifica-
tion methods

Model BOW TF-IDF BERT

Logistic Regression 0.3132 0.2621 0.3389
Naive Bayes 0.4243 0.2234 0.3637
Random Forest 0.4007 0.4303 0.3836
EasyEnsemble 0.4197 0.4070 0.3432

Table 6: Macro-averaged F1-measure for different fea-
tures and classification methods

task, has recently been shown to exhibit signifi-
cant improvements over previously used methods
and models, such as Naive Bayes and Random
Forest. To determine why our BERT-based setups
did not outperform the others, we investigated the
impact of training data volume. We trained the
BERT+Logistic Regression setup on only 10% of
the original training data of the 2019 setup ex-
plained earlier and evaluated it on the same test
setup (i. e., the validation set in the 2019 shared
task). As illustrated by the last row in Table 4,
the accuracy dropped by only 2% and F1-score re-
mained the same, suggesting that data volume has
relatively little impact.

To further analyse our results, we examined the
attention scores of the first BERT layer and selected
the ten tokens BERT paid most attention to for ev-

Class Precision Recall F1 Support

Far-left 0.59 0.40 0.48 215
Centre-left 0.34 0.38 0.36 1,159
Centre 0.31 0.23 0.27 1,349
Centre-right 0.51 0.55 0.53 1,754
Far-right 0.46 0.58 0.51 671
Total 0.44 0.43 0.43 5,148

Hyperpartisan 0.56 0.81 0.66 886
Non-hyperpartisan 0.96 0.87 0.87 4262
Total 0.76 0.84 0.79 5,148

Table 7: Experimental results for TF-IDF+Random
Forest, per class for political bias and hyperpartisan
classification.

ery article. We then combined adjacent tokens and
finished non-complete words (with their most likely
candidate) to determine the key phrases of the text
that the model used for classification. We repeated
this procedure on all hyperpartisan articles (i. e.,
Far-left and Far-right) and derived a list of words
and phrases that the model paid most attention to.
The result is shown in Table 8.

The question whether or not attention can be
used for explaining a model’s prediction is still un-
der discussion (Jain and Wallace, 2019; Wiegreffe
and Pinter, 2019). Note that with Table 8, we at-
tempt to gain insight into how words are used to
construct BERT embeddings, and not necessarily
which words are used for prediction.

The lists of words show that the majority of
words for the Far-left classification are neither ex-
clusively nor mainly used by left-wing news media
in general, e. g., wirkt (works), seither (since) or
Geliebte (beloved, lover). An exception is antisemi-
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Far-left Far-right

wirkt Checklisten
neunziger Willkommenskultur
Hungernden Wohlverhaltensvorschriften
antisemitische Alltagsgebrauch
Seither Tichys [Einblick]
Geliebte Witz
Plausch Islam
biologistischen Gutmenschen
Sahelzone korrekte
undurchsichtige Diversity

Table 8: The top ten words most indicative of Far-left or
Far-right content according to BERT’s attention scores.

tische (anti-semitic), with anti-semitism in society
being a common topic in left-wing media. Other
highlighted words are likely to be related to the
topic of refugee migration and its causes, such as
Hungernden (hungry people) and Sahelzone (Sa-
hel), an area known for its conflicts and current
societal challenges. In contrast to the words we
identified for the Far-left, we found most of the
words we identified for the Far-right to be more
descriptive of this side of the political spectrum.
Nearly all words listed under Far-right in Table 8
are typically either used sarcastically or in a highly
critical manner in typical right-wing media out-
lets. For example, Willkommenskultur (welcoming
culture) is a German compound describing a wel-
coming and positive attitude towards immigrants,
which is often mocked and criticised by the far
right. Another example is Gutmensch (of which
Gutmenschen is the plural), a term mainly used by
the right as an ironic or contemptuous denigration
of individuals or groups that strive to be ‘politi-
cally correct’. Another word in the right column
of Table 8 is Tichys, referring to the blog and print
magazine Tichys Einblick. This news magazine
calls itself a platform for authors of the liberal and
conservative spectrum but is considered by some
observers to be a highly controversial right-wing
magazine with neo-liberal tendencies.14 Since we
made sure that the training data publishers and test
data publishers are disjoint sets, this cannot be a
case of publisher identity still being present in the
text and the model over-fitting to this. Upon closer
investigation, we found15 that indeed, many other
publishers refer to Tichy’s Einblick, and these were
predominantly publishers with the Far-right label.

14https://www.politico.eu/article/new-conservative-magaz
ine-takes-on-angela-merkel-and-the-media-roland-tichy-ti
chys-einblick/ (last visited: March 21, 2021).

15Through simple string search on “Tichy” in the articles.

Generally, entries in Table 8 (for both the Far-left
and Far-right columns) in italics are those we con-
sider indicative of their particular position on the
political spectrum. Some words on the right side
are in themselves neutral but often used by right-
wing media with a negative connotation, which is
why we italicised them, too (e. g., Islam, Diversity).

7 Conclusion and Future Work

We present a collection of German news articles
labeled for political bias in a semi-supervised way,
by exploiting the results of a survey on the politi-
cal affiliation of a list of prominent German news
outlets.16 This data set extends on earlier work
on political bias classification by including a more
fine-grained set of labels, and by allowing for re-
search on political bias in German articles. We
propose various classification setups that we eval-
uate on existing data for benchmarking purposes,
and then apply to our own data set. Our results
show that political bias classification is very chal-
lenging, especially when assuming a non-binary
set of labels. When using a more fine-grained label
set, we demonstrate that performance drops by 36
points in accuracy, from 79 in the binary case to 43
in the more fine-grained setup.

Political orientation plays a role in the detection
of hate speech and online abuse (along with other
dimensions, such as gender and race). By making
available more data sets, in different languages, and
using as many different publishers as possible (our
results validate earlier findings that models quickly
over-fit to particular publisher identity features),
we contribute to uncovering and making transpar-
ent political bias of online content, which in turn
contributes to the cause of detecting hate speech
and abusive language (Bourgonje et al., 2018).

While labeling articles by publisher has the ob-
vious advantage of producing a larger number of
labeled instances more quickly, critical investiga-
tion and large-scale labeling of individual articles
must be an important direction of future work.
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Abstract

Online abuse and offensive language on social
media have become widespread problems in
today’s digital age. In this paper, we contribute
a Reddit-based dataset, consisting of 68, 159
insults and 51, 102 compliments targeted at in-
dividuals instead of targeting a particular com-
munity or race. Secondly, we benchmark mul-
tiple existing state-of-the-art models for both
classification and unsupervised style transfer
on the dataset. Finally, we analyse the exper-
imental results and conclude that the transfer
task is challenging, requiring the models to un-
derstand the high degree of creativity exhibited
in the data.

1 Introduction

Online abuse and targeted negative comments on
online social networks have become a prevalent
phenomenon, especially impacting adolescents.
Victims of prolonged and targeted online harass-
ment can experience negative emotions leading to
adverse consequences such as anxiety and isolation
from the community, which can, in turn, lead to sui-
cidal behaviour.1 Various attempts have been made
to detect such harassment (Dadvar et al., 2013;
Chatzakou et al., 2019) and hate speech (Davidson
et al., 2017; Badjatiya et al., 2017) in the past, but
very few have attempted to transfer the negative
aspect of such speech.

Recently, many new tasks have been introduced
in the domain of text style transfer. However, since
parallel corpora is usually not available, most style
transfer approaches adopt an unsupervised manner
(Li et al., 2018; Zhang et al., 2018; John et al., 2019;
Wang et al., 2019) . We contribute a dataset of
non-parallel sentences, each sentence being either
an insult or a compliment, collected from Reddit,
more specifically, from three subreddits r/RoastMe,

1Source: https://www.stopbullying.gov/resources/facts

Figure 1: Examples of indirect insults and compliments
with attributes highlighted in bold

r/ToastMe, and r/FreeCompliments. Some exam-
ples of such sentences can be seen in Figure 1.

With a diverse range of online communication
platforms being introduced across the world, and
existing platforms’ user-bases growing at a fast
pace, moderation of such negative comments and
harassment becomes even more necessary. We
hope that our work can enable and further research
in this daunting task, for instance in building mod-
eration systems which can detect such negative
speech and nudge users to engage in more positive
and non-toxic discourse.

Reddit is a popular social media website with
forums known as subreddits where users can com-
ment and vote on posts and other comments. It
has been used as a source of data in wide variety
of tasks. r/RoastMe can be described as a sub-
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reddit consisting of “abrasive humor” and consists
of “creative” insults where users can voluntarily
submit their picture to be “roasted.” r/ToastMe and
r/FreeCompliments are similar in principle but have
the opposite purpose. A more detailed description
of the data source and preparation can be found
in Section 3. Since “creativity” is encouraged in
r/RoastMe, this makes our dataset consist of indi-
rect insults that do not necessarily use any profan-
ity or curse words and may slip past most existing
toxic speech filters.

In this work, we release the JDC (Jibe and
Delight Corpus), a dataset of ∼ 120, 000 Reddit
comments tagged as insults or compliments which
are targeted towards particular attributes of an in-
dividual including their face, hair, and eyes2. We
also propose to use classification models to detect
and style transfer models to convert such targeted
negative comments, often associated with online
harassment, in which menacing or insulting mes-
sages are sent by direct messages or posted on
social media. We also perform benchmarking ex-
periments using existing state-of-the-art models on
both fronts and analyse its results.

2 Related Work

Existing work primarily focuses on the detection
of offensive language or hate speech on social me-
dia using classification models (Davidson et al.,
2017; Badjatiya et al., 2017; Dadu and Pant, 2020),
and not on transferring the negative aspect of such
speech into a positive counterpart. Detection usu-
ally involves either lexical or rule-based approach
(Pérez et al., 2012; Serra and Venter, 2011), or
more recently, a supervised learning approach (Yin
et al., 2009; Dinakar et al., 2011). Many attempts
on detection of specific types of toxic speech have
also been attempted (Basile et al., 2019; Zampieri
et al., 2020). Previous work on text style trans-
fer has largely focused on transferring attributes
of sentiment in reviews (Li et al., 2018; Hu et al.,
2017; Pant et al., 2020) or converting factual cap-
tions to humorous or romantic ones (Li et al.,
2018). Other tasks include transferring formal-
ity (Xu et al., 2019) or gender or political style
(Reddy and Knight, 2016). Recently, transferring
politeness has also been proposed by Madaan et al.
(2020).

Most approaches use unsupervised methods

2Made available at https://github.com/ravsimar-sodhi/jibes-
and-delights

since parallel data is usually not available. These
approaches can be broadly divided into three
groups: 1) Explicit disentanglement (Li et al., 2018;
Sudhakar et al., 2019) which separates content from
style attributes in an explicit manner and then com-
bines the separated content with the target attribute
and pass it through a generator. 2) Disentangle-
ment in latent space (John et al., 2019) which tries
to separate style from content within the embed-
ding space by using suitable objective functions. 3)
Adversarial or reinforcement learning based (Luo
et al., 2019) approaches in which disentanglement
may not be even required.

Reddit has been widely used in multiple nat-
ural language processing tasks as a data source.
While Khodak et al. (2018) use Reddit to create a
large corpus for sarcasm, Nogueira dos Santos et al.
(2018) source their data from r/Politics on Reddit
along with Twitter. Many controversial subreddits
such r/The Donald have been used for detection of
hate speech in the past (Qian et al., 2019).

Although Nogueira dos Santos et al. (2018) pro-
posed the task of translating offensive sentences to
non-offensive ones using style transfer, in our work,
we go one step further and propose to convert of-
fensive sentences into positive compliments. Prior
work on r/RoastMe has mostly been on a socio-
pragmatic perspective (Dynel and Poppi, 2019; Ka-
sunic and Kaufman, 2018). However, there is no
previous work that uses r/RoastMe as a data source
in a style transfer task to the best of our knowledge.

3 The JDC Dataset

We contribute the Jibe and Delight Corpus (JDC),
a new non-parallel style transfer dataset consisting
of ∼ 120, 000 comments tagged as insults or com-
pliments, and perform experiments and analysis on
the same.

3.1 Data Collection

We use Pushshift (Baumgartner et al., 2020) to ex-
tract Reddit posts and comments.While r/RoastMe
is often characterized as a humourous subreddit,
where users can voluntarily submit pictures of
themselves to be “roasted” or insulted, internet
users who are not familiar with the community
can associate r/RoastMe with malicious activi-
ties including cyberbullying (Jenaro et al., 2018).
r/RoastMe has even been described as “a new cy-
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Figure 2: Dataset Creation Pipeline

berbullying trend” by news media3. The “roast-
ers” will come up with comments that insult or
demean the poster of the picture while trying
to be as “creative” as possible. r/ToastMe and
r/FreeCompliments work similarly, but with the op-
posite intent. These communities are much smaller
and less popular than r/RoastMe, and hence, the
number of insults in our dataset is greater than the
number of compliments.

It is essential to distinguish between insults and
slurs since the two are frequently clubbed together.
A slur is a taboo remark that is usually used to
deprecate, disparage or derogate a targeted mem-
ber of a select category, such as ethnicity, race, or
sexual orientation. Insults can consist of slurs, but
they are much broader, and a more diversified phe-
nomenon (Dynel and Poppi, 2019). While slurs are
common in hate speech datasets, it is interesting to
observe that slurs are comparatively rare in posts
from r/RoastMe. This characteristic makes our
dataset unique concerning other offensive speech
datasets. Figure 2 illustrates our pipeline for the
creation of the JDC.

3.2 Data Preparation

Since Reddit is a conversational social media plat-
form, we limit the JDC to comments having the
following characteristics:

• They are top-level comments. While nested
comments may also sometimes contain rele-
vant data, they often diverge from the topic

3Source:https://abcnews.go.com/Lifestyle/parents-
roasting-cyberbullying-trend/story?id=49407671

and begin a conversation with the parent com-
ment, which may add noise to our dataset.

• They have a Reddit karma score of at least 3.
Reddit karma score is defined to be the num-
ber of upvotes minus the number of down-
votes. This filtering helps in weeding out
spam or irrelevant comments which are not
relevant to the topic. Generally, users down-
vote comments which they find unfunny or
off-topic. Thus, we utilize crowdsourced user
scores to ensure quality sentences.

This filtering yields a corpus of roughly 300, 000
insult comments and 100, 000 compliment com-
ments. However, due to users’ wide variety of
insults and creativity, we utilize several other filters
to limit our dataset to a particular type of insult or
compliment. We manually create an attribute list4

consisting of words which correspond to a physi-
cal attribute (for example, hair, skin, complexion,
teeth, and eyes) or a trait (for example, personal-
ity, kindness, and appearance) and keep our insults
containing keywords for such attributes. We use
the NLTK (Bird et al., 2009) and spaCy (Honni-
bal and Montani, 2017) libraries for preprocessing
and filtering. We tokenize each comment into sen-
tences, and check if the lemma of any word in a
sentence matches a word in our attribute list. This
process helps us keep relevant sentences, especially
from longer comments, which would be otherwise
discarded. We also filter out very short sentences
(containing only one or two words). We obtain

4https://github.com/ravsimar-sodhi/jibes-and-
delight/blob/main/attr-list.txt
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Input Your teeth are more stained than my toilet
StyleEmb Your hair is beautiful than your face.

RetrieveOnly Beautiful smile - your teeth are remarkably straight
DeleteRetrieve Your hair is beautiful and your teeth are more stained than my

LingST Your teeth are so beautiful
Tag&Gen Your teeth are more stained than my heart

Input The only thing lazier than your eye is God when he designed your busted face
StyleEmb Keep your hair and I love your hair and you look like the kind of person who look like a

RetrieveOnly Your hair is fantastic and your face is absolutely adorable.
DeleteRetrieve And your eye expressive is God wonderful lips designed especially your face

LingST The only thing more crooked than your face is the absolute cutest thing i
Tag&Gen Love the only thing lazier than your eye is god when he designed your busted face

Table 1: Examples of Style Transfer model outputs

a corpus of around 68, 159 insult sentences and
51, 102 compliment sentences. Finally, we take
1, 000 instances each from both categories for eval-
uation purposes.

4 Experiments & Results

We perform experiments using both classification
and style transfer models and evaluate the perfor-
mance of five models for each task from works
on the JDC. We also discuss about the challenges
faced and the metrics used for evaluation.

4.1 Models
For classification experiments, we experiment us-
ing the following models:

1. Logistic Regression: One of the most com-
mon classification algorithms used, Logistic
Regression (LR) uses the logistic (sigmoid)
function to return a probability value that can
be further mapped to multiple classes.

2. SVM: Support Vector Machines (SVM) use
an objective function that finds a hyperplane
in an N dimensional space, where N is the
number of features, which distinctly separates
the data points into classes.

3. BERT (Devlin et al., 2019): Bidirectional En-
coder Representations from Transformers or
BERT is a relatively recent transformer-based
model, which leverages transfer learning. At
the time of release, BERT outperformed sev-
eral other models in language modeling tasks.

4. RoBERTa (Liu et al., 2019): RoBERTa im-
proves on BERT by modifying several hyper-
parameters and performs pretraining on larger
amounts of data for a longer amount of time.

5. XLNet (Yang et al., 2019): While BERT and
RoBERTa are categorized as autoencoder lan-
guage models, XLNet is a generalized autore-
gressive pretraining method. Instead of us-
ing Masked Language modeling like BERT, it
proposed a new objective called Permuation
Language Modeling, and its results improved
upon BERT in many tasks.

We fine-tune the models for classification in case
of BERT, RoBERTa, and XLNet, and use the
Hugging Face’s transformers library (Wolf et al.,
2020) for our experiments.

For style transfer experiments, we use the fol-
lowing models:

1. StyleEmb (Shen et al., 2017): This model
uses a cross-aligned auto-encoder, aligning
representations in latent space to perform style
transfer.

2. RetrieveOnly and DeleteRetrieve (Li et al.,
2018): While RetrieveOnly only returns
a sentence from the target style without
any changes, DeleteRetrieve returns the best
match according to the attribute markers from
the source sentences. Both models use explicit
disentanglement to separate content from style
along with a decoder and are often used as
baselines in multiple works in style transfer.

3. LingST (John et al., 2019): This model uses
a variational auto-encoder and utilizes multi-
ple adversarial objectives for both style and
content preservation.

4. Tag&Gen (Madaan et al., 2020): This model
uses an encoder-decoder approach where both
encoder and decoder are transformer-based.
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Model Acc. Prec. Recall F1
LR 0.875 0.980 0.897 0.883
SVM 0.801 0.979 0.851 0.818
BERT 0.977 0.967 0.974 0.970
RoBERTa 0.977 0.971 0.973 0.971
XLNet 0.978 0.970 0.973 0.972

Table 2: Automatic Evaluation Results of Classifica-
tion models on the dataset

This has recently been utilized for the polite-
ness transfer task.

4.2 Evaluation
For the classification experiments, we evaluate us-
ing the well-known metrics of Accuracy, Precision,
Recall and F1-Score.

For the style transfer experiments, we evaluate
the performance on three different aspects, follow-
ing previous works:

1. Style Transfer Intensity: We train a sepa-
rate fastText model (Joulin et al., 2017) on
the training data and evaluate the different
model outputs to determine the accuracy of
style transfer.

2. Content Preservation: We use BLEU as an
evaluation metric and utilize the SacreBLEU
(Post, 2018) implementation.

3. Fluency: We calculate fluency using a lan-
guage model from the KenLM library for our
experiments. (Heafield, 2011) after training
the language model on the target domain (com-
pliment). A lower perplexity indicates a more
fluent sentence and vice-versa.

Apart from automatic evaluation, we also do
human evaluation on 280 sentences randomly se-
lected from the test set. The evaluators were asked
to rank sentences on basis of their fluency and de-
gree of being a compliment (DOC) on a scale of
1 to 5. Two annotators were shown a list of sen-
tences, with no indication of the source of the sen-
tence. The Cohen’s Kappa metric (Cohen, 1960)
was used to measure the agreement between the
two annotators. The value of kappa for DOC and
fluency come out to be 0.69 and 0.65 respectively.

4.3 Results
Table 2 shows that most of the models perform
very well in classifying insults and compliments

Model Acc(%) BLEU PPL
StyleEmb 87.41 2.27 615.59
RetrieveOnly 97.77 3.83 241.04
DeleteRetrieve 81.35 23.81 857.19
LingST 93.00 3.16 63.03
Tag&Gen 30.17 85.40 637.39

Table 3: Automatic Evaluation results of Style Transfer
models on the dataset

Model DOC Fluency
Input 1.116 4.648
StyleEmb 1.904 1.786
RetrieveOnly 4.170 4.468
DeleteRetrieve 2.595 2.051
LingST 3.851 3.414
Tag&Gen 1.382 3.819

Table 4: Human Evaluation results of Style Transfer
models on the dataset. DOC is the “Degree of Compli-
ment” and Fluency is the naturalness of the sentence,
both being rated on a scale of 1 to 5

into different categories. Even ML-based models
like LR and SVM perform adequately on the task,
but the more state-of-the-art BERT-based models
perform excellently, having high F1-scores above
0.9. XLNet shows the highest F1-score, with BERT
and RoBERTa only marginally lower.

From Table 3, we observe that RetrieveOnly,
StyleEmb, and LingST show high accuracy in trans-
fer but do not perform well in content preservation.
Tag&Gen performs very well on content preser-
vation but fails to transfer the style adequately.
DeleteRetrieve obtains a better balance in accuracy
and BLEU, but it loses out on fluency, producing
the least fluent sentences among all models. This
implies that although the relevant words from style
and content are transferred, the output may not be
grammatical or natural.

Human evaluation results in Table 4 also show
that the input sentence is judged as more fluent
rather than the model outputs. We see that Re-
trieveOnly and LingST outputs are more likely to
be judged as compliments. However, StyleEmb is
judged to be as poor in both DOC and Fluency.

4.4 Discussion

Even though the insults are “creative”, we find that
the classification models perform excellently in
differentiating insults and compliments into two
separate categories. This shows that both insults
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Figure 3: Insult distribution by top 20 at-
tributes

Figure 4: Compliment distribution by top 20
attributes

and compliments, even though they may target the
same physical attributes, have different styles and
models can be trained to detect and classify them
with good results.

However, performance of the style transfer mod-
els is lacking. We observe that there are different
shortcomings in each model. Table 1 shows sam-
ple outputs produced by the models. RetrieveOnly
fetches a sentence from the target style using spe-
cific attributes from the input sentence, often lead-
ing to invalid outputs if a corresponding positive
sentence does not exist in the data. In the sec-
ond example in Table 1, DeleteRetrieve gives a
nonsensical output. Other models have similarly
tried to transfer the intent by introducing words like
“kind”,“wonderful” and “cute”, but there is still a
significant gap between the generated outputs and
genuine compliments. We observe that LingST
has the lowest perplexity while still having high
accuracy. This ensures that generated outputs are
positive and are also grammatically fluent. Com-
pared to sentiment transfer, converting an insult to
a compliment usually involves multi-word modifi-
cations, explaining the poor content preservation
across most of the models.

We observe that style transfer models have an
easier time handling more direct insults (“You look
very ugly”), rather than handling more complex
and creative insults (“How many concrete walls
did you have to run into to achieve that nose?”).
Besides the more direct and creative the insults,
there are some samples which need more context
to understand and may seem out of place compared
to the rest. However, most of these are filtered
out with the help of the attribute list described in
Section 3. The distribution of the data according to
the top attributes can be seen in Figure 3 and Figure
4 for insults and compliments respectively. While

a lot of creativity is exhibited in the insults, we
find that compliments are usually of a direct form,
and thus are simpler and easier to understand. This
is desirable since some convoluted compliments
may come across as patronizing, which is counter-
productive to our goal.

5 Conclusion

In this work, we introduced a Reddit-based dataset
consisting of indirect insults that favor creativity
and rarely use slurs. We benchmarked classifi-
cation models for detection and exploited unsu-
pervised text style transfer to convert insults into
compliments. We evaluated the performance of
different state-of-the-art models on the dataset, ob-
serving that while detection is easier, transfer of the
negative attribute is a challenging task. Future work
may include enhancing methodologies for unsuper-
vised text style transfer that capture the intricacies
in the proposed dataset and building moderation
systems for online platforms.
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Abstract

User posts whose perceived toxicity depends
on the conversational context are rare in cur-
rent toxicity detection datasets. Hence, toxi-
city detectors trained on current datasets will
also disregard context, making the detection of
context-sensitive toxicity a lot harder when it
occurs. We constructed and publicly release
a dataset of 10k posts with two kinds of toxi-
city labels per post, obtained from annotators
who considered (i) both the current post and
the previous one as context, or (ii) only the
current post. We introduce a new task, context
sensitivity estimation, which aims to identify
posts whose perceived toxicity changes if the
context (previous post) is also considered. Us-
ing the new dataset, we show that systems can
be developed for this task. Such systems could
be used to enhance toxicity detection datasets
with more context-dependent posts, or to sug-
gest when moderators should consider the par-
ent posts, which may not always be necessary
and may introduce an additional cost.

1 Introduction

Online fora are used to facilitate discussions, but
hateful, insulting, identity-attacking, profane, or
otherwise abusive posts may also occur. These
posts are called toxic (Borkan et al., 2019) or
abusive (Thylstrup and Waseem, 2020), and sys-
tems detecting them (Waseem and Hovy, 2016;
Pavlopoulos et al., 2017b; Badjatiya et al., 2017)
are called toxicity (or abusive language) detection
systems. What most of these systems have in com-
mon, besides aiming to promote healthy discus-
sions online (Zhang et al., 2018), is that they dis-
regard the conversational context (e.g., the parent
post in the discussion), making the detection of
context-sensitive toxicity a lot harder. For instance,
the post “Keep the hell out” may be considered as

∗Corresponding author.

toxic by a moderator, if the previous (parent) post
“What was the title of that ‘hell out’ movie?” is ig-
nored. Although toxicity datasets that include con-
versational context have recently started to appear,
in previous work we showed that context-sensitive
posts are still too few in those datasets (Pavlopou-
los et al., 2020), which does not allow models to
learn to detect context-dependent toxicity. In this
work, we focus on this problem. We constructed
and publicly release a context-aware dataset of 10k
posts, each of which was annotated by raters who
(i) considered the previous (parent) post as con-
text, apart from the post being annotated (the target
post), and by raters who (ii) were given only the
target post, without context.1

As a first step towards studying context-
dependent toxicity, we limit the conversational con-
text to the previous (parent) post of the thread, as in
our previous work (Pavlopoulos et al., 2020). We
use the new dataset to study the nature of context
sensitivity in toxicity detection, and we introduce a
new task, context sensitivity estimation, which aims
to identify posts whose perceived toxicity changes
if the context (previous post) is also considered.
Using the dataset, we also show that systems can
be developed for the new task. Such systems could
be used to enhance toxicity detection datasets with
more context-dependent posts, or to suggest when
moderators should consider the parent posts; the
latter may not always be necessary and may also
introduce additional cost.

2 The dataset

To build the dataset of this work, we used the also
publicly available Civil Comments (CC) dataset
(Borkan et al., 2019). CC was originally anno-
tated by ten annotators per post, but the parent post

1The dataset is released under a CC0 licence. See http:
//nlp.cs.aueb.gr/publications.html for the
link to download it.
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(the previous post in the thread) was not shown to
the annotators. We randomly sampled 10,000 CC
posts and gave both the target and the parent post
to the annotators. We call this new dataset Civil
Comments in Context (CCC). Each CCC post was
rated either as NON-TOXIC, UNSURE, TOXIC, or
VERY TOXIC, as in the original CC dataset. We
unified the latter two labels in both CC and CCC
annotations to simplify the problem. To obtain the
new in-context labels of CCC, we used the APPEN
platform and five high accuracy annotators per post
(annotators from zone 3, allowing adult and warned
for explicit content), selected from 7 English speak-
ing countries, namely: UK, Ireland, USA, Canada,
New Zealand, South Africa, and Australia.2

The free-marginal kappa (Randolph, 2010) of
the CCC annotations is 83.93%, while the average
(mean pairwise) percentage agreement is 92%. In
only 71 posts (0.07%) an annotator said UNSURE,
i.e., annotators were confident in their decisions
most of the time. We exclude these 71 posts from
our study, as they are too few. The average length
of target posts in CCC is only slightly lower than
that of parent posts. Fig. 1 shows this counting the
length in characters, but the same holds when count-
ing words (56.5 vs. 68.8 words on average). To ob-
tain a single toxicity score per post, we calculated
the percentage of the annotators who found the post
to be insulting, profane, identity-attack, hateful, or
toxic in another way (i.e., all toxicity sub-types
provided by the annotators were collapsed to a sin-
gle toxicity label). This is similar to arrangements
in the work of Wulczyn et al. (2017), who also
found that training using the empirical distribution
(over annotators) of the toxic labels (a continuous
score per post) leads to better toxicity detection
performance, compared to using labels reflecting
the majority opinion of the raters (a binary label
per post). See also Fornaciari et al. (2021).

Combined with the original (out of context) an-
notations of the 10k posts from CC, the new dataset
(CCC) contains 10k posts for which both in-context
(IC) and out-of-context (OC) labels are available.
Figure 2 shows the number of posts (Y axis) per
ground truth toxicity score (X axis). Orange repre-
sents the ground truth obtained by annotators who
were provided with the parent post when rating
(IC), while blue is for annotators who rated the
post without context (OC). The vast majority of the

2We focused on known English-speaking countries. The
most common country of origin was USA.

Figure 1: Length of parent/target posts in characters.

Figure 2: Histogram (converted to curve) of average
toxicity according to annotators who were (IC) or were
not (OC) given the parent post when annotating.

posts were unanimously perceived as NON-TOXIC

(0.0 toxicity), both by the OC and the IC coders.
However, IC coders found fewer posts with toxicity
greater than 0.2, compared to OC coders. This is
consistent with the findings of our previous work
(Pavlopoulos et al., 2020), where we observed that
when the parent post is provided, the majority of
the annotators perceive fewer posts as toxic, com-
pared to showing no context to the annotators. To
study this further, in this work we compared the
two scores (IC, OC) per post, as discussed below.

For each post p, we define sic(p) to be the tox-
icity (fraction of coders who perceived the post
as toxic) derived from the IC coders and soc(p) to
be the toxicity derived from the OC coders. Then,
their difference is δ(p) = soc(p) − sic(p). A pos-
itive δ means that raters who were not given the
parent post perceived the target post as toxic more
often than raters who were given the parent post. A
negative δ means the opposite. Fig. 3 shows that
δ is most often zero, but when the toxicity score
changes, δ is most often positive, i.e., showing the
context to the annotators reduces the perceived tox-
icity in most cases. In numbers, in 66.1% of the
posts the toxicity score remained unchanged while
out of the remaining 33.9%, in 9.6% it increased

141



Figure 3: Histogram of context sensitivity. Negative
(positive) sensitivity means the toxicity increased (de-
creased) when context was shown to the annotators.

(960 posts) and in 24.2% it decreased (2,408) when
context was provided. If we binarize the ground
truth we get a similar trend, but with the toxicity of
more posts remaining unchanged (i.e., 94.7%).

When counting the number of posts for which
|δ| exceeds a threshold t, called context-sensitive
posts in Fig. 4, we observe that as t increases, the
number of context sensitive posts decreases. This
means that clearly context sensitive posts (e.g., in
an edge case, ones that all OC coders found as toxic
while all IC coders found as non toxic) are rare.
Some examples of target posts, along with their
parent posts and δ, are shown in Table 1.

Figure 4: Number of context-sensitive posts (|δ| ≥ t),
when varying the context-sensitivity threshold t.

3 Experimental Study

Initially, we used our dataset to experiment with
existing toxicity detection systems, aiming to inves-
tigate if context-sensitive posts are more difficult
to automatically classify correctly as toxic or non-
toxic. Then, we trained new systems to solve a
different task, that of estimating how sensitive the
toxicity score of each post is to its parent post, i.e.,

to estimate the context sensitivity of a target post.

3.1 Toxicity Detection
We employed the Perspective API toxicity detec-
tion system to classify CCC posts as toxic or not.3

We either concatenate the parent post to the target
one to allow the model to “see” the parent, or not.4

Figure 5 shows the Mean Absolute Error (MAE) of
Perspective, with and without the parent post con-
catenated, when evaluating on all the CCC posts
(t = 0) and when evaluating on smaller subsets
with increasingly context-sensitive posts (t > 0).
In all cases, we use the in-context (IC) gold labels
as the ground truth. The greater the sensitivity
threshold t, the smaller the sample (Fig. 4).

Figure 5: Mean Absolute Error (Y-axis) when predict-
ing toxicity for different context-sensitivity thresholds
(t; X-axis). We applied Perspective to target posts
alone (w/o) or concatenating the parent posts (w).

Figure 5 shows that when we concatenate the par-
ent to the target post (w), MAE is clearly smaller,
provided that t ≥ 0.2. Hence, the benefits of inte-
grating context in toxicity detection systems may
be visible only in sufficiently context-sensitive sub-
sets, like the ones we would obtain by evaluating
(and training) on posts with t ≥ 0.2. By contrast, if
no context-sensitivity threshold is imposed (t = 0)
when constructing a dataset, the non-context sensi-
tive posts (|δ| = 0) dominate (Fig. 4), hence adding
context mechanisms to toxicity detectors has no
visible effect in test scores. This explains related
observations in our previous work (Pavlopoulos
et al., 2020), where we found that context-sensitive
posts are too rare and, thus, context-aware models
do not perform better on existing toxicity datasets.

It is worth observing that the more we move to
the right of Fig. 5, the higher the error for both Per-

3https://www.perspectiveapi.com
4We are investigating better context-aware models.
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PARENT OF POST p POST p sOC(p) sIC(p) δ
Oh Don..... you are soooo predictable. oh Chuckie you are such a tattle tale. 36.6% 80% -43.4%
Oh Why would you wish them well?
They’ve destroyed the environment in their
country and now they are coming here to do
the same.

“They”? Who is they? Do all Chinese look
alike to you? Or are you just revealing your
innate bigotry and racism?

70% 0% 70%

Table 1: Examples of context-sensitive posts in CCC. Here sOC(p) and sIC(p) are the fractions of out-of-context
or in-context annotators, respectively, who found the target post p to be toxic; and δ = sOC(p)− sIC(p).

spective variants (with, without context). This is
probably due to the fact that Perspective is trained
on posts that have been rated by annotators who
were not provided with the parent post (out of con-
text; OC), whereas here we use the in-context (IC)
annotations as ground truth. The greater the t in
Fig. 5, the larger the difference between the tox-
icity scores of OC and IC annotators, hence the
larger the difference between the (OC) ground truth
that Perspective saw and the ground truth that we
use here (IC). Experimenting with artificial parent
posts (long or short, toxic or not) confirmed that
the error increases for context-sensitive posts.

The solution to the problem of increasing er-
ror as context sensitivity increases (Fig. 5) would
be to train toxicity detectors on datasets that are
richer in context-sensitive posts. However, such
posts are rare (Fig. 4) and thus, they are hard to
collect and annotate. This observation motivated
the experiments of the next section, where we train
context-sensitivity detectors, which allow us to col-
lect posts that are likely to be context-sensitive.
These posts can then be used to train toxicity detec-
tors on datasets richer in context-sensitive posts.

3.2 Context Sensitivity Estimation

We trained and assessed four regressors on the new
CCC dataset, to predict the context-sensitivity δ.
We used Linear Regression, Support Vector Regres-
sion, a Random Forest regressor, and a BERT-based
(Devlin et al., 2019) regression model (BERTr).
The first three regressors use TF-IDF features. In
the case of BERTr, we add a feed-forward neural
network (FFNN) on top of the top-level embedding
of the [CLS] token. The FFNN consists of a dense
layer (128 neurons) and a tanh activation function,
followed by another dense layer. The last dense
layer has a single output neuron, with no activa-
tion function, that produces the context sensitivity
score. Preliminary experiments showed that adding
simplistic context-mechanisms (e.g., concatenating
the parent post) to the context sensitivity regressors
does not lead to improvements. This may be due

MSE ↓ MAE ↓ AUPR ↑ AUC ↑
B1 2.3 (0.1) 11.56 (0.2) 12.69 (0.7) 50.00 (0.0)

B2 4.6 (0.0) 13.22 (0.1) 13.39 (0.8) 50.01 (1.6)

LR 2.1 (0.1) 11.0 (0.3) 30.11 (1.2) 71.67 (0.8)

SVR 2.3 (0.1) 12.8 (0.1) 28.66 (1.7) 71.56 (1.0)

RFS 2.2 (0.1) 11.2 (0.2) 21.57 (1.0) 59.67 (0.3)

BERTR 1.8 (0.1) 9.2 (0.3) 42.01 (4.3) 80.46 (1.3)

Table 2: Mean Squared Error (MSE), Mean Abso-
lute Error (MAE), Area Under Precision-Recall curve
(AUPR), and ROC AUC of all context sensitivity esti-
mation models. An average (B1) and a random (B2)
baseline have been included. All results averaged over
three random splits, standard error of mean in brackets.

to the fact that it is often possible to decide if a
post is context-sensitive or not (we do not score
the toxicity of posts in this section) by considering
only the target post without its parent (e.g., in re-
sponses like “NO!!”). Future work will investigate
this hypothesis further by experimenting with more
elaborate context-mechanisms. If the hypothesis
is verified, manually annotating context-sensitivity
(not toxicity) may also require only the target post.

We used a train/validation/test split of 80/10/10,
respectively, and we performed Monte Carlo 3-
fold Cross Validation. We used mean square error
(MSE) as our loss function and early stopping with
patience of 5 epochs. Table 2 presents the MSE and
the mean absolute error (MAE) of all the models
on the test set. Unsurprisingly, BERTr outperforms
the rest of the models in MSE and MAE. Previous
work (Wulczyn et al., 2017) reported that training
toxicity regressors (based on the empirical distribu-
tion of codes) instead of classifiers (based on the
majority of the codes) leads to improved classifica-
tion results too, so we also computed classification
results. For the latter results, we turned the ground
truth probabilities of the test instances to binary
labels by setting a threshold t (Section 2) and as-
signing the label 1 if δ > t and 0 otherwise. In this
experiment, t was set to the sum of the standard
error of mean (SEM) of the OC and IC raters for that
specific post: t(p) = SEMoc(p) + SEMic(p). By
using this binary ground truth, AUPR and AUC ver-
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ified that BERTr outperforms the rest of the models,
even when the models are used as classifiers.

4 Related Work

Following the work of Borkan et al. (2019), this
work uses toxicity as an umbrella term for hateful,
identity-attack, insulting, profane or posts that are
toxic in another way. Toxicity detection is a popu-
lar task that has been addressed by machine learn-
ing approaches (Davidson et al., 2017; Waseem
and Hovy, 2016; Djuric et al., 2015), including
deep learning approaches (Park and Fung, 2017;
Pavlopoulos et al., 2017b,c; Chakrabarty et al.,
2019; Badjatiya et al., 2017; Haddad et al., 2020;
Ozler et al., 2020). Despite the plethora of com-
putational approaches, what most of these have
in common is that they disregard context, such as
the parent post in discussions. The reason for this
weakness is that datasets are developed while an-
notators ignore the context (Nobata et al., 2016;
Wulczyn et al., 2017; Waseem and Hovy, 2016).
Most of the datasets in the field are in English, but
datasets in other languages have the same weakness
(Pavlopoulos et al., 2017a; Mubarak et al., 2017;
Chiril et al., 2020; Ibrohim and Budi, 2018; Ross
et al., 2016; Wiegand et al., 2018). We started to
investigate context-sensitivity in toxicity detection
in our previous work (Pavlopoulos et al., 2020) us-
ing existing toxicity detection datasets and a much
smaller dataset (250 posts) we constructed with
both IC and OC labels. Comparing to our previous
work, here we constructed and released a much
larger dataset (10k posts) with IC and OC labels,
we introduced the new task of context-sensitivity
estimation, and we reported experimental results
indicating that the new task is feasible.

5 Conclusions and Future Work

We introduced the task of estimating the context-
sensitivity of posts in toxicity detection, i.e., esti-
mating the extent to which the perceived toxicity of
a post depends on the conversational context. We
constructed, presented, and release a new dataset
that can be used to train and evaluate systems for
the new task, where context is the previous post.
Context-sensitivity estimation systems can be used
to collect larger samples of context-sensitive posts,
which is a prerequisite to train toxicity detectors
to better handle context-sensitive posts. Context-
sensitivity estimators can also be used to suggest
when moderators should consider the context of a

post, which is more costly and may not always be
necessary. In future work, we hope to incorporate
context mechanisms in toxicity detectors and train
(and evaluate) them on datasets sufficiently rich in
context-sensitive posts.
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Abstract

In this paper, we introduce a new English
Twitter-based dataset for online abuse and
cyberbullying detection. Comprising 62,587
tweets, this dataset was sourced from Twit-
ter using specific query terms designed to re-
trieve tweets with high probabilities of vari-
ous forms of bullying and offensive content,
including insult, profanity, sarcasm, threat,
porn and exclusion. Analysis performed on
the dataset confirmed common cyberbullying
themes reported by other studies and revealed
interesting relationships between the classes.
The dataset was used to train a number of
transformer-based deep learning models re-
turning impressive results.

1 Introduction

Cyberbullying has been defined as an aggressive
and intentional act repeatedly carried out using
electronic means against a victim that cannot easily
defend him or herself (Smith et al., 2008). Online
abuse by contrast can refer to a wide range of be-
haviours that may be considered offensive by the
parties to which it is directed to (Sambaraju and
McVittie, 2020). This includes trolling, cyberbul-
lying, sexual exploitation such as grooming and
sexting and revenge porn (i.e., the sharing of inap-
propriate images of former romantic partners). A
distinguishing feature of cyberbullying within the
wider realm of online abuse is that it is a repeated
act and its prevalence on social media (along with
other forms of online abuse) has generated signif-
icant interest in its automated detection. This has
lead to an increase in research efforts utilising su-
pervised machine learning methods to achieve this
automated detection. Training data plays a sig-
nificant role in the detection of cyberbullying and
online abuse. The domain-bias, composition and
taxonomy of a dataset can impact the suitability of
models trained on it for abuse detection purposes,

and therefore the choice of training data plays a
significant role in the performance of these tasks.

While profanity and online aggression are often
associated with online abuse, the subjective na-
ture of cyberbullying means that accurate detection
extends beyond the mere identification of swear
words. Indeed, some of the most potent abuse wit-
nessed online has been committed without profane
or aggressive language. This complexity often re-
quires labelling schemes that are more advanced
than the binary annotation schemes used on many
existing labelled datasets. This, therefore, influ-
enced our approach in creating the dataset. After
extracting data from Twitter using targeted queries,
we created a taxonomy for various forms of online
abuse and bullying (including subtle and indirect
forms of bullying) and identified instances of these
and other inappropriate content (e.g., pornography
and spam) present within the tweets using a fine-
grained annotation scheme. The result is a large
labelled dataset with a majority composition of of-
fensive content.

This paper is organised as follows. In Section 2,
we present an overview of existing online abuse-
related datasets. Section 3 discusses the collection
method, composition, annotation process and us-
age implications for our dataset. Results of the
experiments performed using the dataset are dis-
cussed in Section 4. Finally, conclusion and future
research are described in section 5.

2 Related Work

Social media has become the new playground and,
much like physical recreation areas, bullies inhabit
facets of this virtual world. The continually evolv-
ing nature of social media introduces a need for
datasets to evolve in tandem to maintain relevance.
Datasets such as the Barcelona Media dataset used
in studies such as those by Dadvar and Jong (2012),
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Nahar et al. (2014), Huang et al. (2014), Nandhini
and Sheeba (2015) was created over ten years ago
and, while representative of social media usage at
the time, social networks such as Myspace, Slash-
dot, Kongregate and Formspring from which some
of the data was sourced are no longer widely used.
The consequence of this is that such datasets are no
longer representative of current social media usage.
Twitter is one of the most widely used social media
platforms globally; as such, it is no surprise that
it is frequently used to source cyberbullying and
online abuse data.

Bretschneider et al. (2014) annotated 5,362
tweets, 220 of which were found to contain on-
line harassment; the low proportion of offensive
tweets present within the dataset (less than 0.05%),
however, limits its efficacy for classifier training.
More recently, studies such as those by Rajadesin-
gan et al. (2015), Waseem and Hovy (2016), David-
son et al. (2017), Chatzakou et al. (2017), Hee
et al. (2018), Founta et al. (2018), Ousidhoum et al.
(2019) have produced datasets with higher positive
samples of cyberbullying and online abuse.

Rajadesingan et al. (2015) labelled 91,040 tweets
for sarcasm. This is noteworthy because while sar-
casm can be used to perpetrate online bullying, it is
rarely featured in existing cyberbullying datasets’
taxonomies. However, as the dataset was created
for sarcasm detection only, this is the only context
that can be learned from the dataset. As such, any
model trained with this dataset will be unable to
identify other forms of online abuse, thus limiting
its usefulness. Waseem and Hovy (2016) annotated
17,000 tweets using labels like racism and sexism,
and Davidson et al. (2017) labelled over 25,000
tweets based on the presence of offensive and hate
speech. Chatzakou et al. (2017) extracted features
to identify cyberbullies by clustering 9,484 tweets
attributed to 303 unique Twitter users. In creating
their bi-lingual dataset sourced from ASKfm, Hee
et al. (2018) used a detailed labelling scheme that
acknowledges the different types of cyberbullying
discovered in the retrieved post types. The dataset’s
effectiveness in training classifiers may, however,
be affected by the low percentage of abusive doc-
uments present. This dataset was subsequently
re-annotated by Rathnayake et al. (2020) to iden-
tify which of the four roles of ‘harasser’, ‘victim’,
‘bystander defender’ and ‘bystander assistant’ was
played by the authors of the posts contained in the
dataset. Similarly, Sprugnoli et al. (2018) used the

same four roles to annotate a dataset created from
simulated cyberbullying episodes using the instant
messaging tool; WhatsApp, along with the labels
created by Hee et al. (2018)

Zampieri et al. (2019) used a hierarchical an-
notation scheme that, in addition to identifying
offensive tweets, also identifies if such tweets are
targeted at specific individuals or groups and what
type of target it is (i.e., individual - @username
or group – ‘. . . all you republicans’). Hierarchical
annotation schemes have indeed shown promise as
observed in their use in recent offensive language
detection competitions like hatEval1 and Offen-
sEval2; that said, however, a hierarchical scheme
could inadvertently filter out relevant labels depend-
ing on the first-level annotation scheme used.

Ousidhoum et al. (2019) used one of the most
comprehensive annotation schemes encountered in
an existing dataset and additionally included a very
high percentage of positive cyberbullying samples
in their dataset but, regrettably, the number of En-
glish documents included in the dataset is small in
comparison to other datasets. Founta et al. (2018)
annotated about 10,000 tweets using labels like abu-
sive, hateful, spam and normal, while Bruwaene
et al. (2020) experimented with a multi-platform
dataset comprising of 14,900 English documents
sourced from Instagram, Twitter, Facebook, Pinter-
est, Tumblr, YouTube and Gmail. Other notable
publicly available datasets include the Kaggle In-
sult (Kaggle, 2012) and Kaggle Toxic Comments
(Kaggle, 2018) datasets. A comprehensive review
of publicly available datasets created to facilitate
the detection of online abuse in different languages
is presented in Vidgen and Derczynski (2020).

3 Data

In this section, we introduce our dataset and how
it addresses some of the limitations of existing
datasets used in cyberbullying and online abuse
detection research.

3.1 Objective

In reviewing samples of offensive tweets from Twit-
ter and existing datasets, we discovered that a sin-
gle tweet could simultaneously contain elements of
abuse, bullying, hate speech, spam and many other
forms of content associated with cyberbullying. As
such, attributing a single label to a tweet ignores

1competitions.codalab.org/competitions/19935
2sites.google.com/site/offensevalsharedtask
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Label Description Example

Bullying Tweets directed at a person(s) intended
to provoke and cause offence. The tar-
get of the abuse must be from the tweet
either via mentions or names.

@username You are actually disgusting in
these slutty pictures Your parents are probably
embarrassed. . .

Insult Tweets containing insults typically di-
rected at or referencing specific individ-
ual(s).

@username It’s because you’re a c*nt isn’t it?
Go on you are aren’t you?

Profanity This label is assigned to any tweets con-
taining profane words.

@username please dont become that lowkey
hating ass f**king friend please dont

Sarcasm Sarcastic tweets aimed to ridicule.
These tweets may be in the form of state-
ments, observations and declarations.

@username Trump is the most innocent man
wrongly accused since O.J. Simpson. #Sar-
casm

Threat Tweets threatening violence and aggres-
sion towards individuals.

@username Let me at him. I will f*ck him up
and let my cat scratch the f*ck out of him.

Exclusion Tweets designed to cause emotional dis-
tress via social exclusion.

@username @username You must be gay huh
? Why you here ? Fag !! And I got 2 TANK
YA !

Porn Tweets that contain or advertise porno-
graphic content

CLICK TO WATCH [link] Tinder Sl*t Heather
Gets her A*s Spanks and Spreads her C*nt

Spam Unsolicited tweets containing and ad-
vertising irrelevant content. They typi-
cally include links to other web pages

HAPPY #NationalMasturbationDay #c*m and
watch me celebrate Subscribe TODAY for a
free #p*ssy play video of me [link]

Table 1: Annotation scheme with examples.

other salient labels that can be ascribed to the tweet.
We propose a multi-label annotation scheme that
identifies the many elements of abusive and offen-
sive content that may be present in a single tweet.
As existing cyberbullying datasets often contain
a small percentage of bullying samples, we want
our dataset to contain a sizeable portion of bully-
ing and offensive content and so devised querying
strategies to achieve this. Twitter, being one of the
largest online social networks with a user base in
excess of 260 million (Statista, 2019) and highly
representative of current social media usage, was
used to source the data.

3.2 Labels
Berger (2007) (as cited in Abeele and Cock 2013,
p.95) distinguishes two types of cyberbullying,
namely direct and indirect/relational cyberbully-
ing. Direct cyberbullying is when the bully directly
targets the victim (typified by sending explicit of-
fensive and aggressive content to and about the
victim) while indirect cyberbullying involves sub-
tler forms of abuse such as social exclusion and the
use of sarcasm to ridicule. As both forms of cyber-
bullying exist on Twitter, our annotation scheme

(see Table 1) was designed to capture the presence
of both forms of bullying within tweets.

3.3 Collection Methods
Offensive and cyberbullying samples are often mi-
nority classes within a cyberbullying dataset; as
such, one of our key objectives was ensuring the
inclusion of a significant portion of offensive and
cyberbullying samples within the dataset to facil-
itate training without the need for oversampling.
Rather than indiscriminately mining Twitter feeds,
we executed a series of searches formulated to re-
turn tweets with a high probability of containing the
various types of offensive content of interest. For
insulting and profane tweets, we queried Twitter
using the 15 most frequently used profane terms on
Twitter as identified by Wang et al. (2014). These
are: f*ck, sh*t, a*s, bi*ch, ni**a, hell, wh*re, d*ck,
p*ss, pu**y, sl*t, p*ta, t*t, damn, f*g, c*nt, c*m,
c*ck, bl*wj*b, retard. To retrieve tweets contain-
ing sarcasm, we used a strategy based on the work
of Rajadesingan et al. (2015) which discovered that
sarcastic tweets often include #sarcasm and #not
hashtags to make it evident that sarcasm was the
intention. For our purposes, we found #sarcasm
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more relevant and therefore queried Twitter using
this hashtag.

To discover prospective query terms for threaten-
ing tweets, we reviewed a random sample of 5000
tweets retrieved via Twitter’s Streaming API and
identified the following hashtags as potential query
terms: #die; #killyou; #rape; #chink, #muslim,
#FightAfterTheFight and #cops. These hashtags
were then used as the initial seed in a snowballing
technique to discover other relevant hashtags. This
was done by querying Twitter using the hashtags
and inspecting the returned tweets for violence-
related hashtags. The following additional hashtags
were subsequently discovered through this process:
#killallblacks; #killallcrackers; #blm; #blacklives-
matter; #alllivesmatter; #bluelivesmatter; #killchi-
nese; #bustyourhead; #f*ckyouup; #killallwhites;
#maga; #killallniggas; and #nigger.

Formulating a search to retrieve tweets relating
to social exclusion was challenging as typical ex-
amples were rare. From the 5000 tweets seed sam-
ple, we classified six tweets as relating to social
exclusion and from them identified the following
hashtags for use as query terms: #alone, #idont-
likeyou and #stayinyourlane. Due to the low num-
ber of tweets returned for these hashtags, we also
extracted the replies associated with the returned
tweets and discovered the following additional
hashtags #notinvited, #dontcometomyparty, and
#thereisareasonwhy which were all subsequently
used as additional query terms. Rather than exclud-
ing re-tweets when querying as is common practice
amongst researchers, our process initially extracted
original tweets and retweets and then selected only
one of a tweet and its retweets if they were all
present in the results. This ensured relevant content
was not discarded in situations where the original
tweet was not included in the results returned, but
retweets were. Our final dataset contained 62,587
tweets published in late 2019.

3.4 Annotation Process

Language use on social media platforms like Twit-
ter is often colloquial; this, therefore, influenced
the desired annotator profile as that of an active
social media user that understands the nuances of
Twitter’s colloquial language use. While there is
no universal definition of what constitutes an ac-
tive user on an online social network, Facebook
defined an active user as someone who has logged
into the site and completed an action such as liking,

sharing and posting within the previous 30 days
(Cohen, 2015). With one in every five minutes
spent online involving social media usage and an
average of 39 minutes spent daily on social media
(Ofcom Research, 2019), this definition is inad-
equate in view of the increased users’ activities
on social media. An active user was therefore re-
defined as one that has accessed any of the ma-
jor social networks (e.g., Twitter, Instagram, Face-
book, Snapchat) at least twice a week and made a
post/comment, like/dislike or tweet/retweet at least
once in the preceding two weeks. This new defini-
tion is more in keeping with typical social media
usage.

Using personal contacts, we recruited a pool of
17 annotators. Our annotators are from different
ethnic/racial backgrounds (i.e., Caucasian, African,
Asian, Arabian) and reside in different countries
(i.e., US, UK, Canada, Australia, Saudi Arabia, In-
dia, Pakistan, Nigeria and Ghana). Additionally,
their self-reported online social networking habits
met our definition of an active social media user.
All annotators were provided with preliminary in-
formation about cyberbullying including news arti-
cles and video reports, documentaries and YouTube
videos as well as detailed information about the la-
belling task. Due to the offensive nature of the
tweets and the need to protect young people from
such content while maintaining an annotator profile
close to the typical age of the senders and recipi-
ents of the tweets, our annotators were aged 18 -
35 years.

Since the presence of many profane words can
be automatically detected, a program was written to
label the tweets for profane terms based on the 15
profane words used as query terms and the Google
swear words list3. The profanity-labelled tweets
were then provided to the annotators to alleviate
this aspect of the labelling task. Each tweet was
labelled by three different annotators from different
ethnic/racial backgrounds, gender and countries of
residence. This was done to control for annotators’
cultural and gender bias.

An interesting observation of the annotation pro-
cess was the influence of the annotators’ culture
on how labels are assigned. For example, we dis-
covered that annotators from Asian, African and
Arabian countries were less likely to assign the
‘bullying’, ‘insult’ and ‘sarcasm’ labels to tweets
compared to annotators from the UK, Canada, US

3code.google.com/archive/p/badwordslist/downloads
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and Australia. A possible explanation for this could
be that the context of the abuse apparent to the
annotators from the Caucasian countries may not
translate well to other cultures. While no other sub-
stantial trend were noticed for the other labels, this,
however, highlighted the impact of an annotator’s
personal views and culture on the labelling task
and the labels’ composition of our dataset could
have been different if we had sourced annotators
from different cultures. As identified by Bender
and Friedman (2018), researchers should therefore
be mindful of potential annotators’ biases when
creating online abuse datasets.

Inter-rater agreement was measured via Krippen-
dorff’s Alpha (α) and the majority of annotators’
agreement was required for each label. The Krip-
pendorff python library4 was used to compute the
value which was found to be 0.67 which can be
interpreted as ‘moderate agreement’. We believe
that the culturally heterogeneous nature of our an-
notators pool could have ‘diluted’ the agreement
amongst annotators and contributed to the final
value achieved.

3.5 Analysis
The number of tweets each label was assigned to
is presented in Table 2 with ‘Profanity’ emerging
as the dominant label and ‘Exclusion’ the least
assigned label. It can also be seen that about a sixth
of the tweets were not assigned any labels.

Label Profanity Porn Insult
Count 51,014 16,690 15,201
Label Spam Bullying Sarcasm
Count 14,827 3,254 117
Label Threat Exclusion None
Count 79 10 10,768

Table 2: Number of tweets each label was assigned to.

Before preprocessing, the maximum document
length for the dataset was 167 characters with an
average document length of 91. Following prepro-
cessing, the maximum document length reduced to
143 characters (equating to 26 words) with an aver-
age document length of 67 characters. The removal
of mentions (i.e., including a username with the
@ symbol inside a tweet), URLs and non-ASCII
characters were found to be the biggest contributor
to document length reduction. There are 37,453
unique tokens in the dataset. Figure 1 illustrates

4pypi.org/project/krippendorff

the number of tweets assigned to multiple labels.
Single label tweets make up more than a third of the
dataset, which can be mostly attributed to the large
number of tweets singly labelled as ‘Profanity’.

Figure 1: Distribution of tweet counts and number of
labels assigned.

A significant number of tweets were also jointly
labelled as ‘Profanity’ and ‘Insult’ or ‘Insult’ and
‘Cyberbullying’, and this contributed to double-
labelled tweets being the second-largest proportion
of the dataset. Interestingly, there were more tweets
with quadruple labels than there were with triple
and this was discovered to be due to the high pos-
itive correlation between ‘Porn’/‘Spam’ and ‘Pro-
fanity’/‘Insult.’

Figure 2: Correlation matrix for dataset’s labels.

The correlation matrix for the classes in the
dataset is illustrated in Figure 2. The closer the
correlation value is to 1, the higher the positive
correlation between the two classes. The highest
positive correlation is shown to be between ‘Porn’
and ‘Spam’ (0.91) followed by ‘Insult’ and ‘Bul-
lying’ (0.41) and ‘Insult’ and ‘Profanity’ (0.25).
‘Porn’ and ‘Spam’ also demonstrated a positive cor-
relation between them and ‘Profanity’ which can be
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attributed to the high proportion of profane terms
in pornographic content and spam; we found that
many pornographic tweets are essentially profanity-
laden spam. ‘Insult’ also exhibited a positive corre-
lation with ‘Bullying’ and ‘Profanity’, a fact that
can be attributed to the frequent use of profanity
in insulting tweets as well as the use of insults
to perpetrate bullying. The key negative correla-
tions identified by the chart includes those between
‘Bullying’, and ‘Porn’ and ‘Spam’. This can be
attributed to bullying tweets often being personal
attacks directed at specific individuals and typified
by the use of usernames, person names or personal
pronouns, all of which are rare in pornographic
and spam tweets. The minority classes ‘Sarcasm’,
‘Threat’ and ‘Exclusion’ exhibited a minimal corre-
lation with the other classes.

3.6 Bias Implication

Most datasets carry a risk of demographic bias
(Hovy and Spruit, 2016) and this risk can be higher
for datasets created using manually-defined query
terms. Researchers, therefore, need to be aware of
potential biases in datasets and address them where
possible. Gender and ethnicity are common de-
mographic biases that can be (often inadvertently)
introduced into a dataset. To this end, we wanted
to explore (as far as possible), whether our dataset
had acquired gender bias. To do this we attempted
to infer the gender of the users incorporated in our
dataset. Since Twitter does not record users’ gender
information, we adopted an approach that uses the
Gender API 5 to deduce the gender of users based
on whether the users’ first names are traditionally
male or female: we assumed that as an accessi-
ble and feasible measure of users’ gender identity.
We were able to process the authorship of 13,641
tweets (21.8% of the dataset ) in this way and in-
ferred that 31.4% of the authors of these tweets
identified as female and 68.6% male (at least in
so far as was apparent from their Twitter account).
This suggests a male-bias in the authorship of the
tweets in the dataset. We, however, recognise the
limitation of this approach as the names provided
by users cannot always be regarded as truthful and
as gender extends beyond the traditional binary
types, a names-based approach such as this cannot
be used to deduce all gender identities. A more
empathetic and effective means to identify gender
in Twitter users would be an interesting facet of

5https://gender-api.com

future work.
With regards racial and ethnic bias, we mitigate

potential bias by including generalised variants of
any ethnicity-specific keyword used as a query term
as well as including variants for different ethnic-
ities. It should, however, be noted that the popu-
larity and topicality of certain keywords may still
introduce an unintended bias. For example, #black-
livematters returns several more tweets than #asian-
livematters.

While the collection strategy used to create
our dataset ensured a high concentration of offen-
sive tweets, a potential consequence of the imbal-
anced distribution of the classes is that it may rein-
force the unintentional bias of associating minority
classes to specific hateful and offensive content.
Dixon et al. (2018) defined unintended bias as when
a model performs better for comments containing
specific terms over others. For example, the phrase
‘stay in your lane’ was found in 4 of the 10 tweets
identified as ‘Exclusion’ (due to the use of the hash-
tag #stayinyourlane as a query term), this can cause
a model trained on the dataset to overgeneralised
the phrase’s association with the ‘Exclusion’ la-
bel, thus introducing a false positive bias in the
model. Introducing more examples of the minority
classes using a variety of query terms is a potential
strategy for mitigating such unintended bias and is
discussed further under future work.

3.7 Practical Use

Ultimately the aim of a dataset such as this is
to train machine learning models that can subse-
quently be used in abuse detection systems. It is,
therefore, crucial to understand how any bias in
the dataset is manifested in the trained model and
the impact of such bias in practical applications.
A National Institute of Science and Technology
(NIST) study (Grother et al., 2019) discovered that,
for example, many US-developed facial recogni-
tion algorithms generated significantly higher false
positives for Asian and African-American faces
compared to Caucasian faces while similar algo-
rithms developed in Asian countries did not show
any such dramatic differences in false positive rates
between Asian, African-American and Caucasian
faces. The study concluded that the use of diverse
training data is critical to the reduction of bias in
such AI-based applications.

Our dataset has been used to train the classi-
fier used in an online abuse prevention app (called
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BullStop) which is available to the public via the
Google play store. The app detects offensive mes-
sages sent to the user and automatically deletes
them. It, however, acknowledges the possibility
of both false positive and negative predictions,
and thus allows the user to review and re-classify
deleted messages and uses such corrections to re-
train the system. This is especially important for a
subjective field such as online abuse detection.

4 Experiments

4.1 Setup

Models for comparison We experimented with
both traditional classifiers (Multinomial Naive
Bayes, Linear SVC, Logistic Regression) and deep
learning-based models (BERT, Roberta, XLNet,
DistilBERT) to perform multi-label classification
on the dataset. BERT (Bidirectional Encoder
Representations from Transformers) is a language
representation model designed to pre-train deep
bi-directional representations from unlabeled text
(Devlin et al., 2019). RoBERTa (Robustly Opti-
mized BERT Pretraining Approach) is an optimised
BERT-based model (Liu et al., 2019), and Dis-
tilBERT (Distilled BERT) is a compacted BERT-
based model (Sanh et al., 2019) that requires fewer
computing resources and training time than BERT
(due to using about 40% fewer parameters) while
preserving most of BERT performance gains. XL-
Net (Yang et al., 2019) is an autoregressive lan-
guage model designed to overcome some of the
limitations of BERT. BERT, RoBERTa, XLNet,
and DistilBERT are available as pre-trained mod-
els but can also be fine-tuned by first performing
language modelling on a dataset.

Evaluation Each model’s performance was eval-
uated using macro ROC-AUC (Area Under ROC
Curve), Accuracy, Hamming Loss, Macro and Mi-
cro F1 Score, which are typically used in imbal-
anced classification tasks.

4.2 Preprocessing

The primary objective of our preprocessing phase
was the reduction of irrelevant and noisy data that
may hamper classifier training. As is standard for
many NLP tasks, punctuation, symbols and non-
ASCII characters were removed. This was followed
by the removal of mentions and URLs. We also
discovered many made-up words created by com-
bining multiple words (e.g. goaway, itdoesntwork,

gokillyourself) in the tweets. These are due to hash-
tags, typos and attempts by users to mitigate the
characters limit imposed by Twitter. The wordseg-
ment python library was used to separate these into
individual words. The library contains an exten-
sive list of English words and is based on Google’s
1T (1 Trillion) Web corpus.6 Lastly, the text was
converted to lower case.

4.3 Results

We provide the stratified 10-fold cross-validation
results of the experiments in Table 3. The best
macro ROC-AUC score was achieved by the pre-
trained RoBERTa model, while the best macro and
micro F1 scores were attained using the pre-trained
BERT and RoBERTa models, respectively. The
best overall accuracy was returned by the fine-
tuned DistilBERT model. As expected, the deep
learning models outperformed the baseline clas-
sifiers with Multinomial Naive Bayes providing
the worst results across the experiments and the
BERT-like models achieving the best results for
each metric. Interestingly, the pre-trained mod-
els were marginally better than the equivalent fine-
tuned models implying that fine-tuning the models
on the dataset degrades rather than improves per-
formance.

As would be expected, the models performed
better at predicting labels with higher distributions.
For the minority classes like Sarcasm, Threat and
Exclusion, RoBERTA and XLNet performed better.
All the models performed well in predicting the
none class, i.e. tweets with no applicable labels.

The resulting dataset from our collection meth-
ods is imbalanced with a high percentage of cyber-
bullying tweets. In reality, such a concentration
of cyberbullying and offensive tweets is highly un-
usual and at odds with other cyberbullying datasets.
To evaluate the generalisability of models trained
on our dataset, we performed further experiments
to evaluate how the models perform on other un-
seen datasets. We used our best performing model;
RoBERTa (pre-trained), to perform prediction on
samples extracted from two other datasets and
compared the results against that achieved on our
dataset by RoBERTa models trained on the other
datasets.

The dataset created by Davidson et al. (2017)
and the Kaggle Toxic Comments dataset (Kaggle,
2018) were selected for the experiments. We re-

6https://catalog.ldc.upenn.edu/LDC2006T13.
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Model Macro
ROC-
AUC(↑)

Accuracy
(↑)

Hamming
Loss (↓)

Macro
F1(↑)

Micro
F1(↑)

Multinomial Naive Bayes 0.8030 0.4568 0.1014 0.2618 0.7200
Linear SVC 0.8353 0.5702 0.0866 0.3811 0.7674
Logistic Regression 0.8354 0.5743 0.0836 0.3587 0.7725

BERT (pre-trained) 0.9657 0.5817 0.0736 0.6318 0.7998
DistilBERT (pre-trained) 0.9675 0.5802 0.0764 0.5202 0.7855
RoBERTa (pre-trained) 0.9695 0.5785 0.0722 0.5437 0.8081
XLNet(pre-trained) 0.9679 0.5806 0.0738 0.5441 0.8029

BERT (fine-tuned) 0.9651 0.5822 0.0725 0.5300 0.8022
DistilBERT (fine-tuned) 0.9633 0.5834 0.0753 0.5040 0.7872
RoBERTa (fine-tuned) 0.9670 0.5794 0.0724 0.5329 0.8044
XLNet(fine-tuned) 0.9654 0.5819 0.0741 0.5308 0.8037

Table 3: Results of classification. (↑: higher the better; ↓: lower the better)

Model Macro
ROC-
AUC(↑)

Accuracy
(↑)

Hamming
Loss (↓)

Macro
F1(↑)

Micro
F1(↑)

RoBERTaC→D 0.9923 0.8809 0.0288 0.8802 0.8810
RoBERTaD→C 0.9681 0.5831 0.0708 0.5330 0.8076
RoBERTaD→D 0.9905 0.8814 0.0300 0.8427 0.8758

RoBERTaC→K 0.9916 0.5924 0.0123 0.5670 0.7436
RoBERTaK→C 0.9651 0.5811 0.0727 0.5352 0.8054
RoBERTaK→K 0.9733 0.8449 0.0174 0.5026 0.6354

Table 4: Results of cross-domain experiments. (↑: higher the better; ↓: lower the better)

ferred to these as the Davidson (D) and the Kag-
gle (K) datasets and our dataset as the Cyberbully-
ing (C) dataset. The Davidson dataset is a multi-
class-labelled dataset sourced from Twitter where
each tweet is labelled as one of ‘hate speech’, ‘of-
fensive’ and ‘neither’. In contrast, the Kaggle
datasets contained Wikipedia documents labelled
using a multi-label annotation scheme with each
document associated with any number of classes
from ‘toxic’,‘severe toxic’, ‘obscene’, ‘threat’, ‘in-
sult’ and ‘identity hate’. Due to the difference in
the number of labels for each dataset (our dataset
contained 8 labels while the Davidson and Kaggle
datasets used 3 and 6 labels respectively), it was
necessary to amend the input and output layers of
the RoBERTa model to allow it to predict the rele-
vant labels for the Davidson and Kaggle datasets

We evaluated our model on the Davidson and
Kaggle datasets and for the reverse experiments,
evaluated new instances of RoBERTa trained on

the other datasets on samples of the Cyberbullying
dataset. As control experiments, RoBERTa models
were trained and evaluated on the other datasets.
The results of our experiments are presented in
Table 4.

Overall, models trained on our dataset
(RoBERTaC→D and RoBERTaC→K) perform better
on the other two datasets than the models trained
on the other datasets and tested on the Cyber-
bullying dataset (RoBERTaD→C, RoBERTaK→C).
Interestingly, models trained on our dataset
achieved better ROC-AUC, Macro and Micro
F1 values on both the Davidson (D) and the
Kaggle (K) datasets compared to in-domain
results on those datasets (i.e., models trained and
evaluated on the same datasets - RoBERTaD→D
and RoBERTaK→K). The results indicate that our
dataset sufficiently captures enough context for
classifiers to distinguish between both cyberbul-
lying and non-cyberbullying text across different
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social media platforms.

4.4 Discussion and Future Work

Our collection strategy for creating the dataset
was designed to target cyberbullying and offen-
sive tweets and ensure that these types of tweets
constitute the majority class. This differs from the
collection strategies used in other datasets such as
those by Dadvar et al. (2013), Kontostathis et al.
(2013) and Hosseinmardi et al. (2015) which are
designed to simulate a more realistic distribution of
cyberbullying. As the occurrence of cyberbullying
documents is naturally low, classifiers trained on
our dataset can benefit from a high concentration
of cyberbullying and offensive documents without
the need for oversampling techniques.

When cross-domain evaluation was performed
using our best performing classifier on two other
datasets (Davidson et al., 2017; Kaggle, 2018),
the model trained on our dataset performed bet-
ter than those trained on the other datasets. It is
also worth noting that the composition and anno-
tation of these other datasets is entirely different
from ours, and one was sourced from a different
platform (Wikipedia). Our results demonstrated
that deep learning models could learn sufficiently
from an imbalanced dataset and generalise well on
different data types.

We discovered a slight performance degrada-
tion for the deep learning-based models after fine-
tuning. As recently shown in (Radiya-Dixit and
Wang, 2020), fine-tuned networks do not deviate
substantially from pre-trained ones and large pre-
trained language models have high generalisation
performance. We will explore in future work, more
effective ways for producing fine-tuned networks
such as learning to sparsify pre-trained parameters
and optimising the most sensitive task-specific lay-
ers.

The distribution of ‘Sarcasm’, ‘Exclusion’ and
‘Threat’ labels is low within the dataset. Conse-
quently, the models’ ability to predict these classes
is not comparable to that of the majority classes.
Increasing the distribution of these labels within
the dataset will improve the models training and
mitigate unintended bias that may have been intro-
duced by the minority classes; we therefore plan
to supplement the dataset with more positive sam-
ples of these classes by exploring other querying
strategies as well as incorporating samples from
existing datasets such as Rajadesingan et al. (2015)

and Hee et al. (2018).

5 Conclusion

In this paper, we presented a new cyberbullying
dataset and demonstrated the use of transformer-
based deep learning models to perform fine-grained
detection of online abuse and cyberbullying with
very encouraging results. To our knowledge, this
is the first attempt to create a cyberbullying dataset
with such a high concentration (82%) of cyberbully-
ing and offensive content in this manner and using
it to successfully evaluate a model trained with the
dataset on a different domain. The dataset is avail-
able at https://bitbucket.org/ssalawu/cyberbullying-
twitter for the use of other researchers.
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Abstract

With the rise of research on toxic com-
ment classification, more and more annotated
datasets have been released. The wide variety
of the task (different languages, different label-
ing processes and schemes) has led to a large
amount of heterogeneous datasets that can be
used for training and testing very specific set-
tings. Despite recent efforts to create web
pages that provide an overview, most publica-
tions still use only a single dataset. They are
not stored in one central database, they come
in many different data formats and it is diffi-
cult to interpret their class labels and how to
reuse these labels in other projects.

To overcome these issues, we present a collec-
tion of more than forty datasets in the form of
a software tool that automatizes downloading
and processing of the data and presents them
in a unified data format that also offers a map-
ping of compatible class labels. Another ad-
vantage of that tool is that it gives an overview
of properties of available datasets, such as dif-
ferent languages, platforms, and class labels to
make it easier to select suitable training and
test data.

1 Toxic Comment Datasets

Supervised machine learning and more specifically
supervised deep learning is the current state-of-the-
art for text classification in general and for toxic
comment classification in particular (van Aken
et al., 2018). The performance of these classifiers
depends heavily on the size and quality of available
training data, which is mostly used for fine-tuning
general language models. The rather small sizes
of annotated toxic comment datasets dates from
the high costs for obtaining high-quality labels and
the high variety of the task itself. For each lan-
guage and each specific set of labels (racism, at-
tack, hate, abuse, offense, etc.) new training and
test datasets are needed. To circumvent this need,

transfer learning can be adapted up to a certain
degree (Bigoulaeva et al., 2021; Risch and Kres-
tel, 2018). As a result, many researchers have
created their own training and test datasets cus-
tomized to their specific use cases. Three recent
surveys compare and discuss datasets used in the
literature for hate speech and abusive language de-
tection (Madukwe et al., 2020; Poletto et al., 2020;
Vidgen and Derczynski, 2020). These overviews
help to assess the dataset landscape but stop short
of doing the next step: integrating and unifying the
various datasets and making them easily accessible.

In this paper, we present a software tool that
provides easy access to many individual toxic com-
ment datasets using a simple API. The datasets are
in a unified data format and can be filtered based
on metadata. The collection currently contains
datasets in thirteen different languages: Arabic,
Danish, English, French, German, Greek, Hindi,
Indonesian, Italian, Marathi, Portuguese, Slove-
nian, and Turkish. Further, it covers a wide range
of labels of different kinds of toxicity, e.g., sexism,
aggression, and hate. The code is available in a
GitHub repository1 and also as a PyPI package2

so that users can easily install it via the command
pip install toxic-comment-collection and import
datasets from the collection within python.

With our tool, researchers can combine different
datasets for customized training and testing. Fur-
ther, it fosters research on toxic comments and the
development of robust systems for practical appli-
cation. Important research and practical questions
that can be investigated with our provided tool are:

1. How well do hate speech, toxicity, abusive
and offensive language classification models
generalize across datasets?

1https://github.com/julian-risch/
toxic-comment-collection

2https://pypi.org/project/toxic-
comment-collection
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2. What are the effects of different fine-tuning
methods and transfer learning?

3. What is the relation of different labeling
schemes and their effect on training?

4. Does toxic content look different on differ-
ent platforms (Twitter, Wikipedia, Facebook,
news comments)

5. How do different language influence classifier
performance?

2 Unified Toxic Comment Collection

Creating a unified collection of toxic comment
datasets comes with several challenges. First, the
datasets are stored on various platforms and need
to be retrieved. Second, different file formats of the
datasets complicate data integration, and third, the
different sets of class labels need to be mapped to
a common namespace. This section describes how
the creation of our collection addresses these two
challenges and presents statistics of the collection.

2.1 Collection Creation

We consider all publicly accessible comment
datasets for the collection that contain labels that
are subclasses of toxicity, such as offensive lan-
guage, abusive language, and aggression. The
broad definition of toxicity as a higher-level con-
cept builds a bridge between the different lower-
level concepts. The term denotes comments that
contain toxic language and was made popular by
the Kaggle Challenge on Toxic Comment Classifi-
cation in 2018, which defined toxic comments as
comments that are likely to make a reader leave
a discussion.3 We exclude datasets that consider
users instead of comments as the level of annota-
tion (Chatzakou et al., 2017; Ribeiro et al., 2018) or
study a different type of conversation, e.g., What-
sApp chats, where the participants presumably
know each other in person (Sprugnoli et al., 2018).

The datasets that we collected come from various
sources, such as GitHub repositories, web pages of
universities, or google drive and other file storage
platforms. Even more diverse than the different
source platforms are the file formats of the datasets.
From csv files with different column separators and
quoting characters, over excel sheets, sql dumps, to
txt files with single records spanning multiple rows,

3https://kaggle.com/c/jigsaw-toxic-
comment-classification-challenge

optionally compressed as zip or tar files — convert-
ing all these formats into the same standardized csv
format of our collection is the second step of the
data integration after the datasets are retrieved.

The third step focuses on the class labels. These
labels are encoded in different ways. In the sim-
plest format, there is a single column that contains
one string per row, which is the class label. In some
datasets, the class labels are encoded with integers,
presumably to reduce file size. For multi-label clas-
sification datasets, the column might contain a list
of strings or lists of integers. We unify the format
of the labels to lists of strings.

More importantly, we create a mapping of class
labels so that labels with the same meaning but dif-
ferent names are replaced with the same label. This
mapping is stored in a configuration file and can be
customized by users. Different use cases require
different mappings. For example, one mapping can
be used to map all datasets in the collection to a
binary classification task of toxic and non-toxic
comments. The next section describes the effect of
this mapping on the toxic comment collection and
other statistics of collection in the next section.

2.2 Collection Statistics

The collection contains comments in thirteen dif-
ferent languages, from twelve platforms, and with
162 distinct class labels (before mapping them to
a smaller set of class labels). There is a large set
of labels that occurs only in one dataset, with each
label referring to a particular subclass of toxicity
and target, e.g., female football players as in the
dataset by Fortuna et al. (2019).

After combining similar names through our map-
ping strategy, 126 class labels remain, with 57 of
them occurring in more than 100 samples. The
total number of samples is currently 812,993. We
are constantly adding more datasets.

As described in the previous section, a mapping
can also be used to create a binary view on the col-
lection with only two class labels: toxic and non-
toxic. To this end, the class labels none (471,871
comments), normal (37,922 comments), other
(2,248 comments), positive (4,038 comments), and
appropriate (2,997 comments) are mapped to non-
toxic (519,076 comments). The labels idk/skip (73
comments) are discarded and all other labels are
mapped to toxic (293,844 comments).

Table 1 gives an overview of the collection by
listing all datasets currently included in the collec-
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tion together with their number of samples, source
platform, language, and class labels. The table re-
veals that Twitter is the primary data source and
that there is no common set of class labels. As per
Twitter’s content redistribution policy,4 the tweets
themselves were (in almost all cases) not released
by the researchers but only the tweet ids. These
ids allow re-collecting the dataset via the Twitter
API. Our tool automatizes this process, which is
also called re-hydration.

A challenge that is not visible in Table 1 is the
inherent class imbalance of many datasets. For
example, the class distribution of the dataset of
attacking comments by Wulczyn et al. (2017) ex-
hibits a bias towards “clean” comments (201,081
clean; 21,384 attack), whereas the dataset by David-
son et al. (2017) exhibits a bias towards “offen-
sive” comments (19,190 offensive; 4,163 clean).
The latter class distribution is not representative
of the underlying data in general. It is due to bi-
ased sampling, similar to the issues that apply to
the dataset by Zhang et al. (2018). Zhang et al.
(2018) collected their dataset via the Twitter API
by filtering for a list of keywords, e.g., muslim,
refugee, terrorist, and attack or hashtags, such as
#banislam, #refugeesnotwelcome, and #Deportall-
Muslims. This step introduces a strong bias because
all hateful tweets in the created dataset contain at
least one of the keywords or hashtags. Thus, the
data is not a representative sample of all hateful
tweets on Twitter, and models trained on that data
might overfit to the list of keywords and hashtags.
However, the advantage of this step is that it re-
duces the annotation effort: fewer annotations are
required to create a larger set of hateful tweets.
In fact, most comment platforms contain only a
tiny percentage of toxic comments. Since research
datasets are collected with a focus on toxic com-
ments, they can be biased in a significant way. This
focused data collection creates non-realistic evalu-
ation scenarios and needs to be taken into account
when deploying models trained on these datasets
in real-world scenarios.

Figure 1 visualizes the overlap of the set of class
labels used in the different datasets contained in the
toxic comment collection. On the one hand, there
are rarely any pairs of datasets with the exact same
set of labels (yellow cells). Exceptions are datasets
by the same authors. On the other hand, there are

4https://developer.twitter.com/en/
developer-terms/agreement-and-policy

also only a few pairs of datasets with no common
class label at all.
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Figure 1: Heatmap of the pair-wise overlap of dataset
class labels. Yellow cell color means that all class la-
bels contained in the dataset of that row are also con-
tained in the dataset of that column. See IDs in Table 1
for dataset names.

3 Conclusions and Future Work

In this paper, we addressed three challenges that
hinder accessibility of research datasets of toxic
comments: retrieving the datasets, unifying their
file formats, and mapping their class labels to a
common subset. To overcome these challenges,
we present the toxic comment collection, which
does not contain the datasets themselves, but code
that automatically fetches these datasets from their
source and transforms them into a unified format.
Its advantages are the easy access to a large number
of datasets and the option to filter by language,
platform, and class label.

With the toxic comment collection, we aim to
foster repeatability and reproducibility of research
on toxic comments and to allow research on mul-
tilingual toxic comment classification by combin-
ing multiple datasets. We are continuously adding
more datasets to the collection with routines to
download them and to standardize their format au-
tomatically, e.g., we plan to integrate the datasets
by Kumar et al. (2018) and Zampieri et al. (2019)
next. We also plan to add contact information and
instructions for datasets that are not publicly ac-
cessible but available only on request, such as the
datasets by Golbeck et al. (2017), Rezvan et al.
(2018), and Tulkens et al. (2016).
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Table 1: Datasets currently included in the toxic comment collection (sorted by year of publication). For
this tabular presentation, we combined labels, e.g., target represents several different labels of targets.

ID Study Size Source Lang. Classes

1 Bretschneider and Peters (2016) 1.8k Forum en offense
2 Bretschneider and Peters (2016) 1.2k Forum en offense
3 Waseem and Hovy (2016) 16.9k Twitter en racism,sexism
4 Alfina et al. (2017) 0.7k Twitter id hate
5 Ross et al. (2016) 0.5k Twitter de hate
6 Bretschneider and Peters (2017) 5.8k Facebook de strong/weak offense,target
7 Davidson et al. (2017) 25.0k Twitter en hate,offense
8 Gao and Huang (2017) 1.5k news en hate
9 Jha and Mamidi (2017) 10.0k Twitter en benevolent/hostile sexism

10 Mubarak et al. (2017) 31.7k news ar obscene,offensive
11 Mubarak et al. (2017) 1.1k Twitter ar obscene,offensive
12 Wulczyn et al. (2017) 115.9k Wikipedia en attack
13 Wulczyn et al. (2017) 115.9k Wikipedia en aggressive
14 Wulczyn et al. (2017) 160.0k Wikipedia en toxic
15 Albadi et al. (2018) 6.1k Twitter ar hate
16 ElSherief et al. (2018) 28.0k Twitter en hate,target
17 Founta et al. (2018) 80.0k Twitter en six classesd

18 de Gibert et al. (2018) 10.6k Forum en hate
19 Ibrohim and Budi (2018) 2.0k Twitter id abuse,offense
20 Kumar et al. (2018) 11.6k Facebook hing aggressive
21 Mathur et al. (2018) 3.2k Twitter en,hi abuse,hate
22 Sanguinetti et al. (2018) 6.9k Twitter it five classesb

23 Wiegand et al. (2018) 8.5k Twitter de abuse,insult,profanity
24 Basile et al. (2019) 19.6k Twitter en,es aggression,hate,target
25 Chung et al. (2019) 15.0k misc en,fr,it hate,counter-narrative
26 Fortuna et al. (2019) 5.7k Twitter pt hate,target
27 Ibrohim and Budi (2019) 13.2k Twitter id abuse,strong/weak hate,target
28 Mandl et al. (2019) 6.0k Twitter hi hate,offense,profanity,target
29 Mandl et al. (2019) 4.7k Twitter de hate,offense,profanity,target
30 Mandl et al. (2019) 7.0k Twitter en hate,offense,profanity,target
31 Mulki et al. (2019) 5.8k Twitter ar abuse,hate
32 Ousidhoum et al. (2019) 5.6k Twitter fr abuse,hate,offense,target
33 Ousidhoum et al. (2019) 5.6k Twitter en abuse,hate,offense,target
34 Ousidhoum et al. (2019) 4.0k Twitter en abuse,hate,offense,target
35 Ousidhoum et al. (2019) 3.3k Twitter ar abuse,hate,offense,target
36 Qian et al. (2019) 22.3k Forum en hate
37 Qian et al. (2019) 33.8k Forum en hate
38 Zampieri et al. (2019) 13.2k Twitter en offense
39 Çöltekin (2020) 36.0k Twitter tr offense,target
40 Pitenis et al. (2020) 4.8k Twitter el offense
41 Sigurbergsson and Derczynski (2020) 3.6k misc da offense,target
42 Kulkarni et al. (2021) 15.9k Twitter mr negative
43 Kralj Novak et al. (2021) 60.0k Twitter sl offense,profanity,target,violent
a argument,discrimination,feedback,inappropriate,sentiment,personal,off-topic
b aggression,hate,irony,offense,stereotype
c derailment,discredit,harassment,misogyny,stereotype,target
d abuse,aggression,cyberbullying,hate,offense,spam
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Abstract

Community-level bans are a common tool
against groups that enable online harassment
and harmful speech. Unfortunately, the effi-
cacy of community bans has only been par-
tially studied and with mixed results. Here,
we provide a flexible unsupervised methodol-
ogy to identify in-group language and track
user activity on Reddit both before and after
the ban of a community (subreddit). We use a
simple word frequency divergence to identify
uncommon words overrepresented in a given
community, not as a proxy for harmful speech
but as a linguistic signature of the community.
We apply our method to 15 banned subreddits,
and find that community response is heteroge-
neous between subreddits and between users
of a subreddit. Top users were more likely
to become less active overall, while random
users often reduced use of in-group language
without decreasing activity. Finally, we find
some evidence that the effectiveness of bans
aligns with the content of a community. Users
of dark humor communities were largely unaf-
fected by bans while users of communities or-
ganized around white supremacy and fascism
were the most affected. Altogether, our results
show that bans do not affect all groups or users
equally, and pave the way to understanding the
effect of bans across communities.

1 Introduction

Online spaces often contain toxic behaviors such
as abuse or harmful speech (Blackwell et al., 2017;
Saleem et al., 2017; Jhaver et al., 2018; Saleem
and Ruths, 2018; Habib et al., 2019; Ribeiro et al.,
2020a; de Gibert et al., 2018a; Sprugnoli et al.,
2018; Park and Fung, 2017; Singh et al., 2018;
Lee et al., 2018). Such toxicity may result in
platform-wide decreases in user participation and
engagement which, combined with external pres-
sure (e.g., bad press), may motivate platform man-
agers to moderate harmful behavior (Saleem and
Ruths, 2018; Habib et al., 2019). Moreover, the
radicalization of individuals through their engage-
ment with toxic online spaces may have real-world
consequences, making toxic online communities a
cause for broader concern (Ohlheiser, 2016; Habib
et al., 2019; Ribeiro et al., 2020a,b).

Reddit is a social media platform that consists
of an ecosystem of different online spaces. As of
January 2020, Reddit had over 52 million daily
active users organized in over 100,000 communi-
ties, known as “subreddits”, where people gather
to discuss common interests or share subject- or
format-specific creative content and news (Reddit,
2021). Every post made on Reddit is placed in one
distinct subreddit, and every comment on Reddit
is associated with an individual post and therefore
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also associated with a single subreddit. As Reddit
continues to gain popularity, moderation of content
is becoming increasingly necessary. Content may
be moderated in several ways, including: (1) by
community voting that results in increased or de-
creased visibility of specific posts, (2) by subreddit-
specific volunteer moderators who may delete posts
or ban users that violate the subreddit guidelines,
and (3) by platform-wide administrators that may
remove posts, users, or entire communities which
violate broader site policies. The removal of an
entire subreddit is known as a “subreddit ban,” and
does not typically indicate that the users active in
the subreddit have been banned.

Given that the ostensible purpose of subreddit
bans is to remove subreddits that are in habitual
noncompliance with Reddit’s Terms of Service,
it is important to understand whether such bans
are successful in reducing the offending content.
This is especially of interest when the offending
content is related to harmful language. Though
limited, there is some evidence to suggest that
subreddit bans may be effective by certain met-
rics. Past work has demonstrated that these bans
can have both user- and community-level effects
(Hazel Kwon and Shao, 2020; Chandrasekharan
et al., 2017; Saleem and Ruths, 2018; Ribeiro et al.,
2020a; Thomas et al., 2021; Habib et al., 2019).
Several of these studies have suggested that (1)
subreddit bans may lead a significant number of
users to completely stop using the site, and that (2)
following a ban, users that remain on the platform
appear to decrease their levels of harmful speech
on Reddit (Saleem and Ruths, 2018; Thomas et al.,
2021; Habib et al., 2019). Chandrasekharan et al.
(2017) also illustrated that postban migrations of
users to different subreddits did not result in naive
users adopting offensive language related to the
banned communities. More work is required to
better understand changes in the language of indi-
vidual users after such bans.

2 Previous work

Previous research provides a foundation for inves-
tigating the effects of subreddit bans on harmful
language and user activity. Detection of offensive
content typically takes the form of automated clas-
sification. Different machine learning approaches
have been applied with varied success, including
but not limited to support vector machines and ran-
dom forests to convolutional and recurrent neural

networks (Zhang and Luo, 2019; Bosco et al., 2018;
de Gibert et al., 2018b; Kshirsagar et al., 2018; Mal-
masi and Zampieri, 2018; Pitsilis et al., 2018; Al-
Hassan and Al-Dossari, 2019; Vidgen and Yasseri,
2020; Zimmerman et al., 2018). More recently,
Garland et al. (2020) used an ensemble learning
algorithm to classify both hate speech and counter
speech in a curated collection of German messages
on Twitter. Unfortunately, these approaches require
labeled sets of speech to train classifiers and there-
fore risk not transferring from one type of harmful
speech (e.g. misogyny) to another (e.g. racism).
We therefore aim for a more flexible approach that
does not attempt to classify speech directly, but
rather identifies language over-represented in harm-
ful groups; i.e., their in-group language. That lan-
guage is not a signal of, for example, hate speech
per se. In fact, any group is likely to have signif-
icant in-group language (e.g. hockey communi-
ties are more likely to use the word “slapshot”).
However, detection of in-group language can be
fully automated in an unsupervised fashion and is
tractable.

The majority of past work on bans of harm-
ful communities on Reddit only examined one
or two subreddits, often chosen due to notoriety
(Hazel Kwon and Shao, 2020; Chandrasekharan
et al., 2017; Saleem and Ruths, 2018; Ribeiro
et al., 2020a; Habib et al., 2019; Thomas et al.,
2021). Many of these studies focused on the aver-
age change in behavior across users and did not con-
sider the factors which may drive inter-individual
differences in behavior following a ban (Chan-
drasekharan et al., 2017; Saleem and Ruths, 2018;
Habib et al., 2019). Different users may respond
differently to subreddit bans based on their level of
overall activity or community engagement. For ex-
ample, Ribeiro et al. (2020a) found that users that
were more active on Reddit prior to a subreddit ban
were more likely to migrate to a different platform
following a ban. A user’s activity levels prior to a
ban also impacted whether activity levels increased
or decreased upon migrating to a different platform
(Ribeiro et al., 2020a). Similarly, Thomas et al.
(2021) demonstrated that users who were more ac-
tive in a subreddit prior to a ban were more likely to
change their behavior following the banning of that
subreddit, but the authors did not investigate the
ways in which users changed their behavior. Lastly,
Hazel Kwon and Shao (2020) found that a user’s
pre-ban activity level within r/alphabaymarket in-
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fluenced post-ban shifts in communicative activity.

While we are interested in the effects of moder-
ation on any online community, we study Reddit
because the platform is strongly partitioned into
sub-communities, and historical data on both sub-
reddits and users are readily available (Baumgart-
ner et al., 2020). Reddit users are regularly active in
multiple subreddits concurrently, and unlike other
sub-community partitioned platforms like Discord,
Slack, or Telegram, we can easily retrieve a user’s
activity on all sub-communities. This provides an
opportunity to understand how the members of a
community change their behavior after that com-
munity is banned. Furthermore, knowledge of the
drivers of inter-individual behavioral differences
may permit moderators to monitor the post-ban
activity of certain subsets of users more closely
than others, which may lead to an increase in the
efficacy of platform-wide moderation.

3 Methodology

As part of investigating whether different commu-
nities respond differently to a subreddit ban, we
examine whether top users differ from random
users in their change in activity and in-group lan-
guage usage following community-level interven-
tions. Specifically, we utilize natural language pro-
cessing to track community activity after a sub-
reddit ban, across 15 subreddits that were banned
during the so-called “Great Ban” of 2020. We first
identified words that had a higher prevalence in
these subreddits than on Reddit as a whole prior to
a ban. These words do not necessarily correspond
to harmful speech but provide a linguistic signature
of the community. The strengths and drawbacks
of this approach are discussed in the discussion
and appendix. We then compared the frequency of
use of community-specific language, as well as the
overall activity level of a user (i.e., the number of
total comments), 60 days pre- and post-ban for (1)
the 100 users that were most active in the banned
subreddit 6 months prior to the ban and (2) 1000
randomly sampled non-top users. We predicted
that top and random users that remained on the site
following a subreddit ban would react differently
to the ban, and we anticipated that there would be
variation in how different communities responded
to a ban.

3.1 Data Selection

We selected 15 subreddits banned in June 2020, af-
ter Reddit changed their content policies regarding
communities that “incite violence or that promote
hate based on identity or vulnerability” and sub-
sequently banned approximately 2000 subreddits
(i.e., “the Great Ban”). Based on a list of subreddits
banned in the Great Ban 1 and an obscured list of
subreddits ordered by daily active users 2, we ex-
amined the subreddits with more than 2000 active
daily users and which had not previously become
private subreddits. These most-visited subreddits
were “obscured” by representing all letters except
the first two as asterisks, but were de-anonymized
as described in the appendix (Section 9.1). By se-
lecting highly active subreddits from the Great Ban
we can compare many subreddits banned on the
same date, and the differences in how their users
responded. The list of subreddits we examined is
included in Table 1.

3.2 Data Collection

For each chosen subreddit, we collected all the
submissions and comments made during the 182
days before it was banned. This is possible through
the Pushshift API3, which archives Reddit regu-
larly, but may miss a minority of comments if they
are deleted (by the author or by moderators) very
shortly after they are posted (Baumgartner et al.,
2020). We use this sample of the banned subreddits
to identify users from the community and specific
language used by the community. To accomplish
the former, we examine the “author” field of each
comment to get a list of users and how many com-
ments they made on the subreddit during the time
frame prior to the ban.

To automatically determine in-group vocabulary
words for a subreddit, we create a corpus of all text
from the comments in a banned subreddit and com-
pare it the baseline corpus to a corpus of 70 million
non-bot comments from across all of Reddit during
the same time frame. Bot detection is described
in Section 3.4. We can gather this cross-site sam-
ple by using comment IDs: every Reddit comment
has a unique increasing numeric ID. By taking the

1https://www.reddit.com/r/
reclassified/comments/fg3608/updated_
list_of_all_known_banned_subreddits/

2https://www.redditstatic.com/
banned-subreddits-june-2020.txt

3https://psaw.readthedocs.io/en/
latest/
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comment ID of the first and last comments from
our banned sample, and then uniformly sampling
all comment IDs between that range and retrieving
the associated comments, we can uniformly sample
from Reddit as a whole over arbitrary time ranges.

We used this baseline corpus instead of a more
standard English corpus because many such stan-
dard corpora rely on books, often in the public
domain, whose language may be dated and more
formal than Reddit comments. These corpora of-
ten also lack terms from current events such as
sports team names or political figures, which occur
frequently across large parts of Reddit.

3.3 Determining In-Group Vocabulary

We compare word frequencies between the two cor-
pora to identify language that is more prominent
in the banned subreddit than in the general sample.
Since the two samples are from the same date range
on the same platform, this methodology filters out
current events and Reddit-specific vocabulary more
than we would achieve by comparing to a general
English-language corpus like LIWC (Tausczik and
Pennebaker, 2010). Rather than comparing relative
word occurrence frequency directly, which has pit-
falls regarding low-frequency words that may only
occur in one corpus, we apply Jensen-Shannon
Divergence (JSD) which compares the word fre-
quencies in the two corpora against a mixture text.
JSD scores words highly if they appear dispropor-
tionately frequently in one corpus, even if they
are common in both. For example, JSD identifies
“female” as a top word in gender-discussion sub-
reddits. Treating “female” as in-group vocabulary
is undesirable for our specific use-case, where we
would prefer to find language specific to the sub-
reddit that is uncommon elsewhere. Therefore, we
remove the top 10,000 most common words in the
general corpus from both the general corpus and
the subreddit corpus before processing. JSD func-
tionality is provided by the Shifterator software
package (Gallagher et al., 2021). Based on the
resulting JSD scores, we then select the top 100
words in the banned subreddit corpus, and treat this
as our final list of in-group vocabulary. We used
the top 100 words to maintain consistency with the
distinctive vocabulary size used by Chandrasekha-
ran et al. (2017). In the appendix, our approach is
compared to the Sparse Additive Generative model
(SAGE) of Chandrasekharan et al. (2017) to show
the additional flexibility of JSD as well as similarity

of the results (see Section 9.2).

3.4 Examining User Behavior

With a list of users from the banned community
ranked by comment count and a list of in-group
vocabulary, we are able to measure user behavior
after the subreddit ban. Since larger subreddits
can have tens of thousands to millions of users, we
limit ourselves to examining two groups: (1) the
100 most active accounts from a banned subreddit,
known as the “top users”, and (2) a random sample
of 1000 non-top users from the subreddit. In form-
ing these lists of top and random users, we skip
over accounts from a pre-defined list of automated
Reddit bots as well as users that have deleted their
accounts and cannot have their post histories re-
trieved. Additionally, as our focus for this study
is users who used in-group language and who con-
tinue to use the platform, we omit users that have
never used in-group vocabulary pre- or post-ban or
who have zero comments post-ban. All forms of
user-filtering are discussed further in the appendix
(Section 9.4).

For each user, we download all the comments
they made in the 60 days before and after the sub-
reddit ban. We compare the number of comments
made before and after the ban to establish a change
of activity, on a scale from -1 to 1, with -1 indicat-
ing “100% of the user’s comments were made prior
to the ban”, 0 indicating “an equal number of com-
ments were made before and after the ban”, and
1 indicating that all of their comments on Reddit
were made after the ban. We can similarly track the
user’s use of in-group vocabulary on a scale from
-1 to 1, for “100% of their in-group vocabulary us-
age was before the ban” to “all uses of in-group
vocabulary were post-ban”. This is calculated as
the fraction of posted words that were in-group vo-
cabulary after the ban, minus the fraction of posted
words that we in-group vocabulary before the ban,
divided by the sum of the fractions.

ra − rb
ra + rb

Examples of results for individual subreddits are
shown in Fig.1.

3.5 Statistical Methods

We do not necessarily expect all subreddits to re-
spond to a ban in the same way. From the user
data for the 60 days before and after the subreddit’s
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(a) Ban effect on r/gendercritical users (b) Ban effect on r/the donald users

Figure 1: Example plots comparing user behavior after a subreddit ban. Users from the top 100 and random
samples are displayed in terms of their relative change in activity and change in in-group vocabulary usage. Distri-
butions are displayed along each axis for convenience.

Category Subreddits
Dark Jokes darkjokecentral, darkhumorandmemes, imgoingtohellforthis2
Anti-Political consumeproduct, soyboys, wojak
Mainstream Right Wing the donald, thenewright, hatecrimehoaxes
Extreme Right Wing debatealtright, shitneoconssay
Uncategorized ccj2, chapotraphouse, gendercritical, oandaexclusiveforum

Table 1: Subreddit categorization by qualitative assessment of content

banning, we examined whether there was any dif-
ference between subreddits for (1) the proportion of
a user’s total posts that occurred postban vs preban
and (2) the proportion of a user’s total in-group vo-
cabulary that occurred postban vs preban. We also
explored whether a user’s engagement in a subred-
dit (i.e., whether they were a top or random user)
influenced either measure. To examine the predic-
tors of the proportion of a user’s total posts that
occurred postban vs preban, we ran a generalized
linear mixed model with a binomial error distri-
bution. This model included the ratio of a user’s
posts after the ban to their posts before the ban as
the predictor, and subreddit identity and user en-
gagement (i.e., top or random) as fixed effects. To
examine the predictors of pre-ban vs post-ban total
in-group vocabulary, we ran a second generalized
linear mixed model with a binomial error distribu-
tion. Its predictor was the ratio of the number of
in-group vocabulary words a user used after the ban
to the number of in-group vocabulary words that
they used before the ban. Subreddit identity and
user engagement (i.e., top or random) were fixed

effects. For both models, we included user identity
(i.e. top or random) as a random effect, since some
users were active in more than one of the studied
subreddits. Additionally, we used a likelihood ratio
test (LRT) to explore whether there was an overall
effect of subreddit identity on the proportion of
a user’s total posts that occurred postban vs pre-
ban, and the proportion of a user’s total in-group
vocabulary that occurred postban vs preban. In
the LRT, we compared each described model to
a model without subreddit identity. We also used
LRTs to compare models with and without user
engagement to assess whether there was an overall
effect of user engagement on either measure.

We performed statistical comparisons in order
to understand whether users’ vocabulary and ac-
tivity differed before and after the ban, as well as
whether top and random users of a given subreddit
experienced similar shifts.

To confirm the shifts displayed in Fig. 2a are
meaningful we performed Wilcoxon Signed-Rank
tests (α = FDR = 0.05) on the normalized vocab-
ulary ratios and normalized activity ratios before
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(a) Comparison of top/random users in all 15 subreddits (b) Comparison of top/random users across by categories

Figure 2: Comparison of top and random user behavior changes across fifteen subreddits banned after a change in
Reddit content policy in January, 2020. (a) Top users show more significant drop-offs in posting activity after a ban,
but have around the same change in in-group vocabulary usage as a uniform sampling of subreddit participants.
(b) Ban impact on eleven subreddits categorized by content. Each subreddit appears twice, representing top and
random users. Four uncategorized subreddits are excluded from the plot. Trends are summarized in Table 2.

and after the ban. Except for users of the donald
(both user types) and the top users of chapotrap-
house, these tests decreases in-group vocabulary
usage in all subreddit/user-type pairs. The same
tests showed the ban had a significant effect on all
subreddit/user-type pairs in terms of activity level
except for the random users of the donald, though
these effects were not all decreases.

We used the Wilcoxon rank sum test to com-
pare the previously defined metrics for vocabulary
shift and activity shift between the top and random
users within each subreddit. The p-values for each
individual comparison at the subreddit level were
corrected using false discovery rate (FDR), and are
illustrated in Fig. 3.

3.6 Subreddit Categorization

To better understand our results, we categorized
each banned subreddit as “dark jokes”, “anti-
political”, “mainstream right wing”, and “extreme
right wing”, as shown in Table 1. These categories
encompass eleven of our fifteen subreddits, leav-
ing four that are significantly distinct from their
peers. Note that the “uncategorized” subreddits
are not necessarily difficult to classify (for exam-
ple, r/gendercritical is a trans-exclusionary radi-
cal feminist subreddit), but without similar banned
subreddits of comparable size we cannot suggest
that results for these subreddits are generalizable.
While these categories were chosen based on quali-
tative assessment of each subreddit’s content, they
are verified by a quantitative comparison of the

unique vocabulary of each subreddit available in
the appendix.

4 Results

By comparing the median change in activity and
vocabulary usage among top and random users,
we found a consistent pattern: Top users, for ev-
ery subreddit studied, decrease their activity more
than their peers. This result is important to keep in
mind when a uniform sampling of subreddit users
post-ban may indicate that a community ban was
ineffective. We do not find as consistent a differ-
ence between top and random user when looking
at vocabulary change; suggesting that while bans
may drive harmful users to inactivity, they are less
clearly effectual at reforming user behavior. These
results are summarized in Fig. 2a.

To confirm our findings, we tested the statistical
significance of differences between top and ran-
dom distributions for each subreddit, illustrated in
Fig. 3. In all subreddits, there was a significant
difference between top and random user changes
in either activity shifts, vocabulary shifts, or both.
Considering a significance threshold on the false
discovery rate, FDR < 0.05, we found two sub-
reddits (r/ccj2 and r/hatecrimehoaxes) that show
significant differences in both shifts. The subred-
dit r/darkjokecentral shows significant differences
between top and random users in vocabulary shift,
but not activity; whereas the rest of the subreddits
show differences in activity but not vocabulary shift
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Figure 3: Scatterplot showing differences in activity and vocabulary shifts between top and random users of each
subreddit. Each axis shows the statistical significance, expressed as -log(FDR), of either activity (x-axis) or vo-
cabulary (y-axis) shift. Dashed lines indicate significance at a threshold of 0.05, such that subreddits with greater
values show significant differences between top and random users.

between top and random users.

We found that, controlling for user engagement
(i.e., whether a user was a top or random user),
there was a significant overall effect of subreddit
identity on both the proportion of a user’s total
posts that occurred postban vs preban (LRT, Chi-
squared = 133.730, p < 0.001) and the proportion
of a user’s total in-group vocabulary that occurred
postban vs preban (LRT, Chi-squared = 239.680, p
< 0.001). Controlling for subreddit identity, there
was also a significant overall effect of user engage-
ment on the proportion of a user’s total posts that
occurred postban vs preban (LRT, Chi-squared =
23.452, p< 0.001) and the proportion of a user’s to-
tal in-group vocabulary that occurred postban (LRT,
Chi-squared = 220.020, p < 0.001). Postban posts
made up a lower proportion of a user’s total posts
and postban use of in-group vocabulary made up a
lower portion of a user’s total in-group vocabulary
use for top users compared to random users (Fig. 4).
There were a few subreddits that were significantly
different from most or all of the other subreddits.
For example, in r/the donald, postban posts com-
prised a higher proportion of a user’s total posts,
compared to all other subreddits (Fig. 4a), and post-
ban use of in-group vocabulary comprised a higher
portion of a user’s total in-group vocabulary use,
compared to all other subreddits (Fig. 4b). Post-
ban posts also comprised a higher proportion of a
user’s total posts in r/oandaexclusiveforum, com-

pared to most other subreddits, while postban posts
comprised a lower proportion of a user’s total posts
in r/soyboys, compared to most other subreddits
(Fig. 4a). The proportion of a user’s total in-group
vocabulary that occurred postban was lower for
both r/gendercritical and r/hatecrimehoaxes, com-
pared to most other subreddits (Fig. 4b).

5 Discussion

Past work has been quick to conclude that subred-
dit bans either are (Chandrasekharan et al., 2017;
Saleem and Ruths, 2018; Thomas et al., 2021) or
are not (Habib et al., 2019) effective at changing
user behavior. We have found that results differ be-
tween subreddits and between more and less active
users within a subreddit. Since many prior studies
on banning efficacy focus on one to two subreddit
case studies, these distinctions may not have been
apparent in some previous datasets.

To automatically study a larger number of com-
munities, we tackle the simpler problem of tracking
user activity and use of in-group language rather
than more subjective harmful language. This ap-
proach has strengths and drawbacks. On the one
hand, in-group language is easier to automatically
identify with little expert knowledge or human in-
tervention, while also including lesser known slang
terms or dog whistles that could be harmful. On
the other hand, our approach requires a large refer-
ence corpus that controls for relevant features of the

170



(a) Proportion of Total Posts Post/Pre-ban (b) Proportion of Total In-Group Vocabulary Post/Pre-ban

Figure 4: Visualization of GLMM results showing differences between subreddits in postban behavior. For each
row, blue cells indicate that the subreddit in a given column had a lower proportion of postban activity/ingroup
vocabulary use than the subreddit in that row, while red cells indicate that the subreddit in a given column had a
higher proportion of postban activity/ingroup vocabulary use than the subreddit in that row. · indicates p < 0.10. *
indicates p < 0.05. ** indicates p < 0.01. *** indicates p < 0.001.

Category Activity Impact Vocabulary Impact
Dark Jokes Minimal Minimal
Anti-Political Top users less active Decrease among top users
Mainstream Right Wing Minimal Inconsistent
Extreme Right Wing All users decrease, especially top users Minimal

Table 2: The impact of subreddit bans within each category.

studied corpus to produce meaningful results. For
Reddit, using non-banned subreddits as a baseline
corpus allows us to automatically study changes
in activity and language around community bans
while requiring little expert knowledge on these
communities. However, choosing a reference cor-
pus may be more challenging on other platforms
without a broader “mainstream” population (such
as alt-tech platforms), with small populations, or
without a clear means of sampling the overall pop-
ulation (such as Slack, Discord, and Telegram).

Our study examines 15 subreddits with over
5000 daily users that were banned simultaneously
after a change in Reddit content policy, and our
results suggest that subreddit bans impact top and
random users differently (in agreement with prior
studies such as Hazel Kwon and Shao (2020);
Ribeiro et al. (2020a); Thomas et al. (2021)) and
that community-level banning has a heterogeneous
impact across subreddits.

Additionally, we see patterns in subreddit re-
sponses to bans that loosely correlate with the type
of content the community focused on, summarized

in Table 2 and illustrated in Fig. 2b. Dark joke
subreddits were banned for casual racism, sexism,
or other bigotry, do not have as clearly defined
in-group language, and were largely unaffected by
bans. Users are not more or less active, and use sim-
ilar language pre and post-ban. Anti-political sub-
reddits, who ridicule most activism and view social
progressiveness as performative, were moderately
impacted by bans. Top users from these communi-
ties became less active after the ban, and randomly
sampled users commented using less in-group lan-
guage. Mainstream right-wing communities show
the least consistency in ban response. The most im-
pacted subreddits were extreme political communi-
ties that blatantly advocated for white supremacy,
anti-multiculturalism, and fascism. These commu-
nities saw median top user activity drop to under
a third of pre-ban levels, followed by a significant
decrease in random user activity, and a modest de-
crease in in-group vocabulary usage (about -0.2
to -0.3 for all user groups). Since our sample in-
cludes only two to four subreddits per category,
these trends are not robust but suggest that some
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pattern might exist within the heterogeneous re-
sponses to community-level bans. These results
could guide future moderation of online spaces and
therefore merit further investigation.

6 Conclusion

We have provided a broad investigation of the im-
pact of banning online communities on the activity
and in-group vocabulary of the users therein. Our
work expands the scope of other studies on this
subject, both in terms of the number and types of
communities examined. Through this more com-
prehensive analysis, we have demonstrated hetero-
geneity in the impact of bans, depending on the
type of subreddit and the level of user engagement.
We found that top users generally showed greater
reductions in activity and in-group vocabulary us-
age, compared to random users. We also found that
the efficacy of banning differs across subreddits,
with subreddit content potentially underlying these
differences. However, while we provide strong evi-
dence of heterogeneity in ban efficacy, even more
comprehensive research must be conducted on a
larger group of subreddits in order to fully under-
stand the dynamics behind this heterogeneity.

7 Future Work

This study finds heterogeneity in the outcomes of
the largest online communities banned on Reddit
at the community level and at the individual level.
Though we find a clear trend relating outcomes to
pre-ban activity level between the top and random
users, there are likely other factors at play. Future
work could investigate which factors correlate with
individual user responses to subreddit bans, includ-
ing: user demographics (both those directly measur-
able, such as age of account, and those like gender
or country of residence ascertained via tools such
as machine learning classifiers), more complex ac-
tivity metrics (e.g. position of users in interaction
networks within the community), and activity in
other communities (as measured by number and
label of other communities engaged with and level
and response of engagement within those commu-
nities).

While we find evidence that community-level
responses to bans loosely correlate with the content
of the subreddit, our limited sample size of 15 sub-
reddits precludes any thorough quantitative com-
parisons. Unfortunately, including subreddits with
fewer users than the 15 we selected would make

community-level statistics less consistent. Were
a future study to include large banned subreddits
from before or after the “great ban”, identifying
the factors and mechanisms that contribute to the
differences in subreddit responses would be an im-
portant contribution. Potential such factors include:
the demographic makeup of the communities, in-
teraction types within the community (potentially
measured via network analysis of the comment in-
teraction network of the community), and position
in a subreddit-subreddit network of shared users.
Studies examining longer-term impacts of commu-
nity bans would also benefit from considering when
some communities attempt to “rebuild” in a new
subreddit, versus integrate into existing subreddits,
or rebuild off Reddit entirely.

However, we believe the most valuable insights
may come from embracing more holistic, qualita-
tive methodologies to characterize these banned
communities and their responses to moderation.
While quantitative metrics indicate heterogeneous
community responses, researchers from anthropol-
ogy and sociology, as well as communications and
media studies, may find additional depth in com-
munity and user response to censorship. Computa-
tional linguists may be able to refine techniques for
detecting in-group vocabulary, while linguists and
cultural evolution specialists may be best equipped
to determine how these vocabularies drift over time.
Finally, social computing experts may be in the best
position to adapt these multidisciplinary findings
to improve platform moderation tools and policies.
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9 Appendix

9.1 Banned Subreddit De-Obfuscation
Process

We used a report of the subreddits banned in the
“Great Ban” ranked by daily average users (DAU) 4.
The top 20 subreddits with the highest DAU were
reported with their names in clear text. The rest of
the subreddits had their names obscured, showing
only the first two letters and the remaining charac-
ters replaced by asterisks.

To de-obfuscate these, we used the subreddit
r/reclassified 5, in which users report banned and
quarantined subreddits. We used the Pushshift API
to recover posts for the week after the “Great Ban”,
and selected those that had been flagged with the
flair BANNED.

We then used the following routine to identify
the obfuscated banned subreddits from the first list:

For a given sequence of two initial letters and a
given subreddit name length, let N be the number
of obscured subreddits with this sequence and name
length. Let M be the number of purged subreddits
with this initial sequence of letters and length. The
M purged subreddits are therefore candidates for
the N obscured subreddits.

If N ≥ M , disambiguate the N obscured sub-
reddits as the M purged subreddits. Any un-
matched obscured subreddits are omitted from our
analysis.

If N < M , manually select the N most-
populous subreddits from the M candidate sub-
reddits. Number of commenters was manually re-
searched in the https://reddit.guide/ page for
the candidate subreddits.

9.2 Comparison of Keyword-Selection
Methods

The identification of community specific keywords
or the identification of hateful speech is an essential
part of the pipeline for any kind of analysis on the
effect of interventions on online speech. Just as
there are numerous methods for the identification
of hateful speech (de Gibert et al., 2018a; Park
and Fung, 2017; Singh et al., 2018; Lee et al.,
2018), there are numerous related methods for
the identification of community-specific keywords.

4https://www.redditstatic.com/
banned-subreddits-june-2020.txt

5https://www.reddit.com/r/
reclassified/

Chandrasekharan et al. (2017) used a topic mod-
elling framework to identify keywords for their
study called the Sparse Additive Generative model
(SAGE) which compares “... the parameters of two
logistically-parameterized multinomial models, us-
ing a self-tuned regularization parameter to control
the tradeoff between frequent and rare terms.” The
core of this method, the parameter comparison of
two logistically-parameterized multinomial mod-
els, performs a similar task as our ranking of the
contributions of each term to the overall Jensen
Shannon Divergence (JSD), and the regularization
parameter performs a similar task as our explicit
removal of the most common terms in our base-
line corpus. As both our methodology and that of
Chandrasekharan et al. (2017) perform comparable
steps to achieve a comparable outcome, one would
expect comparable results. This is somewhat the
case when the results are defined for both methods
as we can see in the table 4 below by considering
the intersection of terms. However, an important
feature of Jensen Shannon Divergence is how it ad-
dresses the “out-of-vocabulary problem” where an
instance of a term of any frequency in one corpus
has infinitely higher relative frequency than in a
compared corpus if that compared corpus does not
contain that term. Simplistically, JSD addresses
this issue by comparing both corpora to a reference
corpus made up of an amalgamation of the two.
The SAGE methodology on the other hand, does
not have an answer to this problem laid out and so
without additional modifications, the SAGE coef-
ficients for such terms that appear in a subreddit
of interest but not in a baseline corpus are unde-
fined, and a list of keywords is methodologically
impossible to ascertain. As such, we argue that
using our JSD-based methodology is more robust
to this out-of-vocabulary problem and thus more
widely applicable in a variety of settings. Addi-
tionally, we view the explicitness of our keyword
selection methodology as an advantage compared
to the relative “black box” nature of SAGE.

However, despite the fact that the SAGE-based
keyword selection methodology yielded undefined
values for a number of the subreddits we studied,
given the importance of Chandrasekharan et al.
(2017) as foundational to our work, we developed
a small extension to the SAGE-based methodology
which provides estimates of what the SAGE coeffi-
cients would be with a baseline corpus of the entire
population of Reddit comments rather than only a
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sample (note that such a baseline corpus would no
longer face this out-of-vocabulary problem as all
terms in the subreddit of interest would appear in
the population since the subreddit of interest is part
of the population). The way these estimates were
reached was to use additional known metadata to
estimate the counts of all the terms in the baseline
corpus as well as the terms in the subreddit of in-
terest which did not appear in the baseline. This
was achieved as follows: First, take the frequency
counts of each word in the baseline corpus and nor-
malize them to calculate the empirically estimated
probability mass function for words in the popu-
lation of all comments on Reddit for our 6 month
timeframe. Second, estimate the number of words
on Reddit during this timeframe by taking the exact
number of comments on Reddit during this time-
frame (calculated by subtracting the first comment
ID from this timeframe from the last comment ID
from this timeframe) and multiplying this number
by the mean number of words per comment in the
baseline corpus of 70 million random comments.
Third, multiply this estimated number of words on
Reddit by the estimated probability mass function
for each word to calculate the estimated count of
each word in the population rather than the sample.
Fourth, add the counts of the out-of-vocabulary
terms to these estimated population-sized counts.
In the event that those terms appeared only in the
subreddit of interest and nowhere else on Reddit
during the timeframe examined, this count will be
the exact count for that term in the population and
it will be at the approximate relative scale when
compared to the estimated counts of the other terms
in this new estimated population corpus. Using this
newly estimated “population” baseline corpus, we
follow the SAGE-based methodology as in Chan-
drasekharan et al. (2017) to determine the set of
keywords identified by this methodology. Note
that in the event that there are no out-of-vocabulary
terms, this method simply scales up the frequencies
by a constant amount for each term and as a result,
reduces exactly to if this extra step had not been per-
formed, but for cases where the out-of-vocabulary
problem presents itself, this allows us to gather a
list of terms comparable to that methodology.

Examining figure 5, we first notice that for the
most part, most subreddit/user-type pairs are in rel-
atively similar positions under the SAGE method-
ology as under the JSD-based keyword selection,
especially when compared relative to each other.

Subreddit Intersection
ccj2 20
chapotraphouse 51
consumeproduct 61
darkhumorandmemes 46
darkjokecentral 17
debatealtright 35
gendercritical 53
hatecrimehoaxes 33
imgoingtohellforthis2 36
oandaexclusiveforum 9
shitneoconssay 31
soyboys 51
the donald 56
thenewright 57
wojak 34
MEAN 39.65

Table 3: Number of shared vocabulary words between
our JSD-based keyword selection methodology and the
SAGE-based methodology

Chandrasekharan et al. (2017) found strong neg-
ative shifts in in-group vocabulary usage after
bans. Upon reproduction of their methodology, we
also find stronger negative shifts, including several
subreddit/user-type pairs which exhibit a median
value of the maximum possible negative vocabulary
shift (-1). I.e. the majority of users in these subred-
dits used at least one SAGE-selected keyword prior
to the ban and none thereafter. Examining the data
directly, we find that among the subreddit/user-type
pairs where this occurred, all five had over half of
their users use a SAGE-identified in-group vocabu-
lary word between one and three times only prior
to the ban. Additionally, three out of five had a
majority use a SAGE-identified in-group vocabu-
lary word one to three times prior to the ban and
then zero times after the ban. Under the JSD-based
methodology, no subreddit/user-type exhibited be-
havior where the majority of the users ceased all
vocabulary usage after the ban.

The implication that the words chosen by SAGE
are not used frequently by a majority of the users
of subreddits they are selected from, and are thus
not ideally representative, is further supported by
the fact that a much larger portion users initially
collected had to be omitted due to having zero
vocabulary word usage before or after the ban. For
the JSD-based methodology, an average of 263 of
the initially collected 1000 users were omitted for
having never used a single JSD-selected keyword
at any time. Under the SAGE-based methodology,
this number was 158 users higher on average. I.e.
there was a substantially greater portion of users
who used no SAGE identified vocabulary words
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either before or after the ban than users who used
no JSD-identified vocabulary words.

The omissions mentioned above are the only
cause of differences in activity shift between the the
two methodologies. Apart from which users were
omitted, the users studied under each methodology
were identical and thus had identical activity shifts.

9.3 Validation of Subreddit Categories by
Vocabulary Overlap

We initially classified each subreddit by a qualita-
tive assessment of community content. However,
we can hypothesize that subreddits with similar fo-
cuses are more likely to share in-group vocabulary
terms, or conversely, that unrelated subreddits with
divergent content are unlikely to share in-group
vocabulary. Therefore, if our categorization is ac-
curate, subreddits in each category should share
more in-group vocabulary with one another than
with other subreddits. This is easily tested, and the
results are shown in Table 4.

9.4 Accounts Omitted from Analysis
In order to limit the analysis to human users and
exclude any unobservable or misleading data, we
excluded from all parts of the pipeline of this re-
search (from keyword identification to vocabulary
shift analysis) any comment which was made by
a username in an amassed list of non-human ‘bot’
users. Additionally, we excluded any comment
which was made by a user who deleted their ac-
count between the time of posting and the time of
data ingestion by PushShift, as comments made by
these users all present with the indistinguishable
username “[deleted].” We used a list of bots cu-
rated by botrank.pastimes.eu, which itself uses
its own Reddit bot to scrape comments searching
for replies to accounts indicating that the reply-
ing user considers the account to be a bot. These
comments are a common practice on Reddit and
take the form of users indicating their approval
or disapproval of an account they perceive to be
a bot via the phrases “Good bot/good bot” and
“Bad bot/bad bot” respectively. The system that
populates botrank.pastimes.eu scrapes from all
comments on Reddit at intervals and compiles a
list of accounts who have had either “good bot” or
“bad bot” replied to them, as well as the number
of times this has been done for each such account.
The higher the sum of the counts of “good bot” and
“bad bot” replies, the more users who have identi-
fied the given account as a bot (and are expressing

their approval or disapproval of this account). Thus,
accounts which have high counts of these replies
can be considered as very likely to be bots. As such,
we assembled the majority of the list of accounts
we excluded from our analysis via identifying each
such account in the above mentioned compilation
which had over 300 occurrences of users reply ei-
ther “good bot” or “bad bot” to them. This con-
tributed 263 accounts we excluded. Additionally,
we manually identified two other accounts below
this threshold of 300 occurrences as bots by comb-
ing through the data (‘darkrepostbot’, and ‘tweet-
transcriberbot’). With the addition of the ‘[deleted]’
accounts, this resulted in a total of 266 usernames
for which comments were excluded from our analy-
sis, which are included in supplementary material.

Because the focus of our study was users who
continued to use the platform and who used in-
group language, we omitted users who had zero
comments after the ban and users who had zero
instances of in-group vocabulary usage before or
after the ban. No top users fell into either of these
categories as they all used in group language ei-
ther before or after the ban and all made at least
one comment after the ban. The breakdown of
how many users this final sequence of omissions
results in amongst the random users, broken down
as subreddit:(number users omitted for having zero
postban comments, number users omitted for hav-
ing no in-group vocabulary usage), is as follows:
oandaexclusiveforum: (171, 239); ccj2: (174, 264);
darkjokecentral: (132, 468); darkhumorandmemes:
(146, 477); shitneoconssay:(223, 119) ; imgoing-
tohellforthis2:( 141, 358); consumeproduct:( 147,
292); the donald:( 94, 332); debatealtright:( 257,
118); gendercritical: (207, 278); chapotraphouse:(
108, 222); soyboys:( 203 , 214); hatecrimehoaxes:(
141, 113 ); thenewright:( 128, 190); wojak:(137,
257).

9.5 Software and Data
Software is available for review through anony-
mous figshare6, to be published via GitHub. Anal-
ysis data included in supplementary material.

6https://figshare.com/s/
a8f250ed3edfecaa5de3
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Subreddit 1st Match 2nd Match 3rd Match
ccj2 imgoingtohellforthis2 (4) darkhumorandmemes (3) chapotraphouse (2)
chapotraphouse shitneoconssay (8) consumeproduct (7) thenewright (5)
consumeproduct wojak (37) soyboys (37) shitneoconssay (19)
darkhumorandmemes imgoingtohellforthis2 (22) darkjokecentral (18) wojak (11)
darkjokecentral darkhumorandmemes (18) imgoingtohellforthis2 (7) wojak (4)
debatealtright shitneoconssay (49) thenewright (30) consumeproduct (14)
gendercritical darkhumorandmemes (5) consumeproduct (3) soyboys (2)
hatecrimehoaxes imgoingtohellforthis2 (14) thenewright (6) debatealtright (5)
imgoingtohellforthis2 darkhumorandmemes (22) thenewright (16) soyboys (14)
oandaexclusiveforum darkhumorandmemes (4) wojak (4) imgoingtohellforthis2 (3)
shitneoconssay debatealtright (49) thenewright (29) consumeproduct (19)
soyboys consumeproduct (37) wojak (26) imgoingtohellforthis2 (14)
the donald thenewright (15) shitneoconssay (11) consumeproduct (7)
thenewright debatealtright (30) shitneoconssay (29) imgoingtohellforthis2 (16)
wojak consumeproduct (37) soyboys (26) imgoingtohellforthis2 (13)

Table 4: Comparison of subreddits based on number of shared terms in their respective top 100 in-group vocabulary.
These number of shared terms, shown in parenthesis, reinforce qualitative categorization in Table 1
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Figure 5: Comparison of top and random user behavior changes under different keyword selection methodology.
The subplot on the left corresponds to 2a in the main text. The differences in activity shift between the two plots
are minute and only due to omission of slightly different users for having no in-group vocabulary usage before
or after the ban. The relative positions on the vocabulary shift axis remain largely the same except for a wider
distribution and several subreddit user-type pairs exhibiting the maximum possible negative shift as the median.
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Abstract

Mainstream research on hate speech focused
so far predominantly on the task of classify-
ing mainly social media posts with respect to
predefined typologies of rather coarse-grained
hate speech categories. This may be sufficient
if the goal is to detect and delete abusive lan-
guage posts. However, removal is not always
possible due to the legislation of a country.
Also, there is evidence that hate speech cannot
be successfully combated by merely removing
hate speech posts; they should be countered
by education and counter-narratives. For this
purpose, we need to identify (i) who is the tar-
get in a given hate speech post, and (ii) what
aspects (or characteristics) of the target are at-
tributed to the target in the post. As the first
approximation, we propose to adapt a generic
state-of-the-art concept extraction model to the
hate speech domain. The outcome of the ex-
periments is promising and can serve as inspi-
ration for further work on the task.

1 Introduction

Online hate speech and, in particular, hate speech
in social media, is the cause for growing concern.
Already six years ago, 73% of adult internet users
have seen someone harassed online, and 40% have
personally experienced it (Duggan, 2014). There-
fore, research on hate speech identification is of
increasing importance. A significant body of work
has been conducted over the last decade; cf., e.g.,
(Waseem and Hovy, 2016a; Schmidt and Wiegand,
2017; Davidson et al., 2017a; Fortuna and Nunes,
2018; Kennedy et al., 2020). Most of this work
focused on the task of classifying, for instance, so-
cial media posts, with respect to predefined typolo-
gies of rather coarse-grained hate speech categories,
such as ‘hate speech’, ‘racism’, ‘sexism’, ‘offense’,
etc. This may be sufficient if the task is to detect
and remove abusive language posts. However, for

instance, in the US, hate speech has been repeat-
edly judged as being covered by the First Amend-
ment.1 Furthermore, a number of studies suggest
that hate speech cannot be successfully combated
by merely removing identified hate speech posts2

and should be countered by education and counter-
narratives (Tekiroğlu et al., 2020; Mathew et al.,
2019). But to provide a basis for education and
counter-narratives, we need a more detailed analy-
sis of hate speech. In particular, we need to identify
(i) who is the target in the identified hate speech
post, and (ii) what aspects of the target are referred
to or what aspects are attributed to the target in the
post. For instance, we need to be able to determine
that post (1) below targets Muslims of Palestine and
that it attributes to them to be terrorists. Similarly,
for post (2), we need to determine that it targets
female sports reporters and that they “should come
to an end” (i.e., that they should be removed from
their jobs).3 The analogy to aspect-oriented sen-
timent analysis (Schouten and Frasincar, 2016) is
evident.

(1) I’m standing outside and looking in and there
isn’t a shadow of doubt that the Muslims of
Palestine are the terrorists.

(2) I’m not sexist but female sports reporters need
to come to an end.

Some recent works on hate speech go beyond
the mere classification task and, actually, some of
them also use the term aspect, but, again, with a

1See, among others, Brandenburg vs. Ohio (1969),
Snyder vs. Phelps (2011), Matal vs. Tam (2017),
etc.; https://en.wikipedia.org/wiki/Hate_
speech_in_the_United_States provides further
details and references.

2See, e.g., https://unesdoc.unesco.org/ark:
/48223/pf0000233231.

3Both posts are from the (Waseem and Hovy, 2016a)
dataset.
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different interpretation. In this paper, we present an
approach that is different from these works and that
aims to identify (i) the entity (most often, a group
of individuals or an individual) who is targeted
in the post, without drawing upon a predefined
range of categories (which will necessarily be al-
ways limited and coarse-grained and will not cover
new or intersecting categories, like ‘black women’),
(ii) the aspect (or characteristics) assigned to the
targeted entity. We use an open-domain neural
network-based concept extraction model for the
identification of target and aspect candidates in
each post. The obtained candidates are then further
processed taking into account the idiosyncrasies of
the codification of both targets and aspects in the
domain.

The remainder of the paper is structured as fol-
lows. In the next section, we introduce the notions
of target and aspect we are working with. Section 3
summarizes the work that is related to ours, includ-
ing aspect-oriented sentiment analysis, to which
our proposal shows some clear analogies. Section
4 outlines the generic concept extraction model
from which we start and presents its adaptation to
the problem of target and aspect extraction from
hate speech data, while Section 5 describes the
experiments we carried out and discusses their out-
come. Section 6, finally, draws some conclusions
and outlines several lines of research that we aim
to address in the future.

2 Targets and Aspects

Let us define more precisely what we mean
by‘target’ and ‘aspect’ in the context of our work.

Definition 1 (Target). A target is the entity that is
in the focus of a hate post, i.e., the entity that incurs
the hate of the author.

Very often, the target is an individual or a group of
individuals, e.g., women, people of color, refugees,
Muslims, Jews, etc.:

(3) Bruh im tired of niggas retweetin Miley Cyrus
naked that bitch aint no types of bad.

However, the target can also be a specific political
conviction, a religion, an object related to an in-
dividual or a group of individuals, etc.; see, e.g.,
feminist novels in (4):4

4In (4), feminist is a classifying attribute of novels (see also
Section 4) and should thus be part of the target.

(4) I’m not sexist, but nothing bores me more than
feminist novels.

Definition 2 (Aspect). Aspect is a characteristic,
attitude, or behavior or the lack of it (as a rule, with
a pejorative connotation) that the author attributes
to the target.

The aspect is often expressed as a modifier(e.g.,
boring, stupid, lazy, not funny, etc.) of the target in
the focus of the author, as in:

(5) I’m not sexist, but female comedians just
aren’t funny

(6) I’m not sexist but *most girls are fucking
stupid.

where not funny is the aspect of female comedians
(5) and fucking stupid of (most) girls (6). It can
also be a verbal group, as can’t cook in (7):

(7) Scoring like a Cunt because you can’t cook
for shit isn’t fighting hard Kat.

In some posts, no targets and/or aspects can be
identified; see, e.g., (8).

(8) I asked that question recently and actually got
an answer http://t.co/oD98sptcGT.

We discard such posts in our current experiments.

3 Related Work

As mentioned in Section 1, most of the works on
online hate speech focused on the task of classify-
ing social media posts with respect to predefined
typologies of rather coarse-grained hate speech
categories, such as ‘hate speech’, ‘racism’, ‘sex-
ism’, ‘offense’, etc. (Schmidt and Wiegand, 2017;
Davidson et al., 2017a; Fortuna and Nunes, 2018;
Swamy et al., 2019; Arango et al., 2019; Salminen
et al., 2020; Kennedy et al., 2020; Rajamanickam
et al., 2020).5 Vidgen and Derczynski (2020) dis-
tinguish between binary classification (as in (Al-
fina et al., 2017; Ross et al., 2017)), multi-class
classification into several hate speech categories
(e.g., ‘racism’, ‘sexism’, and ‘none’ in (Waseem
and Hovy, 2016b)), different strengths of abuse
classification (e.g., ‘hateful’, ‘offensive’ and ‘neu-
tral’ contents as in (Davidson et al., 2017b)), classi-
fication into different types of statements (e.g., ‘de-
nouncing’, ‘facts’, ‘humor’, ‘hypocrisy’ and others)
and themes (e.g., ‘crimes’, ‘culture’, ‘islamization’,

5Cf. (Fortuna et al., 2020) for a list of categories used in
the most common hate speech datasets.
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‘rapism’ and others) as in (Chung et al., 2019)), and
classification of different focuses of abuse (e.g.,
‘stereotype & objectification’, ‘dominance’, ‘derail-
ing’, ‘sexual harassment’, ‘threats of violence’, and
‘discredit’ as in (Fersini et al., 2018)). All these
works do not aim to identify the specific targeted
group of individuals or the individual and neither
do they aim to identify characteristics of the tar-
gets that provoked hate. Rather, they identify posts
related to hate speech in general or to one of its
more specific categories – which is a step prior to
detection of targets and aspects, where we start.

Some previous works use a similar terminology
as we do, but with a different meaning. For in-
stance, Zainuddin et al. (2017, 2018, 2019) aim
to identify the sentiment (positive or negative) of
the author of a given post towards a range of spe-
cific hate speech categories (e.g., ‘race’ and ‘gen-
der’), which they call “aspect”. In (Gautam et al.,
2020), tweets related to the MeToo movement are
annotated manually with respect to five different
linguistic “aspects”: relevance, stance, hate speech,
sarcasm, and dialogue acts. In this case, too, the in-
terpretation of the notion of aspect is different from
ours. Ousidhoum et al. (2019) define five differ-
ent “aspects” that include specific targets, among
others: (i) whether the text is direct or indirect;
(ii) whether it is offensive, disrespectful, hateful,
fearful out of ignorance, abusive, or normal; (iii)
whether it is against an individual or a group of
people; (iv) the name of the targeted group (16
common target groups are identified); and (v) the
annotators’ sentiment. Fersini et al. (2018) are also
concerned with target detection in that they deter-
mine whether the messages were purposely sent to
a specific target or to many potential receivers (e.g.,
groups of women). In (Silva et al., 2016), targets
are identified using a short list of offensive words
built drawing upon Hatebase6 and a single template
“<one word> people” to capture “black people”,
“stupid people”, “rude people”, etc.

Our work also aligns with Mathew et al. (2020)
and Sap et al. (2020) in the sense that Mathew et al.
(2020) annotate a hate speech dataset at the word
and phrase level, capturing human rationales for
the labelling (which is similar to the target–aspect
labelling), while Sap et al. (2020) propose to under-
stand and fight hate speech prejudices with accurate
underlying explanations. However, Mathew et al.
(2020) take into account only three labels (‘hate’,

6http://www.hatebase.org/

‘offensive’, and ‘normal’) and ten target commu-
nities performing supervised classification, while
we aim at retrieving and distinguishing open-class
targets and aspects in a semi-supervised manner.
Sap et al. (2020) perform supervised training of
a conditional language generation model that of-
ten results in generic stereotypes about the targeted
groups rather than in implications meant in the post,
while we use a language generation model only to
produce candidates and further expand, rank, and
select them such that a connection of a target and
an aspect to the text is guaranteed.

To summarize, although the identification of the
targets and characteristics of hate speech in the
above works are significant advancements com-
pared to the more traditional hate speech classifi-
cation, all of these works still assume predefined
target categories and do not identify which charac-
teristics of the targets are concerned. In contrast,
open-class target and aspect extraction may allow
for modeling of the particular forms of discrimina-
tion and hate experienced by individuals or groups
of individuals covered or not covered by previously
identified target categories.

As already mentioned in Section 1, our work is
also related to aspect-oriented sentiment analysis,
in which “targets” are specific entities (e.g., prod-
ucts, sights, celebrities) and “aspects” are character-
istics or components of a given entity (Kobayashi
et al., 2007; Nikolić et al., 2020). For each identi-
fied aspect, the “sentiment value” aligned with it is
extracted; see, e.g., (Nazir et al., 2020) for a recent
comprehensive survey of aspect-oriented sentiment
analysis. In some (more traditional) works, aspects
and their values are identified in separate stages (Hu
and Liu, 2004; Hai et al., 2011). In more recent
works, both tasks are addressed by one model, with
aspects being partially identified by attention mech-
anisms realized, e.g., in an LSTM (Wang et al.,
2016), CNN (Liu and Shen, 2020) or an alternative
common deep NN model. The targets are, as a
rule, predefined, such that the challenge consists in
analysing the sentiment of tweets towards these pre-
defined targets; cf., e.g., (Tang et al., 2016; Dong
et al., 2014). The problem of open-class target
identification has not been broadly investigated and
sometimes solved simply as a named entity recogni-
tion problem due to the nature of the data in wihch
the targets are often represented by proper names
(Mitchell et al., 2013; Ma et al., 2018). However,
targets in hate speech texts go far beyond named
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entities, and the overall task is inverse to target-
oriented sentiment classification: given a known
category (hate speech of negative sentiment as a
rule), we have to identify the hate target and its
corresponding “opinioned” aspect. Still, our pro-
posal is similar to the modern approaches to aspect-
oriented sentiment analysis in the sense that we
also use an NN model (in our case, LSTM-based
encoder) with attention mechanisms for initial hate
speech target and aspect candidates identification,
before a domain-adaptation post-processing stage.

4 Outline of the Model

The study of social media hate speech posts reveals
that targets are entities that are, as a rule, verbalized
in terms of classifying nominal groups (Halliday,
2013). Aspects may also be expressed by classi-
fying nominal groups, but adjectival (attributive)
and participle groups (actions) are also common.
In other words, overall, targets can be considered
concepts (Waldis et al., 2018). Therefore, we en-
vision the detection of surface forms of targets in
the posts primarily as a concept extraction (CE)
task. For aspects, it is often not sufficient to apply
concept extraction if we want to also capture the
adjectival and verbal group aspects.

Given that hate speech datasets are, in general,
too small to serve for training neural networks for
reliable concept extraction, we opt for applying
an open-domain-oriented concept extraction model
with a follow-up algorithmic domain adaptation.

4.1 Generic Concept Extraction

As an open-domain concept extraction model, we
use an open-source state-of-the-art model that com-
prises two pointer-generator networks pretrained
on different concept-annotated datasets within dis-
tant supervision (Shvets and Wanner, 2020). Given
a sentence, each network generates a list of con-
cepts which are then merged and aligned with the
sequence of tokens of a sentence. In case of am-
biguity due to the overlap of surface forms of con-
cepts, the first detected and the longest spans are
selected as the resulting positions; see the imple-
mentation in the original publicly available code
published along with the released models.7

The model is a sequence-to-sequence model; cf.
Figure 1. The pointer mechanism makes it possible
to copy out-of-vocabulary words directly to the out-

7https://github.com/TalnUPF/
ConceptExtraction/

come, which is especially relevant to our work, as
the hate speech dataset includes specific words un-
seen during generic training, such as proper names,
hashtags, and Twitter names. The generator im-
plies the ability to adjust internal vocabulary dis-
tribution for selecting the next word (which might
be a termination token “*”) based on weights of
global attention at (Luong et al., 2015), which are
updated at each generation step t. The probability
of generating the next word instead of copying one
is defined as follows:

pgen = σ(wT
h∗h

∗
t + wT

x xt + wT
s st + bptr) (1)

where h∗t is the sum of the hidden states of the
encoder weighted with the attention distribution
at, xt is the decoder input, st is the decoder state,
wh∗, wx, ws, bptr are learnable parameters, and σ
is the sigmoid function. The encoder is a stacked
bidirectional LSTM, while the decoder is a stacked
unidirectional LSTM (Hochreiter and Schmidhu-
ber, 1997).

Figure 1: The neural architecture for generic concept
extraction

4.2 Domain Adaptation
The goal of the domain adaptation with respect
to target and aspect determination in hate speech
posts is to take into account the most relevant id-
iosyncrasies of the genre into account. In the case
of targets, the following observations can be made
with respect to such idiosyncrasies:
(i) While in generic discourse, targets can be
assumed to be classifying nominal groups (see
above), in hate speech, we observe also adjectival
and participle targets that need to be captured.
(ii) Some targets form part of compounds and
would thus be skipped by Shvets and Wanner
(2020)’s generic concept extraction algorithm since
it was trained to generate tokens from the input
sentence without compound decomposition; cf.,
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e.g., Daeshbags ≡ Daesh+bags. The consideration
of “subwords” instead of entire words has already
proved to be beneficial for many NLP applications,
including, e.g., machine translation (Sennrich et al.,
2016). We thus consider also subwords of tokens.
(iii) As a rule, a single post contains one target
only; multiple targets are very seldom in short
posts.8 This means that all target candidates in
a post must be ranked in terms of their probability
to be a target. A high term frequency of a candidate
across the posts implies a higher probability that
this candidate is a common target, such that we
favour candidates with a higher term frequency in
a reference corpus. However, this is not the only
criterion as this would introduce a strong bias to-
wards frequent terms and contradict the idea of
having unseen open-class targets. If no nominal
candidates have been identified, we favour the ad-
jectival/participle candidate with the highest tf*idf,
with the term frequency (tf ) being calculated over
a reference corpus and the inverse document fre-
quency (idf ) being calculated over the English Gi-
gaword v.5 corpus (Parker et al., 2011). The same
idea applies to aspects: aspect candidates should
be ranked with respect to their likeliness to be a
real aspect. To determine aspect candidates, we
take into account the PoS and their position with
respect to the previously determined target. Candi-
date aspects are: (i) concepts, which are detected
by Shvets and Wanner (2020)’s generic concept ex-
traction algorithm and which precede or follow the
target; (ii) adjectival or participle modifiers either
preceding or following the target.

Similarly to non-nominal target candidates, we
favour aspect candidates with the highest tf*idf, but
regardless of their PoS. In addition to frequency
terms, we chose several variables that give priority
to different target and aspect candidates, depending
on the weight assigned to them. They are listed
in Table 1. Learning the weights within the do-
main adaptation stage using target-aspect expert
annotated posts results in ranking criteria that are
further used for the selection of target and aspect
candidates in other (unseen) posts.

Three algorithms carry out the target and aspect
identification. Algorithm 1 fine-tunes the weight
variables from Table 1 for domain-specific target–
aspect identification. An exhaustive weight vari-

8Only about 2% of the posts in our dataset contain two
targets. In order to expand the coverage of our algorithm, we
plan to consider in our future work also datasets with longer
texts; see the discussion of Figure 2 for details.

able fine-tuning procedure is run over all variable
weight combinations. Algorithm 1 takes as input
a domain reference dataset from which nominal
concepts are extracted using the generic concept
extraction model (reference target candidates Tref ),
and a development dataset from which new domain-
specific targets and aspects are extracted (not nec-
essarily nominal) using Algorithms 2 and 3. Expert
annotation of the development dataset TATRUE

d

serves as a reference during the weight variable
tuning procedure.

Algorithm 2 outputs the target–aspect pair of a
given post, extracted using the weight variables. It
calls Algorithm 3 for the first stage target identifi-
cation by a ranking based on variables a1–a5, then
refines the delivered target and identifies the aspect
by a ranking based on variables v1–v5.

Var Weight of
a1 nominal target candidate
a2 proper name target candidate
a3 target candidate comprises entire words
a4 position of the candidate in p
a5 expansion of the detected target
v1 temporal expansion of the detected target

within aspect detection
v2 expansion of the detected aspect
v3 nominal concept aspect candidate located in

a span following the target
v4 adjectival/participle aspect candidates

regardless of their location in a post
v5 nominal concept aspect candidate located

in a span prior to the target

Table 1: Weight variables used in Algorithms 2 and 3

5 Experiments

5.1 Data

For our experiments, we use the ‘sexism’ and
‘racism’ partitions of the (Waseem and Hovy,
2016a) dataset, with 5,355 positive instances in
total. The 5,355 instances are split into disjoint ref-
erence (90% of the 5,355 instances), development
(2%) and test (8%) datasets. The reference dataset
is used for the identification of domain-specific
nominal group target candidates. The development
set serves for fine-tuning the discrete variables used
in Algorithms 2 and 3.

The development set (of 100 posts) and test set
(of 440 posts) are annotated in terms of targets and
aspects by three annotators. For this purpose, the
annotators were provided with the definitions of
the notions of ‘target’ and ‘aspect’ (see Section 2)
and the instruction to first identify the target (which
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Algorithm 1: GetSettings: Domain adaptation
Input: Sref : reference set, Sdev: development set, TATRUE

d : expert annotation of Sdev ,
a1, . . . , a5, v1, . . . , v5: sets of possible discrete values for the weight variables

Output: (Tref ,~abest, ~vbest)
Dependencies: GetTA Pair // Algorithm 2;
Cref ← ExtractConcepts(Sref ) // Apply concept extraction to Sref ;
Tref ← DetectSubjects(Sref , Cref ) // Detect target candidates as concepts in the grammatical subject position;
TAd ← ∅;
R∗ ← ∅;
foreach (~a ∈ {a1 × a2 × a3 × a4 × a5}, ~v ∈ {v1 × v2 × v3 × v4 × v5}) do

// Select discrete values for components of ~a and ~v iteratively on a grid to extract target-aspect pairs from Sdev;
foreach pd : post ∈ Sdev do

TAd ← TAd ∪GetTA Pair(pd, Tref ,~a, ~v) // Get target–aspect pairs using Algorithm 2: GetTA Pair;
end
rav ← Score(TAd ,TA

TRUE
d ) // Score resulting pairs TAd ;

R∗ ← R∗ ∪ (~a,~v, rav)
end
(~adbest , ~vdbest)← (~a,~v) ∈ R∗ | max(ravbest) // variable values that give the best targets and aspects on dev set;
(Tref ,~abest, ~vbest)← (Tref ,~adbest , ~vdbest) // Output tuned settings for Algorithm 2: GetTA Pair for using them at all

subsequent extractions (including extractions on test set)

Algorithm 2: GetTA Pair: Target and aspect extraction
Input: p: post, Tref : target candidates in reference data, ~a,~v: fine-tuned weight variables
Output: (tout, aout)
Dependencies: GetTarget // Algorithm 3;
C ← ExtractConcepts(p) // Apply concept extraction to p;
APM ← AdjectivalMod(p) ∪ ParticipleMod(p) // Obtain the adjectival and participle modifiers in p;
tin ← GetTarget(p, Tref , C,APM,~a) // Apply Algorithm 3: GetTarget;
tin ← SelectIF (tin, Expand(tin), ~v) // Select tin or tin expanded to a complete group depending on ~v;
if tin ≡ modifier ∈ APM + concept then

tin ← concept; abest ← modifier // Select concept in tin as updated target tin and its modifier as abest;
else

Ac ← {c | ∀cs : cs IS subword(c), c ∈ C OR c ∈ APM ∧ @ts : ts IS subword(tin) ∧ cs = ts};
// Identify concepts and modifiers in p which do not have common subwords with the extracted target tin;

A∗ ← Order(Weight(Ac, ~v));
// Weight concepts and modifiers in p according to ~v and order them in descending weight order

abest ← FirstElement(A∗) // the top-ranked aspect candidate;
tout ← tin;
aout ← SelectIF (abest, Expand(abest), ~v) // Output abest or abest expanded to a complete group depending on ~v.

Algorithm 3: GetTarget: Target determination
Input: p: post, Tref : target candidates in reference data, C: concepts in p, APM : adj/participle modifiers in p,

~a: fine-tuned weight variables
Output: tout: identified target
Tp ← {t | t ∈ C ∧ t ∈ Tref} // Identify concepts in p already seen as target candidates in the reference data;
Tc ← {c | (c ∈ C ∧ @tp ∈ Tp : tp = c)} // Identify other concepts in p;
Tsub ← SubwordConcepts(C) ∪ SubwordConcepts(APM) ;

// Identify concepts in p which are subwords in nominal compounds or adjectival/participle modifiers;
Toverlap ← {c | c ∈ Tsub ∧ c ∈ Tref};

// Collect subword concepts in p that overlap with the target candidates seen in the reference data;
Tdisj ← {c | c ∈ Tsub ∧ c /∈ Tref};

// Collect subword concepts in p that do not overlap with the target candidates seen in the reference data;
T ∗
1 ← Order(Weight(Tp ∪ Toverlap,~a));

// Weight concepts + subword concepts in p seen as target candidates in the reference data according to ~a and order
// them in descending weight order

T ∗
2 ← Order(Weight(Tc ∪ Tdisj ∪APM,~a));

// Weight other concepts + subword concepts in p according to ~a and order them in descending weight order
T ∗ ← APPEND(T ∗

1 , T
∗
2 ) ;

tbest ← FirstElement(T ∗) // the top-ranked target candidate;
tout ← SelectIF (tbest, Expand(tbest),~a) // Output tbest or tbest expanded to a complete group depending on ~a.
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Sexism Racism
women (143), girls (102), woman (43),
men (35), kat (33), feminists (23), peo-
ple (20), girl (14), andre (13), man (12), fe-
males (11), nikki (8), guy (8), bitches (7),
annie (6), feminism (5), bitch (5), produc-
ers (4), football (4), female comedians (4),
guys (4), gender (4)

islam (97), muslims (89), mohammed (84),
isis (34), prophet (22), quran (20),
people (19), jews (15), muslim (14),
religion (12), women (11), world (10),
hamas (10), salon (9), jesus (9), hadith (8),
woman (7), prophet mohammed (7),
men (6), christians (6)

Table 2: Concepts with the highest TF over the refer-
ence set, which appear in the grammatical subject posi-
tion in the reference set

should be explicitly mentioned in the text and not
inferred) and then the (potentially multiple) aspects,
keeping in mind that the target and the aspect can
be the same. The annotation was carried out in
several iterations. After each iteration, a consensus
among the annotators with respect to the annotation
of each post was reached, such that the annotated
540 posts can be considered a solid ground truth.9

5.2 Experiments and Their Results

5.2.1 Domain adaptation
Our domain adaptation consists in applying Al-
gorithms 1–3 to the reference dataset (Sref ) of
5205 posts and the development set (Sdevelop) of
100 posts from ‘racism’ and ‘sexism’ categories of
(Waseem and Hovy, 2016a). Shvets and Wanner
(2020)’s concept extraction detects in Sref about
7K concepts in the ‘sexism’ subset (e.g., ‘dinner’,
‘iq’, ‘wings’, ‘abortion’, ‘female commentator’,
‘women’, ‘girls’, etc.), and about 4K concepts in the
‘racism’ subset (e.g., ‘hypocrite’, ‘armies’, ‘death
cult’, ‘countries’, ‘honor killings’). Already at the
first glance, we reckon that not all of them can
be targets in the sense defined in Section 2. This
shows the importance of the proposed domain adap-
tation. The concepts with the highest tf in the Sref
(and thus the candidates to be targets) are shown in
Table 2. Note that for the tf figures, we used only
concepts from the Sref that appear in the subject
position in Sref , as we observed that 94% of the
targets in Sdevelop are subjects in Sref . It is also
worth noting that this list of generic targets pro-
vides only candidates that are further dynamically
extended by other concepts for each new post, such
that generic candidates may appear in a compound
target or can even be dropped altogether.

The fine-tuning procedure of Algorithm 1 pro-
vides a1 = 106 � a2 = 103 � max (tfTref

) >
min(tfTref

) � a3 = 10−3 � a4 = 10−6 6=
9This makes the calculation of the inter-annotator agree-

ment obsolete; it will, obviously, become of relevance in the
case of the annotation of larger datasets.

0; a5 = 0, and v1 = 1, v2 = 1; v3 = 109 �
v4 = 106 � v5 = 103 � Length(p) (p being the
post under consideration). Thus, the importance
of variables for target detection is the following:
nominal target candidate > proper name target can-
didate > target candidate comprises entire words
> position of the candidate in p. For aspects, this
procedure results in: nominal concept candidate
following target > adjectival/participle candidate
> nominal concept candidate preceding the target.

5.2.2 Target and Aspect Extraction
After the adaptation, we identify the targets and
aspects using the fine-tuned weight variables ~abest
and ~vbest (specified in Section 4.2) in the test set
(Stest) of 440 posts. Consider a few examples, with
the identified targets and aspects marked in bold.

(9) The Muslims (Target) conquered 2/3 of the
Christian world (Aspect) before it attacked
back. So again, what are you crying about.

(10) There’s something wrong when a girl (Target)
wins Wayne Rooney street striker (Aspect)
#NotSexist.

(11) Feminism (Target) is a snoring issue (As-
pect).

(12) But why propagandize your bigotry when Pak-
istani Muslims (Target) are murdering Chris-
tians and Hindus for blasphemy (Aspect)?

(13) Why haven’t you stopped the sick Muslims
(Target) from trying to exterminate Israel
(Aspect)?

(14) Kat (Target) is a sociopath (Aspect) #mkr

We can observe that the identified targets are
nominal entities, while the aspects are mainly ver-
bal groups that have been obtained by the expan-
sion of an initial nominal aspect candidate (Chris-
tian world, women, etc.) to a full verbal group.
However, as (11) and (14) show, we cannot reduce
aspect identification to verbal group extraction: an
aspect can readily be also a nominal group.

We evaluated the performance of the proposed
model along with several baselines for target iden-
tification on Sdevelop (dev) and Stest (test) with
respect to accuracy in terms of the Jaccard index,
partial and exact match and with respect to preci-
sion, recall and F1 for ROUGE-L (Lin, 2004); cf.
Table 3. The first baseline takes the first noun as a
target. This baseline already provides many correct
matches due to the reduced lengths of the posts in
our dataset. The second baseline identifies a noun
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Accuracy ROUGE-L
Algorithm Jaccard

index
Partial
match

Exact
match

P R F1

Targets (dev)
Baseline 1 - first noun as a
target

0.1 0.08 0.08 0.11 0.1 0.10

Baseline 2 - noun with a hyper-
nym “person” / “group”

0.28 0.34 0.24 0.34 0.29 0.3

GetTA Pair(Tref , p,~abest, ~vbest) 0.68 0.79 0.65 0.74 0.7 0.7
Targets (test)

BERT - fine-tuned on the dev set 0.58 0.76 0.45 0.65 0.67 0.63
GetTA Pair(Tref , p,~abest, ~vbest) 0.63 0.74 0.57 0.7 0.66 0.66
GetTA Pair(Tref , p,~abest, ~vbest) 0.63 0.82 0.49 0.69 0.74 0.68
+BERT

Aspects (dev)
GetTA Pair(Tref , p,~abest, ~vbest) 0.39 0.64 0.18 0.51 0.54 0.45

Aspects (test)
BERT - fine-tuned on the dev set 0.34 0.67 0.11 0.5 0.45 0.42
GetTA Pair(Tref , p,~abest, ~vbest) 0.29 0.62 0.11 0.44 0.41 0.36
GetTA Pair(Tref , p,~abest, ~vbest) 0.36 0.74 0.12 0.48 0.55 0.45
+BERT

Table 3: Evaluation of the quality of the detected tar-
gets and aspects on the development and test set

with a hypernym person or group that is a relevant
candidate entity according to the definition of a
target. We also fine-tuned a BERT model (Devlin
et al., 2019) on the development set for target recog-
nition in order to compare our pointer-generator-
based model to transformer-based models.

We can observe that target identification as in-
voked by the GetTA Pair (Algorithm 2) achieves
a rather good performance. Thus, the accuracy
for the exact match between the ground truth tar-
gets and predicted targets is 0.65 for the develop-
ment set and 0.57 for the test set. With BERT,
we achieve somewhat lower accuracy. It is inter-
esting to observe that combining GetTA Pair with
BERT results in lower accuracy for the exact match,
but in considerably higher accuracy (of 0.82) for a
partial match, i.e., the match between the seman-
tic head of the predicted target and the semantic
head of the ground truth target. This is likely due
to the limited amount of material in the develop-
ment set, which seems to be sufficient to learn the
essence of what an aspect is, but is not sufficient to
learn well the composition of the aspect in terms
of lexico-syntactic patterns.10 The performance for
aspect recognition is, in general, lower, which can
be explained by the higher complexity of the task.
However, for the partial aspect match, the accuracy
is still 0.74, and the ROUGE-L F1 score is 0.45.

Table 4 shows the performance of our target de-
tection algorithm with different variable settings.
As can be observed, just the use of the tf*idf feature

10Pretraining BERT on concept annotated datasets may
improve the figures for the exact match. If this proves to be
the case, transformer-based models are likely to outperform
other models on the overall target identification task.

Accuracy ROUGE-L
Algorithm setup Jaccard

index
Partial
match

Exact
match

P R F1

w/o learning targets with refer-
ence set and w/o tf*idf for nomi-
nals and α1=0

0.16 0.21 0.14 0.18 0.16 0.16

w/o learning targets with refer-
ence set and w/o tf*idf for adjec-
tival / past participle groups

0.38 0.49 0.36 0.43 0.39 0.39

w/o learning targets with refer-
ence set

0.38 0.49 0.36 0.44 0.39 0.4

w/o using subject position in ref-
erence set for tf

0.55 0.67 0.53 0.61 0.57 0.57

w/ target expanding (α5=1) and
w/o tf and α2=0

0.59 0.76 0.52 0.64 0.69 0.63

w/ target expanding (α5=1) and
w/o tf and α4=0

0.6 0.76 0.53 0.65 0.69 0.64

w/ target expanding (α5=1) and
w/o tf and α3=0

0.61 0.75 0.55 0.65 0.69 0.64

w/o all subwords 0.63 0.73 0.6 0.69 0.64 0.64
w/o nominal subwords 0.63 0.74 0.61 0.7 0.65 0.65
w/ target expanding (α5=1) and
w/o tf

0.63 0.79 0.57 0.68 0.71 0.66

w/ target expanding (α5=1) 0.63 0.79 0.56 0.68 0.73 0.67
GetTA Pair(Tref , p,~abest, ~vbest) 0.68 0.79 0.65 0.74 0.7 0.7

Table 4: Evaluation of the quality of the detected tar-
gets during fine-tuning on the development set

already improves the performance considerably.
When only concepts in the subject position are
taken into account as target candidates, the Jaccard
index improves significantly; the best performance
is achieved when all variables are set as indicated
in the description of the Algorithms 2 and 3.

In addition, we assessed the performance of the
model when Algorithm 3 is applied successively
several times, excluding targets predicted at previ-
ous steps from consideration. Similarly, for each
detected target we ran several times Algorithm 2.
The improvement in ROUGE-L score with each
run is shown in Figure 2, when the best of the pre-
dicted top n targets and the best corresponding top
n aspects are scored. Figures provided for aspects
correspond to the second run of the Algorithm 3,
but this does not distort the overall picture since
they are at the same scale for any number of pre-
dicted targets. We can observe a steady increase in
performance already for small values of n, which
shows the potential of our model. This strategy of
selecting top n targets can also be used for detect-
ing multiple targets in longer texts.

To verify that the proposed fine-tuning proce-
dure of the weight variables is not dataset-specific,
we ran it also on the negative sentiment subset of
(Dong et al., 2014) as Tref , with the targets orig-
inally obtained through dictionary search as test
set targets.11 To avoid a bias in the evaluation by
“seen” targets, we ensured that 50% of the targets in

11Recall that no aspects in our sense are annotated in this
sentiment dataset.
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Figure 2: Mean ROUGE values over the test set for
different number of algorithm runs

Accuracy ROUGE-L
Part of the test set Jaccard

index
Partial
match

Exact
match

P R F1

Only posts with targets from Tref 0.88 0.92 0.85 0.88 0.91 0.89
Only posts with unseen targets 0.53 0.57 0.51 0.54 0.55 0.54
All posts 0.73 0.77 0.71 0.73 0.76 0.74

Table 5: Evaluation of target detection on Dong et al.
(2014)’s negative sentiment sub-dataset

the test set are unseen by removing a number of ex-
amples with targets appearing in both the reference
set and the test set from the reference set. Table 5
shows the scores obtained in this experiment for
targets. We can observe that the evaluation figures
are even considerably higher than those in Tables 3
and 4. This is likely because of the high percentage
of named entities in this dataset, which facilitates
an accurate detection of concepts.

6 Conclusions and Future Work

Classification of hate speech in terms of broad cate-
gories is not sufficient; in order to effectively com-
bat hate speech, a detailed target–aspect analysis
is necessary. We presented a model that adapts a
generic concept extraction model and showed that
it is able to reach a reasonable quality for target and
aspect identification in the ‘sexism’ and ‘racism’
categories of the (Waseem and Hovy, 2016a) hate
speech dataset. The model is semi-supervised and
works already with a small annotated dataset. This
is an advantage in view of the absence of large hate
speech datasets annotated with the target–aspect
information.

Despite the promising figures, our model still has
some limitations. Thus, aspect identification qual-
ity should be further improved. Furthermore, we
plan to use distance learning in order to make the
model language-independent, which will be an ad-
vantage compared to the presented implementation,
which is to a certain extent language-specific. In

addition, experiments on other hate speech datasets
should be carried out in order to demonstrate that
the proposed variable tuning and implemented syn-
tactic target and aspect patterns generalize well
across datasets. Finally, although the vast majority
of posts indeed contains just one target, to capture
multiple targets would be desirable.

The annotated development and test sets
and the code are available in the follow-
ing GitHub repository: https://github.com/

TalnUPF/HateSpeechTargetsAspects/.
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Aymé Arango, Jorge Pérez, and Barbara Poblete. 2019.
Hate speech detection is not as easy as you may
think: A closer look at model validation. In Proceed-
ings of the 42nd International ACM SIGIR Confer-
ence on Research and Development in Information
Retrieval, SIGIR’19, page 45–54, New York, NY,
USA. Association for Computing Machinery.

Yi-Ling Chung, Elizaveta Kuzmenko, Serra Sinem
Tekiroglu, and Marco Guerini. 2019. CONAN -
counter narratives through nichesourcing: a multilin-
gual dataset of responses to fight online hate speech.
In Proceedings of the 57th Conference of the As-
sociation for Computational Linguistics, ACL 2019,
Florence, Italy, July 28- August 2, 2019, Volume
1: Long Papers, pages 2819–2829. Association for
Computational Linguistics.

187



Thomas Davidson, Dana Warmsley, Michael W. Macy,
and Ingmar Weber. 2017a. Automated hate speech
detection and the problem of offensive language.
In Proceedings of the Eleventh International Con-
ference on Web and Social Media, ICWSM 2017,
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Montréal, Québec, Canada, May 15-18, 2017, pages
512–515. AAAI Press.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. Bert: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long and Short Papers), pages
4171–4186.

Li Dong, Furu Wei, Chuanqi Tan, Duyu Tang, Ming
Zhou, and Ke Xu. 2014. Adaptive recursive neural
network for target-dependent twitter sentiment clas-
sification. In Proceedings of the 52nd Annual Meet-
ing of the Association for Computational Linguistics,
ACL 2014, June 22-27, 2014, Baltimore, MD, USA,
Volume 2: Short Papers, pages 49–54. The Associa-
tion for Computer Linguistics.

Maeve Duggan. 2014. Online harassment. Tech-
nical report, Pew Research Center, Washington,
USA. Available at https://radimrehurek.
com/gensim/summarization/keywords.html.

Elisabetta Fersini, Debora Nozza, and Paolo Rosso.
2018. Overview of the evalita 2018 task on auto-
matic misogyny identification (ami). In EVALITA@
CLiC-it.

Paula Fortuna and Sérgio Nunes. 2018. A survey on au-
tomatic detection of hate speech in text. ACM Com-
puter Surveys, 51(4):85:1–85:30.

Paula Fortuna, Juan Soler Company, and Leo Wanner.
2020. Toxic, hateful, offensive or abusive? what are
we really classifying? an empirical analysis of hate
speech datasets. In Proceedings of The 12th Lan-
guage Resources and Evaluation Conference, LREC
2020, Marseille, France, May 11-16, 2020, pages
6786–6794. European Language Resources Associ-
ation.

Akash Kumar Gautam, Puneet Mathur, Rakesh
Gosangi, Debanjan Mahata, Ramit Sawhney, and
Rajiv Ratn Shah. 2020. #metooma: Multi-aspect an-
notations of tweets related to the metoo movement.
In Proceedings of the Fourteenth International AAAI
Conference on Web and Social Media, ICWSM 2020,
Held Virtually, Original Venue: Atlanta, Georgia,
USA, June 8-11, 2020, pages 209–216. AAAI Press.

Zhen Hai, Kuiyu Chang, and Jung-jae Kim. 2011. Im-
plicit feature identification via co-occurrence asso-
ciation rule mining. In Computational Linguistics
and Intelligent Text Processing - 12th International
Conference, CICLing 2011, Tokyo, Japan, February
20-26, 2011. Proceedings, Part I, volume 6608 of
Lecture Notes in Computer Science, pages 393–404.
Springer.

M.A.K. Halliday. 2013. Halliday’s Introduction to
Functional Grammar. Routledge, London & New
York.

Sepp Hochreiter and Jürgen Schmidhuber. 1997.
Long short-term memory. Neural computation,
9(8):1735–1780.

Minqing Hu and Bing Liu. 2004. Mining and summa-
rizing customer reviews. In Proceedings of the Tenth
ACM SIGKDD International Conference on Knowl-
edge Discovery and Data Mining, Seattle, Wash-
ington, USA, August 22-25, 2004, pages 168–177.
ACM.

Brendan Kennedy, Xisen Jin, Aida Mostafazadeh Da-
vani, Morteza Dehghani, and Xiang Ren. 2020. Con-
textualizing hate speech classifiers with post-hoc ex-
planation. In Proceedings of the 58th Annual Meet-
ing of the Association for Computational Linguistics,
pages 5435–5442, Online. Association for Computa-
tional Linguistics.

Nozomi Kobayashi, Kentaro Inui, and Yuji Matsumoto.
2007. Extracting aspect-evaluation and aspect-of re-
lations in opinion mining. In Proceedings of the
2007 Joint Conference on Empirical Methods in Nat-
ural Language Processing and Computational Nat-
ural Language Learning (EMNLP-CoNLL), pages
1065–1074.

Chin-Yew Lin. 2004. Rouge: A package for automatic
evaluation of summaries. In Text summarization
branches out, pages 74–81.

Ning Liu and Bo Shen. 2020. Aspect-based sentiment
analysis with gated alternate neural network. Knowl.
Based Syst., 188.

T. Luong, H. Pham, and C.D. Manning. 2015. Effec-
tive approaches to attention-based neural machine
translation. In Proc. of the EMNLP, pages 1412–
1421.

Dehong Ma, Sujian Li, and Houfeng Wang. 2018. Joint
learning for targeted sentiment analysis. In Proceed-
ings of the 2018 Conference on Empirical Methods
in Natural Language Processing, pages 4737–4742.

Binny Mathew, Punyajoy Saha, Hardik Tharad, Sub-
ham Rajgaria, Prajwal Singhania, Suman Kalyan
Maity, Pawan Goyal, and Animesh Mukherjee. 2019.
Thou shalt not hate: Countering online hate speech.
In Proceedings of the Thirteenth International Con-
ference on Web and Social Media, ICWSM 2019,
Munich, Germany, June 11-14, 2019, pages 369–
380. AAAI Press.

188



Binny Mathew, Punyajoy Saha, Seid Muhie Yi-
mam, Chris Biemann, Pawan Goyal, and Ani-
mesh Mukherjee. 2020. Hatexplain: A benchmark
dataset for explainable hate speech detection. CoRR,
abs/2012.10289.

Margaret Mitchell, Jacqui Aguilar, Theresa Wilson,
and Benjamin Van Durme. 2013. Open domain tar-
geted sentiment. In Proceedings of the 2013 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1643–1654.

A. Nazir, Y. Rao, L. Wu, and L. Sun. 2020. Is-
sues and challenges of aspect-based sentiment
analysis: A comprehensive survey. IEEE
Transactions on Affective Computing; doi:
10.1109/TAFFC.2020.2970399.
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Abstract

Abusive language is a growing phenomenon
on social media platforms. Its effects can
reach beyond the online context, contributing
to mental or emotional stress on users. Au-
tomatic tools for detecting abuse can allevi-
ate the issue. In practice, developing auto-
mated methods to detect abusive language re-
lies on good quality data. However, there
is currently a lack of standards for creating
datasets in the field. These standards include
definitions of what is considered abusive lan-
guage, annotation guidelines and reporting on
the process. This paper introduces an anno-
tation framework inspired by legal concepts
to define abusive language in the context of
online harassment. The framework uses a 7-
point Likert scale for labelling instead of class
labels. We also present ALYT – a dataset
of Abusive Language on YouTube. ALYT
includes YouTube comments in English ex-
tracted from videos on different controversial
topics and labelled by Law students. The com-
ments were sampled from the actual collected
data, without artificial methods for increasing
the abusive content. The paper describes the
annotation process thoroughly, including all its
guidelines and training steps.

1 Introduction

The increased use of social media can worsen the
issue of online harassment. Nowadays, more than
half of online harassment cases happen on social
media platforms (Center, 2017). A specific popular
form of online harassment is the use of abusive
language. One abusive or toxic statement is being
sent every 30 seconds across the globe1. The use
of abusive language on social media contributes to
mental or emotional stress, with one in ten people
developing such issues (Center, 2017).

1https://decoders.amnesty.org/
projects/troll-patrol/findings. For all
links, the content refers to the page version last accessed on 8
June 2021.

Automatic detection tools for detecting abusive
language are used for combating online harassment.
These tools are mainly based on machine learning
algorithms that rely on training data. Therefore,
there is a need for good quality datasets to create
high performing algorithms to alleviate online ha-
rassment. There are various datasets in the field
of online harassment research. However, there is
a lack of standards for developing these resources.
These standards include the definitions used to de-
termine what content is abusive and the steps of the
annotation process (including the annotators). The
lack of standards leads to conflicting definitions,
which ultimately results in disagreement within
the field regarding which tasks to solve, creating
annotation guidelines, and terminology.

Our Contribution In this project, we introduce
ALYT – a dataset of 20k YouTube comments in En-
glish labelled for abusive language. The dataset and
its data statement are available online2. We man-
ually selected videos focusing on a range of con-
troversial topics and included different video types.
Rather than artificially balancing the data for abu-
sive content, we randomly sampled the collected
data. We developed an annotation framework in-
spired by legal definitions by analysing various
European provisions and case law ranging from
insults, defamation and incitement to hatred. In-
stead of class labels, we use a 7-point Likert scale
to encapsulate the complexity of the labelling de-
cisions. We analyse the n-grams in our corpus to
characterise its content and understand the abusive
language’s nature. The results show that the dataset
contains diverse topics, targets, and expressions of
abuse.

2 Related Work

Creating dataset for online harassment research,
including abusive language, has been a challeng-

2https://github.com/thalesbertaglia/
ALYT
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ing task. Vidgen and Derczynski (2020) review
a wide range of datasets – and their creation pro-
cess – within the field and identify many issues.
Various approaches have been explored over the
years, including different data collection strategies,
labelling methodologies and employing different
views and definitions of online harassment.

In terms of annotation methods, crowdsourc-
ing is a popular option for labelling abusive lan-
guage data (Burnap and Williams, 2015; Zhong
et al., 2016; Chatzakou et al., 2017; Ribeiro et al.,
2017; Zampieri et al., 2019). However, in some
instances, a small group of non-experts in harass-
ment research (Bretschneider et al., 2014; Mathew
et al., 2018; van Rosendaal et al., 2020) or domain
experts annotate the data (Golbeck et al., 2017;
Waseem and Hovy, 2016). The definitions used to
label the data can vary as well. At times, defini-
tions are derived from literature (Chatzakou et al.,
2017) on the topic, or existing social media plat-
form’s guidelines (Ribeiro et al., 2017). In other
instances, annotators decide by themselves when
abuse is present in the text (Walker et al., 2012).

A recent direction in the field has been applying
legal provisions to decide whether content should
be removed, given criminal law provisions on hate
speech or incitement to hatred. These approaches
represent legal provisions as decision trees that
guide the annotation process. Zufall et al. (2020)
apply this methodology focusing on the German
provision related to incitement to hatred. Two non-
expert annotators label the data, guided by the cre-
ated decision tree. The experiments show that there
was little difference between using expert and non-
expert annotators in this case.

3 Data Collection

We aimed to include a representative sample of
abusive language on social media in our dataset.
Therefore, we did not search directly for abusive
content. Instead, we chose topics likely to con-
tain abusive comments. We chose three different
topics before the video selection: Gender Iden-
tity (GI), Veganism (VG), and Workplace Diversity
(WD). The topics generate controversial videos on
YouTube while not being limited to one type of con-
troversy (e.g. gender identity, diet choices, socio-
economical issues). The videos in GI focus on the
disclosure of transgender identity and the impact
of transgender people in sports. The videos in the
VG category concentrate on describing the vegan

movement and influencers deciding to become ve-
gan. In WD, the videos illustrate the gender wage
gap and its implications.

We searched for content in one language; there-
fore, the videos and majority of the comments are
in English. We manually searched for videos us-
ing the topics as keywords. We selected popular
videos (considering the number of views) made by
well-known influencers posting controversial con-
tent. We included three types of videos: personal
videos (posted by influencers on the topic), reac-
tion videos (videos in which the author reacts to
another video) and official videos (posted by news
and media channels).

To create our dataset, we retrieved all comments
from the selected videos, excluding replies. We re-
moved comments containing URLs because these
are often spam or make reference to external con-
tent. We also removed comments with fewer than
three tokens. In total, we obtained 879,000 com-
ments after these steps. Out of this sample, we
selected 20,215 to annotate. We randomly sampled
comments from the total distribution, not attempt-
ing to balance the data according to content. We
aimed to balance video topics and types equally,
but as the total number of comments was not even
per video category, the final sample was not per-
fectly balanced. Table 1 shows the distribution per
video category of the comments included in the
dataset.

Category % #

VG 34.75 6967
GI 34.46 7024
WD 30.79 6224

Official 50.31 10171
Personal 31.38 6343
Reaction 18.31 3701

Table 1: Distribution of comments per video category

Collecting Abusive Content

Searching for keywords related to harassment is a
common approach to increase the amount of abu-
sive content in datasets. We do not employ any
method to balance the data artificially – i.e., we
do not try to search for abusive content directly.
Instead, we randomly select comments from the
total distribution of comments, resulting in a real-
istic data sample, similar to what is available on
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the platform. To compare our sampling approach
to keyword search, we conduct two experiments
comparing our dataset to others. First, we compare
the final distribution of abusive content. Then, we
compare the prevalence of hateful keywords. We
use Hatebase3 as a source of keywords, limiting it
to the 500 most frequent terms (by the number of
sightings).

We compare our dataset to three others, all con-
taining tweets: Davidson et al. (2017) (HSOL),
Waseem and Hovy (2016) (HSHP), and Zampieri
et al. (2019) (OLID). Twitter is the most popular
social media platform for online harassment re-
search, so most datasets contain tweets. HSHP is
distributed as tweet ids, so all experiments refer
to the distribution of the tweets we were able to
retrieve in April 2021. These datasets use differ-
ent definitions of abusive content. To harmonise
the definitions and compare the data distributions,
we consider that the following classes match our
definition of abuse: tweets labelled as hateful on
HSOL; sexist or racist on HSHP; and offensive and
targeted on OLID. Table 2 presents the distribution
of abusive content on each dataset.

Dataset % #

ALYT 11.42 2274
HSOL 5.77 1430
HSHP 25.78 2715
OLID 29.00 4089

Table 2: Distribution of abusive content in each dataset

The datasets that use hateful keyword search
have a higher prevalence of hate. ALYT has a
lower, but comparable, proportion of abusive con-
tent. Considering that we do not explicitly try to
balance the data, our approach leads to a more rep-
resentative sample of the actual scenario of social
media while still having a significant amount of
abusive comments. HSOL uses keywords from
Hatebase to search for tweets. Davidson et al.
(2017) conclude that Hatebase is imprecise and
leads to a small amount of actual hate speech; there-
fore, this sampling approach is inefficient. HSHP
and OLID use a few hateful keywords and others
associated with abusive tweets, such as messages
directed to political accounts and hashtags about tv
shows. This approach allows increasing the amount
of abusive content without biasing it to specific key-

3https://hatebase.org/

words. However, the content may still correlate to
the hashtags or accounts being used to search for
tweets. Our approach is similar in the sense that the
video topics delimit the scope of the comments, but
the comments are not filtered; thus, they provide
a representative sample of the entire data. To fur-
ther investigate the prevalence of hateful keywords
on the datasets, we analyse the proportion of con-
tent that contains at least one term from Hatebase.
Table 3 presents the results.

Dataset % #

ALYT 8.81 246
HSOL 87.55 1252
HSHP 7.51 204
OLID 6.43 263

Table 3: Distribution of comments containing at least
one term from Hatebase

ALYT has a low prevalence of Hatebase key-
words, with a distribution similar to HSHP and
OLID. This result shows that the abusive content
in our dataset is not limited to frequent hateful
words. Therefore, not searching for specific key-
words leads to higher lexical diversity. The distri-
bution of HSOL further confirms this observation:
abusive content from the dataset predominantly
contains terms from Hatebase. Although this exper-
iment is limited to a single lexicon, it provides evi-
dence that our sampling approach does not result
in abusive content defined by specific keywords.
section 6 will discuss the content of the dataset in
details.

4 Annotation Framework

Datasets presented in state-of-the-art research
mainly use several definitions for abusive language
or focus on specific phenomena – such as hate
speech, racism, and sexism. What constitutes abu-
sive content is often not precisely defined. Dataset
creators – in an attempt to make these concepts
clear – rely on various definitions, ranging from
platform guidelines to dictionary entries. Our goal
is to develop an annotation framework inspired
by legal definitions and to define abusive content
concretely in light of these concepts. Using legal
definitions as inspiration can provide a consistent
and stable background for deciding which content
is abusive, since most occurrences of abusive lan-
guage are already covered in legal systems.
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Definitions

We collected legislative resources (provisions and
case law) in the context of abusive language ex-
pressed online. We focused on the European land-
scape by studying four countries: The Netherlands,
France, Germany and the UK. These countries
include both civil and common law, providing a
comprehensive sample of legal traditions. The
legislative sources focus both on offensive lan-
guage towards an individual and towards a specific
group/minority. In this project, we also focus on
both types of offences.

For Germany, we selected the following pro-
visions using the Criminal Code4: incitement to
hatred (Article 130); insulting (Section 185); mali-
cious gossip defined as “degrading that person or
negatively affecting public opinion about that per-
son” (Section 186); and defamation (Section 187).
Similarly, for the Netherlands, using the Criminal
Code5, we included: Article 137, which focuses
on incitement to hatred and general defamation
(Section 261), slander (Section 262), and insults
(Section 266). For France, we used the Press Free-
dom Act of 29 July 18816, focusing on actions
such as discrimination, hate, violence (Article 24),
defamation (Article 32) and insult (Article 33). In
the UK, the Public Order Act 19867 defines of-
fensive messages and threats, specifically in Part
3 (focusing on racial grounds) and 3A (religious
and sexual orientation grounds). After selecting
the sources, we harmonised the elements present in
the provisions such as the targets of the attack, pro-
tected attributes (grounds on which the targets are
attacked such as race, religion etc) and the harm-
ful acts specified to be performed (such as insult,
defamation). Even though the countries might have
elements in common which can be easy to har-
monise, we also found elements specific to some
countries only (for example specifically mention-
ing the effect caused by the attack to the victim in
the UK, such as distress and anxiety). The analysis
resulted in three main abstract categories found in
provisions: incitement of hatred towards specific
protected groups, acts which cause distress and

4https://www.gesetze-im-internet.de/
stgb/

5https://www.legislationline.org/
documents/section/criminal-codes/
country/12/Netherlands/show

6https://www.legifrance.gouv.fr/loda/
id/JORFTEXT000000877119/

7https://www.legislation.gov.uk/ukpga/
1986/64
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Figure 1: Annotation process diagram

anxiety and acts involving public opinion such as
degradement or belittlement.

We developed three questions comprising ele-
ments found in all the mentioned provisions to
define abusive language:

• Does it incite hatred, violence or discrimina-
tion against a minority/group (on the basis of
religion, race, sexual orientation, sex/gender,
intellectual/physical disability)?

• Does it cause distress, anxiety to the target of
the comment (e.g. threats, violent behaviour
or offensive language)?

• Does it cause the degradement, belittlement of
the/a person in public opinion? (by any cause,
not necessarily belonging to a minority)

The annotators used these questions to determine
whether a comment is abusive, as described in Fig-
ure 1. The full version of the annotation manual
included examples and is available online8.

Annotation Scale
For labelling, we used a 7-point Likert scale (Joshi
et al., 2015) instead of class labels. The scale rep-
resents a mix of two features: the intensity of the
abuse present in the comment and how confident
the annotator is about the labelling decision. Specif-
ically, numbers from 1 to 3 represent non-abusive
content, with 1 describing comments with no abu-
sive content at all. Comments labelled with 2 or 3
might contain sarcasm or jokes that could be con-
sidered abusive. Number 4 indicates comments that
fall between abusive and non-abusive – so it also

8http://bit.ly/alyt-manual
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encodes labelling uncertainty. Numbers between 5
and 7 represent abusive comments, with 7 describ-
ing clearly abusive comments. Comments labelled
with 5 or 6 might contain less obvious abuse.

5 Annotation Process

Throughout the data annotation process, annota-
tors encode our framework and apply it to label the
data. A proper annotation methodology, therefore,
is fundamental to ensure data quality. Yet, most
works presenting abusive language datasets fail to
report this process in details. We follow the corpus
annotation pipeline proposed by Hovy and Lavid
(2010) and thoroughly describe how we conducted
its main steps when creating ALYT. To measure the
reliability of the annotation, we use Krippendorf’s
alpha (α) with ordinal level of measurement (Krip-
pendorff, 2011) and majority agreement to calcu-
late the overall inter-annotator agreement. Antoine
et al. (2014) highlight that α is a reliable metric for
ordinal annotations, such as the 7-point scale from
our framework.

Training

A team of six Law students enrolled in an Euro-
pean university labelled ALYT. Before the main
annotation stage, we conducted a careful training
phase, actively engaging in discussions with the
annotators to improve the annotation framework
and manual. We instructed the team to watch the
videos included in the dataset before labelling the
comments. We organised three training meetings
with the annotators. Also, we evaluated their per-
formance by giving an assignment sample of com-
ments after each meeting. We annotated 50 com-
ments together during the first meeting, aiming to
familiarise the team with the task and annotation
platform. The inter-annotator agreement for the
first round of training was α = 45.0.

For the second meeting, we created a sample
of the comments that had the most disagreements
in the previous assignment. Then, we asked the
annotators to specify which questions (from our
annotation framework) they used to decide whether
a comment was abusive. For the second assignment
sample, we also required the team to mention the
questions used for each comment. This round had
α = 51.2.

In the third meeting, we decided to change the
labelling process. We used a shared document for
annotation, in which each annotator added their

label for the comments. Then, we discussed the
examples that had disagreements with the whole
group. This discussion allowed us to answer a
variety of questions and incorporate feedback into
the annotation manual. This round achieved α =
65.8. After this meeting, we reached a satisfactory
agreement and also noticed less confusion in the
annotations.

The training phase showed that the interaction
with annotators is fundamental to improve the an-
notation process. We received feedback about the
framework, improved the manual, and clarified
concepts related to the labelling decisions. The
improvement in inter-annotator agreement allied to
our empirical observations showed that the training
phase led to higher data quality.

Main Annotation Phase

After the training phase, we proceeded to label the
entire dataset. We randomly split the dataset into
six samples, one for each annotator. A single anno-
tator labelled each comment. Given the extensive
training process, we consider that each annotator is
qualified to apply the framework properly; thus, we
opt not to have multiple annotations on the same
comment to allow a more significant number of
labelled samples in total. The annotation interface
displayed the text of each comment (including emo-
jis and special symbols) and the video id; therefore,
annotators could check the video to understand the
context. We sorted comments by their video ids,
displaying comments belonging to the same videos
in sequence to reduce context-switching during la-
belling. Annotators could also access a summary
of the annotation framework within the platform.

We randomly selected 300 comments to be la-
belled by all annotators; we used this sample to
calculate the inter-annotator agreement. In addi-
tion to α and majority agreement, we also com-
pute the majority agreement for the class labels
(i.e., the scale numbers grouped into three classes).
This metric is relevant to verify whether annotators
agree on the polarity of a comment – represented
by the extremes of the scale. It also illustrates the
annotation reliability for applications that would
use class labels instead of the full scale. Table 4
presents the inter-annotator agreement metrics for
the whole dataset and per video category. # indi-
cates the number of comments in a given category;
Majority shows the percentage of comments with
at least four matching annotations (out of a total
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of six); Grouped refers to majority agreement over
class labels.

Topic # α Majority Grouped

All 300 73.8 64.3% 92.3%

VG 134 64.9 88.1% 98.5%
GI 135 55.2 44.4% 84.4%
WD 31 24.0 48.4% 100%

Official 76 60.0 50.0% 90.8%
Personal 179 77.9 76.5% 95.0%
Reaction 45 47.3 40.0% 84.4%

Table 4: Inter-annotator agreement metrics per cate-
gory

The overall value of alpha indicates substantial
agreement. The majority agreement was lower,
which is expected given the 7-point scale. The
grouped majority shows a high agreement about the
polarity of comments, confirming that annotators
agree whether a comment is abusive. There are sig-
nificant differences between video categories. Dis-
parities in sample size can lead to the difference in
metrics: WD, for instance, had only 31 comments.
For categories with similar size, a lower agreement
can be attributed to controversial topics, confusing
comments, or conflicting views. section 6 further
investigates the content of each category and analy-
ses how abuse is expressed in each one. In general,
the annotation achieved significant inter-annotator
agreement – which indicates that the annotation
process was consistent and the dataset is reliable.

6 Dataset

The labelled dataset includes 19,915 comments, ex-
cluding the comments used in the training phase
and the sample used for calculating the inter-
annotator agreement. Each comment has a label
ranging from 1 to 7, corresponding to the scale used
in the annotation framework. We also aggregate the
labels into classes: values from 1 to 3 correspond
to non-abusive content; 5 to 7, abusive; and 4, un-
certain. In this section, we analyse the aggregated
labels. Table 5 presents the class distribution per
category of the dataset. The percentage refers to
the distribution over the specific category (video
topic or type).

The annotators labelled 2274 comments as Abu-
sive. This number represents 11.42% of the to-
tal distribution, showing a low prevalence of abu-
sive content. Considering that we selected random

Category Abusive Non-Abusive Uncertain

Total 11.42% 85.98% 2.61%

VG 9.19% 38.02% 22.16%
GI 76.17% 28.55% 51.83%
WD 14.64% 33.44% 26.01%

Official 67.81% 47.99% 64.74%
Personal 17.46% 33.03% 21.39%
Reaction 14.73% 18.98% 13.87%

Table 5: Distribution of classes in the dataset per cate-
gory

samples and did not balance the data according to
content, these comments potentially represent the
actual distribution. However, since we balanced
the number of comments per category, the dataset
might misrepresent some video topics and types.
The distribution of abusive content per category
shows evidence of this imbalance. Videos about
gender identity include 76.17% of the total amount
of abusive comments and videos from an official
source, 67.81%. To investigate the difference in
content between categories, we analyse the lexical
distribution within each topic and type.

Lexical Analysis

We preprocess the comments by removing stop-
words, punctuation marks, and character repeti-
tions over three. First, we analyse the average
length (in number of tokens) of comments in each
class. Abusive comments have on average 31.67
tokens; non-abusive, 31.23; and uncertain, 41.25.
Comments labelled as uncertain tend to be 30%
longer than the other classes. However, sequences
of short tokens, such as emojis, may impact the
mean length. To avoid this issue, we also compute
the average number of characters per comment,
subtracting whitespaces. Abusive comments have
on average 137.18 characters; non-abusive, 132.36;
and uncertain, 179.02. Again, the uncertain class
contains longer comments. These comments might
be less readable and confusing, leading annotators
to choose to label them as uncertain.

To analyse the content of the comments in depth,
we identify the most frequent unigrams in the abu-
sive class for each video category. Table 6 presents
the ten most frequent unigrams.

In general, slurs and hateful terms are not preva-
lent among the most frequent unigrams. Each topic
contains words related to videos from that cate-
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VG GI WD Official Personal Reaction

vegan girls women women trans trisha
freelee like men men like like
meat men gap girls f*cking trans
like trans work boys b*tch people

eating women wage like f*ck think
b*tch people less compete people needs
video boys make people video i’m

go compete feminists unfair get b*tch
eat transgender get male trisha video
fat male pay get i’m even

Table 6: Ten most frequent unigrams on abusive comments per category

gory, but there is some lexical overlap. Vegan-
ism includes neutral terms (meat, eat, vegan) and
some derogatory words (fat, b*itch). The second
most common unigram, Freelee, refers to a popular
YouTuber – which shows that the abusive com-
ments may target a specific person. Gender Iden-
tity and Workplace Diversity contain many gender-
related words, which potentially occur in sexist
comments.

For video types, Personal and Reaction have sim-
ilar distributions. Personal has a higher prevalence
of offensive words, and both include “Trisha” (a
YouTuber) – indicating targeted comments. The
dataset has both a video by Trisha and a reaction
video to it, so mentions about the YouTuber are
expected. Unigrams from Official videos are pri-
marily about the video topics, following a pattern
analogous to the topics of GI and WD.

Unigram distributions enable the identification
of potentially relevant keywords related to abusive
content. Understanding how abusive comments are
expressed, however, requires more context. There-
fore, we also identify the most frequent trigrams
for each class to examine larger language con-
structs. We exclude trigrams consisting entirely
of sequences of symbols or emojis. Many trigrams
had the same frequency, so we highlight a sample
of the total for each category. For the topic of Veg-
anism, frequent trigrams include “freele shut f*ck”,
“b*tch going vegan”, and “vegans hate asians”.
The first two phrases confirm that some abusive
comments target content creators. Gender Iden-
tity contains “boys competing girls”, “make trans
league”, and “natural born gender”. The video
with the most comments on this topic is about trans-
gender athletes in sports – and these trigrams ex-

pose the prevalence of discriminatory comments
against them. Workplace Diversity includes “gen-
der wage gap”, “work long hours”, and “take care
children”. Interestingly, “work less hours” is also
among the most frequent phrases, which indicates
that the topic is controversial. Trigrams such as
“take care children” show that comments about
WD often express sexism.

Official videos, in general, combine trigrams
from GI and WD. “compelling argument sides” and
“men better women” are among the most frequent
phrases; the former shows that comments contain
civilised discussion; the latter, however, indicates
the predominance of sexism. While the unigram
distributions of Personal and Reaction videos are
similar, their trigram frequencies exhibit different
patterns. Personal includes “identify natural born”,
“b*tch going vegan”, and “whole trans community”,
showing a combination of comments about GI and
VG. Reaction displays a high prevalence of targeted
comments with phrases such as “trisha looks like”,
“trisha mentally ill”, and “needs mental help”. Al-
though these trigrams are the most frequent, their
absolute number of occurrences is low. Therefore,
lexical analysis indicates general trends about the
content of comments but does not represent the
entirety of abusive content in the dataset.

Classification Experiments
We perform classification experiments to explore
ALYT as a source of training data for abusive lan-
guage detection models. We frame the task as bi-
nary classification, using the grouped class labels
Abusive and Not Abusive. We experiment with two
models: logistic regression and a BERT-based clas-
sifier (Devlin et al., 2019).

The first baseline is a logistic regression clas-
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Model Class P R F1

LogReg
NOT .914± .014 .976± .019 .944± .003
ABU .678± .081 .307± .132 .395± .102
AVG .796± .034 .641± .057 .670± .050

BERT
NOT .944± .002 .952± .004 .948± .001
ABU .588± .013 .546± .017 .566± .006
AVG .766± .006 .749± .007 .757 ± .003

Table 7: Results for abusive language detection

sifier trained on word n-grams ranging from 1 to
3. We preprocessed all comments using the steps
described in section 6. We used the implementa-
tion from scikit-learn with default hyperparameters
(Pedregosa et al., 2011). We trained the model
using 5-fold cross-validation and report the met-
rics averaged over the folds, along with standard
deviation.

The second baseline is a BERT model pre-
trained on English tweets (BERTweet) (Nguyen
et al., 2020). In a preliminary experiment,
BERTweet outperformed BERT-base by 3 points
of macro F1. In addition to this result, we chose
to use BERTweet because its vocabulary is more
similar to ALYT’s than BERT-base. We tokenised
comments using TweetTokenizer from NLTK and
translated emojis into strings using the emoji9 pack-
age. We fine-tuned BERTweet for classification by
training it with ALYT. We used a learning rate of
2−5, a batch size of 32, and trained the model for
a single epoch to avoid overfitting. We trained the
model using a 80/20 train and test split; the results
are averaged over five runs.

Table 7 presents the classification results. We
report Precision (P), Recall (R), and F1 for each
model on all classes (Not Abusive (NOT) and Abu-
sive (ABU)) and macro averages (AVG). Values
after ± represent the standard deviation.

The BERT-based model outperformed logistic
regression by 8.6 points in macro F1 on average;
the difference in the Abusive class was 17 points.
Both models perform considerably worse when
predicting abusive comments – which is expected
given the data imbalance. Interestingly, logistic re-
gression achieved higher precision but much lower
recall than BERT. This result indicates that the clas-
sifier is making safe predictions based on surface-
level patterns. To further investigate this effect, we
compute the ten most relevant n-grams for the lo-

9https://pypi.org/project/emoji/

gistic regression (based on the model coefficients
summed over all folds) and analyse their distribu-
tion over both classes. The top ten n-grams are
b*tch, dudes, femin*zis, d*ck, f*ck, idiot, drugs,
f*cking, fair, and insane. We then identify all com-
ments that contain at least one of these terms and
check their class distribution. 50.89% belong to
Not-Abusive and 49.11% to Abusive. Although this
percentage shows that these n-grams discriminate
abusive comments above their actual distribution
(11.42%), they are still frequent in non-abusive con-
texts. Therefore, the logistic regression classifier
relies on lexical clues and fails to capture context.
In conclusion, the higher recall that BERT achieves
shows it can capture higher-level features.

7 Conclusion

This paper presented a dataset of YouTube com-
ments in English, labelled as abusive by law stu-
dents, using a 7-point Likert scale. The comments
were collected from videos on three controversial
topics: Gender Identity, Veganism, and Workplace
Diversity. The dataset includes a sample of the
actual amount of extracted comments, without any
artificial balancing of the abusive content distribu-
tion.

We developed an annotation framework that in-
cludes legally inspired labelling rules based on Eu-
ropean provisions and case law. Our annotation
process includes developing and refining guide-
lines through various training sessions with active
discussions. Our data sampling analysis shows that
not purposefully searching for abusive content still
leads to a considerable amount of abusive com-
ments, while maintaining the characteristics of the
social media platform’s data distribution.

The content analyses show that ALYT contains
various expressions of abuse, ranging from differ-
ent topics and targets. The abusive content is not
limited to specific keywords or slurs associated
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with hateful content. Using a scale to label the con-
tent has the potential to capture multiple nuances of
abusive language. However, we did not explore the
implications of using a scale versus binary labels
in this paper. This comparison might be a relevant
research direction for future work.

We believe ALYT can be a valuable resource for
training machine learning algorithms for abusive
language detection and understanding online abuse
on social media. Our annotation framework is a
significant contribution toward the standardisation
of practices in the field.
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1 Abstract

We present the results and main findings of the
shared task at WOAH 5 on hateful memes detec-
tion. The task include two subtasks relating to
distinct challenges in the fine-grained detection of
hateful memes: (1) the protected category attacked
by the meme and (2) the attack type. 3 teams sub-
mitted system description papers. This shared task
builds on the hateful memes detection task created
by Facebook AI Research in 2020.

2 Introduction

The spread and impact of online hate is a growing
concern across societies, and increasingly there is
consensus that social media companies must do
more to counter such content (League, 2020; Vid-
gen et al., 2021). At the same time, any inter-
ventions must be balanced with protecting peo-
ple’s freedom of expression and ability to engage
in open discussions. Ensuring that online spaces
are both open and safe requires being able to reli-
ably and accurately find, rate and remove harmful
content such as hate. Scalable machine learning
based solutions offer a powerful way of solving
this problem, reducing the burden on human mod-
erators.

To date, detecting online hate has proven re-
markably difficult and concerns have been raised
about the performance, robustness, generalizabil-
ity and fairness of even state-of-the-art mod-
els (Waseem et al., 2018; Vidgen et al., 2019;
Caselli et al., 2020b; Mishra et al., 2019; David-
son et al., 2019). To advance the field, and de-
velop models which can be used in real-world set-
tings, research needs to go beyond simple binary
classifications of textual content. To this end, we
have used trained professional moderators to re-
annotate the hateful memes dataset from (Kiela

et al., 2020)1. It contains two sets of labels, which
correspond to our two sub-tasks: the protected cat-
egory that has been attacked (e.g., women, black
people, immigrants) as well as the type of attack
(e.g., inciting violence, dehumanizing, mocking
the group).

Detecting hateful memes is a particularly chal-
lenging task because the content is multi-modal
rather than uni-modal, such as text or images
alone. When humans look at memes they do not
think about the words and photos independently
but, instead, combine the two together. In contrast,
most AI detection systems analyze text and image
separately and do not learn a joint representation.
This is inefficient and limits the performance of
systems. They are likely to fail when an image
that by itself is non-hateful is combined with non-
hateful text to produce content that expresses hate
through the interaction of the image and text. For
AI to detect hate communicated through multiple
modalities, it must learn to understand content the
way that people do: holistically. In this paper we
present the results of the WOAH 5 shared task on
fine-grained hateful memes detection.

3 Dataset

3.1 Dataset Size
The dataset we present for the shared task is from
phase 1 of the hateful memes challenge Kiela et al.
(2020)2. Table 1 shows the distribution and data
splits associated with the released dataset. We
reannotated the hateful memes for the two fine-
grained categories (Protected category and Attack
type). For the non-hateful memes we assigned a
label of ‘none’ for both categories.

1Dataset is available at https://github.com/
facebookresearch/fine_grained_hateful_
memes

2Dataset is available at https://
hatefulmemeschallenge.com/
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label train dev seen dev unseen test seen
not hateful 5493 254 341 520

hateful 3007 246 199 480
Total 8500 500 540 1000

Table 1: Hateful Memes Dataset Statistics

3.2 Dataset Labels

Each meme was originally labelled as ‘Hateful’ or
‘Not Hateful’ by Kiela et al. (2020). Hate is a
contested concept and there is no generally agreed
upon definition or taxonomy in the field (Caselli
et al., 2020a; Waseem et al., 2017; Zampieri et al.,
2019). For the purposes of this work, hate is de-
fined as a direct attack against people based on
‘protected characteristics’3. Protected character-
istics are core aspects of a person’s social identity
which are generally fixed or immutable. Table 2
provides the set of fine-grained labels for protected
classes and attack types.

3.3 Annotations

Each hateful meme was annotated by three annota-
tors for the protected characteristic and the attack
type (from the set defined in Table 2). If no clear
protected group or attack type could be identified
the annotator could select ”not sure”. Annotators
were allowed to select multiple labels for both the
protected characteristic and attack type.

Since our annotation is multi-label, we com-
puted Krippendorff’s α, which supports multiple
annotators as well as multi-label agreement com-
putation (Krippendorff, 2018). We obtain Krip-
pendorff’s α = 0.77 for the protected categories,
and α = 0.66 for attack types, indicating that
while there is some uncertainty, it is within us-
able range i.e α ≥ 0.66 (Krippendorff, 2004).
This indicates ‘moderate’ to ‘strong’ agreement
(Mchugh, 2012) and compares favourably with
other abusive content datasets (Gomez et al., 2020;
Fortuna and Nunes, 2018; Wulczyn et al., 2017),
especially given that our labels contain five and
seven levels respectively. We used a majority vot-
ing scheme to decide the final labels from the an-
notations.

3This aligns with the definition described in https:
//www.facebook.com/communitystandards/
hate_speech

4 Shared Task Results & Analysis

4.1 Shared Task Setup
For WOAH 5, collocated with ACL, we intro-
duced two hateful meme detection tasks:

Task A: Protected Category For each meme,
detect the protected category. The protected
categories recorded in the dataset are: race,
disability, religion, nationality, sex.4 If the
meme is not hateful the protected category is
recorded as “pc empty”.

Task B: Attack Type For each meme, detect the
attack type. The attack types recorded in the
dataset are: contempt, mocking, inferiority,
slurs, exclusion, dehumanizing, inciting vio-
lence. If the meme is not hateful the attack
type is recorded as “attack empty”.

Tasks A and B are multi-label because each meme
can contain attacks against multiple protected cat-
egories and can involve multiple attack types. For
evaluating performance on both tasks we use the
standard ROC AUC metric for multi-label classi-
fication (Pedregosa et al., 2011).5.

We used the same splits from the original
dataset as described in Table 1. Participants had
access to the train, dev seen and dev unseen splits
for developing and tuning their models. The fi-
nal evaluation was done on the test seen split. The
ground truth labels were not provided at time of
submission and each participant was expected to
submit their predictions with model scores. Each
participant was limited to a maximum of 2 sub-
missions per task.

4.2 System Descriptions
Majority Baseline A simple majority decision-

rule, applied over the entire dataset. We pre-
dict the majority class for all instances, i.e.
“pc empty” for Task A and “attack empty”
for Task B.

VisualBERT Baseline A VisualBERT mul-
timodal model (Li et al., 2019) that
has been pre-trained on the MS COCO

4Note that the characterisation and definition of some pro-
tected categories, such as race, is highly contested. For fur-
ther analysis of the concept of ’race’ see Omi and Winant
(2005)

5The evaluation script and fine-grained la-
bels are available at https://github.com/
facebookresearch/fine_grained_hateful_
memes
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Protected Category Definition
Religion A group defined by a shared belief system
Race A group defined by similar, distinct racialised physical characteristics
Sex A group defined by their physical sexual attributes or sexual identifications
Nationality A group defined by the country/region they belong to

Disability
A group defined by conditions that generally lead to permanent dependencies
(on people, medical treatments or equipment)

Attack Type Definition
Dehumanizing Explicitly or implicitly describing or presenting a group as subhuman

Inferiority
Claiming that a group is inferior, less worthy
or less important than either society in general or another group

Inciting violence
Explicitly or implicitly calling for harm to be
inflicted on a group, including physical attacks

Mocking Making jokes about, undermining, belittling, or disparaging a group
Contempt Expressing intensely negative feelings or emotions about a group
Slurs Using prejudicial terms to refer to, describe or characterise a group

Exclusion
Advocating, planning or justifying the exclusion or
segregation of a group from all of society or certain parts

Table 2: Protected Category and Attack Type definitions used for fine-grained annotations.

Fine-grained attributes train dev unseen dev seen test seen

Attack type

dehumanizing 1318 104 121 209
inferiority 658 35 49 102
inciting violence 407 23 26 68
mocking 378 29 35 84
contempt 235 6 10 21
slurs 205 4 6 10
exclusion 114 8 13 12

Protected category

religion 1078 77 95 166
race 1008 63 78 169
sex 746 46 56 82
nationality 325 20 26 42
disability 255 17 22 63

Table 3: Distribution of attack types and protected characteristics on the “hateful” subset of the hateful memes
dataset in Table 1

System Task A - protected category Task B - attack type
Majority Baseline 0.70 0.72
VisualBERT Baseline 0.864 0.873
LTL-UDE1 0.912 -
LTL-UDE2 0.914 -
QMUL 0.901 0.913
SU1 0.876 0.881
SU2 0.865 0.89

Table 4: Overall results from the shared task submissions on the blind test set partition
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dataset (Lin et al., 2014). We use the setup
in MMF (Singh et al., 2020) to pre-train the
models. Each task is trained and evaluated
independently.6 VisualBERT was also used
in the original hateful memes paper by Kiela
et al. (2020), although here we set it up for
multilabel detection.

Duisburg-Essen System 1 (LTL-UDE1) The so-
lution builds on the multimodal approach
used for the winning entry in the hateful
memes challenge (Zhu, 2020) - a VLBERT
multimodal model with image specific meta-
data. It was fine-tuned on the fine-grained
data. The system was only submitted for Task
A.

Duisburg-Essen System 2 (LTL-UDE2) An ad-
ditional emotion tags are added to DE1 which
are extracted from the facial expressions of
persons objects available in the meme image.
The system was only submitted for Task A.

Queen Mary University London (QMUL) The
submitted system is a multimodal model that
uses CLIP (Radford et al., 2021) image en-
coder to embed the meme images, and CLIP
text encoder, LASER (Artetxe and Schwenk,
2019) & LaBSE (Feng et al., 2020) to embed
the meme text. All the representations are
concatenated, and a multi-label logistic
regression classifier is trained, one for each
task, to predict the labels.

Stockholm University System 1 (SU1) A
BERT-base based model that only uses the
text of the meme as input. The BERT model
was fine-tuned independently for each task.

Stockholm University System 2 (SU2) A multi-
modal model (ImgBERT) which combines
SU1 with image embeddings. The image em-
beddings were extracted using DenseNet-121
convolutional neural networks(CNNs), pre-
trained on ImageNet (Deng et al., 2009). The
input to the multi-label classification layer is
the concatenation of the text representation
from the [CLS] token of SU1, and the im-
age embedding. The final classifier is an en-
semble between the ImgBERT model and the

6See https://github.com/
facebookresearch/mmf/tree/master/
projects/hateful_memes/fine_grained for
training configuration

text-only model from SU1. The scores pro-
vided by each of the labels were averaged to
decide the final label.

4.3 Analysis

Table 4 shows the performance on the 2 tasks
across all the participants. All the systems used
some variant of pre-trained multimodal represen-
tations fine-tuned on the shared task datasets.
None of the submissions exploited the correlation
across all the tasks, and instead trained the systems
independently on each of the tasks. The systems
from LTL-DE1 and LTL-DE2 were the only ones
to exploit image level metadata as an additional
signal that was not part of the provided training
data that showed best performance on Task A.
Moreover, the LTL-DE1 and LTL-DE2 submis-
sions were the only ones to leverage state of the
art multimodal representations from VLBERT (Su
et al., 2019), while all other submissions encoded
the image and text channel independently. Inter-
estingly, SU1, which is a text BERT system fine-
tuned on the tasks performed remarkably strongly,
even outperforming their multimodal system and
the provided baselines. It is unclear if the model
is picking up some unintended biases in the data,
considering the relatively small size of the datasets
provided for the shared task. QMUL system en-
coded the text representation using multiple differ-
ent pre-trained representations concatenated with
the image representation, further supporting the
evidence that potentially stronger encoding of text
might be sufficient to achieve strong performance
on this dataset.

5 Conclusion

Detecting hate remains technically difficult, with
many unaddressed or unsolved challenges and
frontiers. Hateful memes are one issue that has re-
ceived little attention, despite the ubiquity of such
media online. The shared task at WOAH 5, with
two subtasks for fine-grained detection of the pro-
tected category and the attack type, is another step
forward in this still-nascent research area.

For future work, we hope to scale the fine-
grained annotations to other hate speech datasets,
as we think it is important toi develop classifiers
that can detect the nuances of hate speech. Mean-
while, the annotated datasets are publicly available
and we welcome researchers to make use of them.
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Abstract

This paper describes our submission (winning
solution for Task A) to the Shared Task on
Hateful Meme Detection at WOAH 2021. We
build our system on top of a state-of-the-art
system for binary hateful meme classification
that already uses image tags such as race, gen-
der, and web entities. We add further metadata
such as emotions and experiment with data
augmentation techniques, as hateful instances
are underrepresented in the data set.

1 Introduction

In this work, we present our submission to the
Shared Task on Hateful Memes at WOAH 2021:
Workshop on Online Abuse and Harms.1 Detecting
hateful memes that combine visual and textual ele-
ments is a relatively new task (Kiela et al., 2020).
However, research can build on earlier work on
the classification of hateful, abusive, or offending
textual statements targeting individuals or groups
based on gender, nationality, or sexual orientation
(Basile et al., 2019; Burnap and Williams, 2014).

Shared Task Description We only tackle Task
A, which is predicting fine-grained labels for pro-
tected categories that are attacked in the memes,
namely RACE, DISABILITY, RELIGION, NATION-
ALITY, and SEX. The memes are provided in a
multi-label setting. Table 1 shows the label distri-
bution of the provided data set.2

Our System Our system is built on top of the
winning system (Zhu, 2020) of the Hateful Memes
Challenge (Kiela et al., 2020), which was a binary

∗Equal contribution of the first two authors
1https://www.workshopononlineabuse.com/cfp/

shared-task-on-hateful-memes
2In the data set, memes are labeled as PC EMPTY if they

are not hateful and none of the protected categories can be
applied. In this paper, we use NONE instead of PC EMPTY for
better intuition.

Labels Train Dev %

NONE 5495 394 64.4

RELIGION 888 78 10.6
RACE 801 59 9.4
SEX 552 44 6.5
NATIONALITY 191 19 2.3
DISABILITY 184 16 2.2

RACE+SEX 66 4 0.8
RELIGION+SEX 52 2 0.6
RACE+RELIGION 53 10 0.7
NATIONALITY+RELIGION 38 3 0.4
DISABILITY+SEX 36 4 0.4
NATIONALITY+RACE 52 2 0.6
NATIONALITY+RELIGION 20 1 0.2
DISABILITY+RACE 16 1 0.2

Other 56 3 0.5

Total 8,500 640 100

Table 1: Overview of categories in WOAH 2021 data
set. ‘Other’ refers to the remaining (very infrequent)
instances annotated with different combinations of pro-
tected group labels.

hateful meme detection task. Zhu (2020) fine-tuned
a visual-linguistic transformer-based pre-trained
model called VL-BERTLARGE and showed that meta-
data information of meme images such as race,
gender, and web entity tags (recommended textual
tags for the image based on data collected from
the web) improved the performance of the hate-
ful meme classification system. We replicate this
system for a more fine-grained categorization of
hateful memes, as proposed by the current shared
task. Considering the data scarcity in this novel
task, we also propose several data augmentation
strategies and examine the effects on our classifi-
cation problem. The evaluation metric used by the
shared task is the (micro-averaged) area under the
receiver operating characteristic curve AUROC.

In addition, we consider emotion tags which are
extracted from facial expressions available in the
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(a) (b) (c)

Figure 1: Image pre-processing: Recovering the original image of the meme (a) Original meme image (b) Easy-
OCR masking (c) Image inpainting

meme images. Based on experimental results and
the shared task leaderboard scores, the inclusion
of emotion tags along with VL-BERTLARGE model
equipped with race, gender, and web entity tags
exhibits the best performance for Task A. We make
our source code publicly available.3

2 Related Work

Multi-modal hateful meme detection is the task of
identifying hate in the combination of textual and
visual information.

Textual Information In most previous works,
hate speech detection has been performed solely
in textual form. Despite many challenges (Vidgen
et al., 2019), there have been several automatic
detection systems developed to filter hateful state-
ments (Waseem et al., 2017; Benikova et al., 2017;
Wiegand et al., 2018; Kumar et al., 2018; Nobata
et al., 2016; Aggarwal et al., 2019). One state-
of-the-art model is BERT (Devlin et al., 2019).
BERT is a contextualized transformer (Vaswani
et al., 2017) based on a pre-trained language model
which can be further fine-tuned for downstream
applications such as hate speech classification.

Visual Information For hateful meme classifi-
cation, the Facebook challenge team4 proposed a
unimodal training where a ResNet (He et al., 2015)
encoder is used for image feature extraction. Apart
from this, there has been a plenitude of work on
extracting information from images, which is po-
tentially useful for hateful meme detection. Image

3https://github.com/aggarwalpiush/HateMemeDetection
4https://ai.facebook.com/blog/

hateful-memes-challenge-and-data-set/

processing systems such as Faster R-CNN or In-
ception V3 models (Ren et al., 2016; Szegedy et al.,
2015) are useful for detecting available objects in
images. Smith (2007) and EasyOCR5 can optically
recognize the text embedded in an image.

Visual-linguistic Information There have been
several ML-based approaches to solve the task of
hateful meme detection. Blandfort et al. (2018) ex-
tracted textual features such as n-grams, affine dic-
tionary along with local (Faster R-CNN) and global
(Inception V3) visual features to train the SVM-
based classification model. Sabat et al. (2019) pro-
posed the fusion of vgg16 Convolutional Neural
Network (Simonyan and Zisserman, 2015) based
image features with BERT (Devlin et al., 2019)
based contextualized text features to train a Multi-
Layer Perceptron (MLP) based model. Earlier
work (Liu et al., 2018; Gomez et al., 2019) pro-
posed either early or late fusion strategies for the
integration of textual and visual feature vectors.
However, Chen et al. (2020); Li et al. (2020); Su
et al. (2020); van Aken et al. (2020) and Yu et al.
(2021) extracted visual-linguistic relationships by
introducing cross-attention networks between tex-
tual transformers and transformers trained on visual
features. Such networks deliver promising results
on a variety of visual-linguistic tasks such as Im-
age Captioning, Visual Question Reasoning (VQR),
and Visual Commonsense Reasoning (VCR). Zhu
(2020) and Lippe et al. (2020) exploited these net-
works for the binary classification of memes as
hateful or non-hateful. The incorporation of addi-
tional metadata information as race, gender, and

5https://github.com/JaidedAI/EasyOCR
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web entity tags, which are extracted from meme im-
ages, increased performance significantly in hateful
meme classification (Zhu, 2020).

Hitherto, meme classification, having been intro-
duced only recently, has been a binary task. Except
for the VisualBERT (Li et al., 2019) based base-
line6 provided by the WOAH 2021 Shared Task, to
our knowledge, there has been no work on detect-
ing protected groups in hateful memes.

3 System Description

In this paper, we exploit the analysis proposed by
Zhu (2020) for the fine-grained categorization of
hateful memes.

3.1 Pre-processing

Both the visual and the textual parts of the memes
are pre-processed. The data provided by the shared
task consist of memes with their corresponding
meme text. In this paper, we follow the steps pro-
posed by Zhu (2020) to pre-process the provided
input memes.

Text Pre-processing For text pre-processing, a
BERT-based tokenizer (Devlin et al., 2019) is ap-
plied. This is also an integral part of the VL-
BERTLARGE system (Su et al., 2020) (see Sec-
tion 3.3).

Image Pre-processing The image part of the
memes poses several challenges. First, meme im-
ages may consist of multiple sub-images, so-called
patches. In this case, we segregate these patches us-
ing an image processing toolkit (Chen et al., 2019).
Second, the text embedded in the images may add
noise to the image features. Therefore, we aim to
recover the original meme image before the text
was added. To do so, we first apply EasyOCR-
based Optical Character Recognition, which re-
sults in an image with black masked regions corre-
sponding to the meme text as shown in Figure 1b.
Then, inpainting, a process where damaged, dete-
riorating, or missing parts are filled in to present
a complete image, is applied to these regions us-
ing the MMediting Tool (Contributors, 2020) (see
Figure 1c).

3.2 Metadata

Understanding memes often requires implicit
knowledge (e.g. cultural prejudice, clichés, histor-

6https://github.com/facebookresearch/mmf/tree/master/projects/
hateful memes/fine grained

ical knowledge) that human readers must have to
understand the content. Such knowledge might be
a big help for the classifier if explicitly provided.
Zhu (2020) used meme image metadata, such as
race, gender, and web entity tags to enhance binary
classification performance on hateful memes. We
utilized the same metadata and, in addition to that,
emotion tags for the fine-grained categorization
into protected groups.

Race and Gender We apply the pre-trained Fair-
Face (Karkkainen and Joo, 2021) model to the pro-
vided meme images to extract the bounding boxes
of detected faces with their corresponding race and
gender metadata.

Web Entities Web entities are web-
recommended textual tags associated with
an image. They add contextual information to the
images, making it easier for the model to establish
the relationship between the meme text and image.
We use Google’s Web Entity Detection service7 to
extract these web entities.

Emotion Emotions are promising features for
hate speech detection (Martins et al., 2018). Awal
et al. (2021) investigated the positive impact of
emotions in textual hate speech detection where
emotion features are shared using a multi-task
learning network. We exploit this in our system
by extracting emotions based on facial expressions
available in the meme image together with their
corresponding bounding boxes. For this purpose,
we use the Python-based emotion detection API8

which classifies a face into the seven universal emo-
tions described by Ekman (1992)—ANGER, FEAR,
DISGUST, HAPPINESS, SADNESS, SURPRISE, and
CONTEMPT.

3.3 VL-BERTLARGE

VL-BERTLARGE (Su et al., 2020) demonstrates
state-of-the-art performance on binary hateful
meme classification Zhu (2020). Therefore, we
investigate it for the detection of protected groups
in hateful memes. VL-BERTLARGE is a transformer
(Vaswani et al., 2017) back-boned visual-linguistic
model pre-trained on the Conceptual Captions data
set (Sharma et al., 2018) and some other text cor-
pora (Zhu et al., 2015). It provides generic repre-
sentations for visual-linguistic downstream tasks.

7https://cloud.google.com/vision/docs/detecting-web
8https://pypi.org/project/facial-emotion-recognition
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(a) (b) (c) (d) (e)

Figure 2: Data augmentation: (a) Original meme (b) Image augmentation with effects (c) Image augmentation
with a visually similar image (d) Text augmentation (e) Image and text augmentation

One of the model training requirements is to
identify objects and their location in the image.
To do that, we use Google’s Inception V2 Object
Detection model.9

We extract features from both modalities (image
and text) in the provided data set to fine-tune the
pre-trained VL-BERTLARGE representation. After-
ward, these features are used to train a multi-layer
feedforward network (also called a downstream
network) to generate the final classifier. We train
the model for a maximum of 10 epochs with the
other default hyperparameters provided by Su et al.
(2020).

3.4 Data Augmentation

Data scarcity often leads to model overfitting. As
shown in the training set distribution in Table 1,
non-hateful memes comprise the majority of the
data set. The non-uniform distribution of labels
makes this data set quite small for model train-
ing. Therefore, we artificially augment the samples
labeled with the protected groups. For image aug-
mentation, we use the image augmentation toolkit
by Jung et al. (2020) which alters images by adding
effects like blur, noise, hue/saturation changes, etc.
Additionally, we use Google’s Web Entity Detec-
tion service to obtain visually similar images. For
text augmentation, we generate semantically re-
lated statements using nlpaug (Ma, 2019). Fur-
thermore, since we have original and augmented
versions of images and texts, we combine them in
three different ways: i) the original image with aug-
mented text, ii) augmented image with the original
text, and iii) augmented image with augmented text
(see Figure 2).

9https://tfhub.dev/google/faster rcnn/openimages v4/
inception resnet v2/1

3.5 Ensemble

The predictions of a single system may not be gen-
eralized enough to be used on unseen data due to
high variance, bias, etc. However, relying on mul-
tiple systems can overcome these technical chal-
lenges. Therefore, we choose our best three sys-
tems based on their AUROC scores. We apply the
majority voting scheme on the prediction labels
provided by each system. The label with the high-
est number of votes will be selected as the final
prediction for the ensemble system. In cases when
all systems disagree, we choose the label with the
highest prediction probability.

4 Results and Discussion

Table 2 shows the results for Task A on the pro-
vided development data set. We also compare our
results with the VisualBERT (Li et al., 2019) based
baseline as provided by the shared task organizers.
Among the different configurations of our system,
VL-BERTLARGE model with race, gender, emotion,
and web entity tags (called +W,RG,E in the table)
achieves the best AUROC score. We find that the in-
clusion of emotion tags has a positive effect on the
overall performance when compared to other sys-
tems. To analyze the statistical significance among
the approaches, we apply the Bowker test (Bowker,
1948) on the contingency matrices created on the
number of agreements and disagreements between
the systems. To compensate for the chance signifi-
cance, we apply the Bonferroni correction (Abdi,
2007) on p value. We find that approaches marked
with * are statistically significant compared to the
best-performing solution.

When the model is trained on the train set along
with augmented data, hardly any significant per-
formance improvement is encountered. This is
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Protected Groups Overall Leader Board
Approach sign. RACE SEX REL. DIS. NAT. NONE F1 AUROC AUROC

Baseline * .71 .84 .75 .84 .70 .78 .62 .85

+W .79 .86 .87 .90 .92 .71 .64 .91
+W,RG – .81 .87 .91 .91 .85 .80 .70 .92 .912
+W,E .77 .85 .90 .89 .77 .75 .68 .91
+W,RG,E .76 .89 .91 .94 .81 .79 .70 .92 .914

U | +W * .81 .87 .90 .90 .91 .71 .60 .87
U | +W,RG * .83 .88 .90 .91 .87 .74 .62 .90

I | +W .79 .86 .89 .93 .91 .74 .67 .91
I | +W,RG .81 .86 .91 .88 .88 .77 .68 .92
T | +W .75 .82 .90 .84 .83 .76 .70 .91
T | +W,RG .75 .86 .86 .91 .83 .78 .70 .90
IT | +W * .72 .80 .89 .81 .87 .75 .70 .88
IT | +W,RG * .77 .88 .83 .79 .84 .77 .68 .90

Ensemble .75 .89 .92 .93 .79 .80 .71 .92

Table 2: Classification results of hateful memes target (protected groups) classes on provided development data
set. Abbreviations are as follows: RG: Race and Gender, W: Web Entities, E: Emotion, T: Text Augmentation, I:
Image Augmentation, IT: Image and Text Augmentation, and U: Undersampling. * denotes that the approach is
significantly different from the best performing system (+W,RG,E)) using the Bowker significance test, considering
p < 0.004 after Bonferroni correction.

contrary to our expectations. We analyze the ap-
proaches with image and text augmentation (IT|
+W and IT| +W,RG) (statistically significant from
the best-performing system) and found a notable
increase in False Negative errors, especially for
RELIGION.

During post-experiment analysis, we find that
the predictions for DISABILITY and RELIGION la-
bels are better compared to others when the model
is at a low False Positive rate. However, NATION-
ALITY performs relatively well at a high False Pos-
itive rate (see Figure 3). From the confusion ma-
trices (Table 3), we find that the number of False
Negatives is dominant in all classes. We believe
that class imbalance is responsible for this behavior.
To verify this, we train models on the undersampled
training data set and found significant improvement
on labels with low sample size. However, we also
find a huge performance drop on the NONE label.

For the final submission, we generate predic-
tions on the test set using our two best-performing
models based on their AUROC score — VL-
BERTLARGE +W,RG,E (winning solution) and
+W,RG (2nd rank) (see Table 2 for Shared Task
leaderboard scores).

5 Summary

In this paper, we presented our approach to iden-
tify and categorize attacked protected groups in
hateful memes. We performed experiments using

Figure 3: AUROC analysis for individual protected
groups for configuration VL-BERTLARGE (+W,RG,E).

a visual-linguistic pre-trained model called VL-
BERTLARGE along with metadata information ex-
tracted from the meme image and text. Results
show that the inclusion of metadata helps to im-
prove system performance. However, the final sys-
tem still lacks a robust understanding of hateful
memes targeting protected groups.
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Predictions
False True Total

Gold Values False 531 14 545
True 43 52 95
Total 574 66 640

(a) RELIGION

Predictions
False True Total

Gold Values False 546 16 562
True 56 22 78
Total 602 38 640

(b) RACE

Predictions
False True Total

Gold Values False 608 6 614
True 22 4 26
Total 630 10 640

(c) NATIONALITY

Predictions
False True Total

Gold Values False 579 5 584
True 37 19 56
Total 616 24 640

(d) SEX

Predictions
False True Total

Gold Values False 617 1 618
True 13 9 22
Total 630 10 640

(e) DISABILITY

Predictions
False True Total

Gold Values False 108 138 246
True 40 354 394
Total 148 492 640

(f) NONE

Table 3: Confusion matrices for configuration VL-BERTLARGE (+W,RG,E).
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Abstract

Memes are the combinations of text and im-
ages that are often humorous in nature. But,
that may not always be the case, and certain
combinations of texts and images may depict
hate, referred to as hateful memes. This work
presents a multimodal pipeline that takes both
visual and textual features from memes into
account to (1) identify the protected category
(e.g. race, sex etc.) that has been attacked;
and (2) detect the type of attack (e.g. con-
tempt, slurs etc.). Our pipeline uses state-of-
the-art pre-trained visual and textual represen-
tations, followed by a simple logistic regres-
sion classifier. We employ our pipeline on
the Hateful Memes Challenge dataset with ad-
ditional newly created fine-grained labels for
protected category and type of attack. Our
best model achieves an AUROC of 0.96 for
identifying the protected category, and 0.97
for detecting the type of attack. We re-
lease our code at https://github.com/

harisbinzia/HatefulMemes

1 Introduction

An internet meme (or simply “meme” for the re-
mainder of this paper) is a virally transmitted im-
age embellished with text. It usually shares pointed
commentary on cultural symbols, social ideas, or
current events (Gil, 2020). In the past few years
there has been a surge in the popularity of memes
on social media platforms. Instagram, which is a
popular photo and video sharing social networking
service recently revealed that over 1 million posts
mentioning ”meme” are shared on Instagram each
day.1 We warn the reader that this paper contains
content that is racist, sexist and offensive in several
ways.

1https://about.instagram.com/blog/
announcements/instagram-year-in-review-
how-memes-were-the-mood-of-2020

Although memes are often funny and used
mostly for humorous purposes, recent research sug-
gests that they can also be used to disseminate
hate (Zannettou et al., 2018) and can therefore
emerge as a multimodal expression of online hate
speech. Hateful memes target certain groups or in-
dividuals based on their race (Williams et al., 2016)
and gender (Drakett et al., 2018), among many
other protected categories, thus causing harm at
both an individual and societal level. An example
hateful meme is shown in Figure 1.

Figure 1: An example of a hateful meme. The meme is
targeted towards a certain religious group.

At the scale of the internet, it is impossible to
manually inspect every meme. Hence, we posit that
it is important to develop (semi-)automated systems
that can detect hateful memes. However, detect-
ing hate in multimodal forms (such as memes) is
extremely challenging and requires a holistic un-
derstanding of the visual and textual material. In
order to accelerate research in this area and de-
velop systems capable of detecting hateful memes,
Facebook recently launched The Hateful Memes
Challenge (Kiela et al., 2020). The challenge in-
troduced a new annotated dataset of around 10K
memes tagged for hatefulness (i.e. hateful vs. not-
hateful). The baseline results show a substantial dif-
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ference in the performance of unimodal and multi-
modal systems, where the latter still perform poorly
compared to human performance, illustrating the
difficulty of the problem.

More recently, a shared task on hateful memes
was organized at the Workshop on Online Abuse
and Harms2 (WOAH), where the hateful memes
dataset (Kiela et al., 2020) was presented with ad-
ditional newly created fine-grained labels3 for the
protected category that has been attacked (e.g. race,
sex, etc.), as well as the type of attack (e.g. con-
tempt, slurs, etc.). This paper presents our mul-
timodal pipeline based on pre-trained visual and
textual representations for the shared task on hate-
ful memes at WOAH. We make our code publicly
available to facilitate further research.4

2 Problem Statement

There are two tasks with details as follows:

• Task A: For each meme, detect the Protected
Category (PC). Protected categories are: race,
disability, religion, nationality, sex. If the
meme is not-hateful, the protected category is:
pc empty

• Task B: For each meme, detect the Attack
Type (AT). Attack types are: contempt, mock-
ing, inferiority, slurs, exclusion, dehuman-
izing, inciting violence. If the meme is
not-hateful, the protected category is: at-
tack empty

Note, Tasks A and B are multi-label because
memes can contain attacks against multiple pro-
tected categories and can involve multiple attack
types.

3 Dataset

The dataset consists of 9,540 fine-grained anno-
tated memes and is imbalanced, with large number
of non-hateful memes and relatively small number
of hateful ones. The details of different splits5 are
given in the Table 1 and the distribution of classes

2https://www.workshopononlineabuse.com
3https://github.com/facebookresearch/

fine_grained_hateful_memes
4https://github.com/harisbinzia/

HatefulMemes
5Note, at the time of writing, the gold annotations were

available only for train, dev (seen) and dev (unseen) sets. We
used train for training, dev (seen) for hyperparameter tuning
and dev (unseen) to report results. We also report the results
on a blind test set as released by the organizers of WOAH.

# memes
split hateful not-hateful total
train 3007 5493 8500
dev (seen) 246 254 500
dev (unseen) 199 341 540

Table 1: Dataset statistics.

classes train dev
(seen)

dev
(unseen)

PC

pc empty 5495 254 341
religion 1078 95 77

race 1008 78 63
sex 746 56 46

nationality 325 26 20
disability 255 22 17

A
T

attack empty 5532 257 344
mocking 378 35 29

dehumanizing 1318 121 104
slurs 205 6 4

inciting
violence

407 26 23

contempt 235 10 6
inferiority 658 49 35
exclusion 114 13 8

Table 2: Distribution of classes in splits.

are given in Table 2. The majority of memes in the
dataset are single-labeled. Figure 2 and Figure 3
present the distribution of memes with multiple pro-
tected categories and types of attacks respectively.
For the evaluation, we use the standard AUROC
metric.

4 Model & Results

This section describes our model, the visual & tex-
tual embeddings, as well as the results.

4.1 Embeddings

We use the following state-of-the-art pre-trained
visual and textual representations:

• CLIP6: OpenAI’s CLIP (Contrastive Lan-
guage Image Pre-Training) (Radford et al.,
2021) is a neural network that jointly trains an
image encoder and a text encoder to predict
the correct pairings of a batch of (image, text)
examples. We use pre-trained CLIP image
encoder (hereinafter CIMG) and CLIP text

6https://github.com/OpenAI/CLIP
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Figure 2: Count of memes with multiple protected cat-
egories.

Figure 3: Count of memes with multiple attack types.

encoder (hereinafter CTXT) to embed meme
images and text respectively.

• LASER7: Facebook’s LASER (Language Ag-
nostic SEntence Representations) (Artetxe
and Schwenk, 2019) is a BiLSTM based
seq2seq model that maps a sentence in any lan-
guage to a point in a high-dimensional space
with the goal that the same statement in any
language will end up in the same neighbor-
hood. We use LASER encoder to obtain em-
beddings for the meme text.

• LaBSE: Google’s LaBSE (Language agnos-

7https://github.com/facebookresearch/
LASER

tic BERT Sentence Embedding) (Feng et al.,
2020) is a Transformer (BERT) based embed-
ding model that produces language-agnostic
cross-lingual sentence embeddings. We use
the LaBSE model to embed meme text.

4.2 Pipeline
Exploiting the above models, we employ a simple
four step pipeline as shown in Figure 4:

1. We extract text from the meme.

2. We embed the meme image and the text into
visual and textual representations (Section
4.1).

3. We concatenate the visual and textual embed-
dings.

4. We train a multi-label Logistic Regression
classifier using scikit-learn (Pedregosa et al.,
2011) to predict the protected category at-
tacked in the meme (Task A) and the type
of attack (Task B).

4.3 Results
The results are shown in Table 3, where we con-
trast various configurations of our classifier. We
observe that the vision-only classifier, which only
uses visual embeddings (CIMG), performs slightly
better than the text-only classifier, which only uses
textual embeddings (CTXT, LASER or LaBSE).
The multimodal models outperform their unimodal
counterparts. Our best performing model is multi-
modal, trained on the concatenated textual (CTXT,
LASER and LaBSE) and visual (CIMG) embed-
dings.8 Class-wise performance of best model is
given in Table 4.

5 Conclusion & Future Work

This paper has presented our pipeline for the multi-
label hateful memes classification shared task or-
ganized at WOAH. We show that our multimodal
classifiers outperform unimodal classifiers. Our
best multimodal classifier achieves an AUROC of
0.96 for identifying the protected category, and 0.97
for detecting the attack type. Although we trained
our classifier on language agnostic representations,
it was only tested on a dataset of English memes.
As a future direction, we plan to extend our work

8On a blind test set of 1000 memes our best model achieves
an AUROC of 0.90 for Task A and 0.91 for Task B
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Figure 4: Multimodal pipeline for multi-label meme classification.

AUROC
Type Embedding Task A Task B

U
ni

m
od

al CTXT 0.56 0.67
LASER 0.88 0.91
LaBSE 0.89 0.92
CIMG 0.93 0.94

M
ul

tim
od

al

CIMG
+ CTXT

0.95 0.96

CIMG
+ LASER

0.94 0.95

CIMG
+ LaBSE

0.94 0.95

CIMG
+ CTXT
+ LASER
+ LaBSE

0.96 0.97

Table 3: Model performance.

to multilingual settings, where we evaluate the per-
formance of our classifier on multilingual memes.
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Abstract

The Shared Task on Hateful Memes is a chal-
lenge that aims at the detection of hateful con-
tent in memes by inviting the implementation
of systems that understand memes, potentially
by combining image and textual information.
The challenge consists of three detection tasks:
hate, protected category and attack type. The
first is a binary classification task, while the
other two are multi-label classification tasks.
Our participation included a text-based BERT
baseline (TxtBERT), the same but adding in-
formation from the image (ImgBERT), and
neural retrieval approaches. We also exper-
imented with retrieval augmented classifica-
tion models. We found that an ensemble of
TxtBERT and ImgBERT achieves the best per-
formance in terms of ROC AUC score in two
out of the three tasks on our development set.

1 Introduction

Multimodal classification is an important research
topic that attracts a lot of interest, especially when
combining image and text (Li et al., 2019; Lu et al.,
2019; Chen et al., 2020; Gan et al., 2020; Su et al.,
2019; Yu et al., 2020; Li et al., 2020). Humans
understand the world and make decisions, by using
many different sources. Hence, it is reasonable to
infer that Artificial Intelligence (AI) methods can
also benefit by combining different types of data
as their input (Gomez et al., 2020; Vijayaraghavan
et al., 2019). The Hateful Memes Challenge and
dataset were first introduced by Facebook AI in
2020 (Kiela et al., 2020). The goal was to assess
multimodal (image and text) hate detection models.
The dataset was created in a way such that models
operating only on the text or only on the image
would not have a good performance, giving focus to
multimodality (see Section 2). The winning system
used an ensemble of different vision and language
transformer models, which was further enhanced

Figure 1: An example of a hateful (left) and a not hate-
ful (right) meme. ©Getty Images

with information from input objects detected in the
image and their labels (Zhu, 2020). The Hateful
Memes shared task extends this competition by
adding fine-grained labels for two multi-label tasks
(see Fig. 1). The first task is to predict the protected
category and the second to predict the attack type.

2 Dataset

The provided dataset comprises images and text.
First, Kiela et al. (2020) collected real memes from
social media, which they called source set and then,
used them to create new memes. For each meme in
the source set, the annotators searched for images
that had similar semantic context with the image
of the meme and replaced the image of the meme
with the retrieved images.1 The newly developed
memes were then annotated as hateful or not by the
annotators. For the hateful memes, counterfactual
examples were created and added to the dataset

1The similar images come from Getty Images (https:
//www.gettyimages.com/).
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by replacing the image or the text. Following this
process a dataset of 10,000 memes was created.

For the Shared Task on Hateful Memes at
WOAH 2021, the same dataset was used, but with
additional labels. New fine-grained labels were
created for two categories: protected category and
attack type. Protected category indicates the group
of people that is attacked in a hateful meme and
consists of five labels: race, disability, religion, na-
tionality and sex. The attack type refers to the way
that hate is expressed and consists of seven labels:
contempt, mocking, inferiority, slurs, exclusion, de-
humanizing, inciting violence . If a meme is not
hateful, then the pc empty label is assigned for the
protected category task and the attack empty label
for the attack type task. A meme can have one or
more labels, leading to a multi-label classification
setting.

Participants of the shared task were provided
with a training set comprising 8,500 image-text
pairs and two development datasets with 500 and
540 image-text pairs. In our work, we merged these
sets and split the total of 9,140 unique pairs to 80%
for training, 10 % for validation and 10 % as a
development set. The unseen test set for which
we submitted our models’ predictions consisted
of 1,000 examples. The dataset was imbalanced,
with approximately 64% of the memes being not
hateful.

3 Methods

The methods we implemented for this challenge
comprise image and text retrieval, BERT-based text
(and image) and retrieval-augmented classification
(RAC). The following subsections describe the im-
plemented methods.

3.1 Retrieval

Multimodal Nearest Neighbour (MNN) employs
image and text retrieval. In specific, for an unseen
test meme, MNN retrieves the most similar instance
from a knowledge base (here, the training dataset)
and assigns its labels to the unseen meme.

We used two MNN variants, which differed in
the way they encode the text. For the encoding of
images, each variant used a DenseNet-121 Con-
volutional Neural Network (CNN), pre-trained on
ImageNet (Deng et al., 2009). Each CNN was fine-
tuned for the corresponding task independently on
our data. For the encoding of text, the first vari-
ant uses the centroid of Fasttext word embeddings

for English pre-trained on Common Crawl (Grave
et al., 2018) (MNN:base).2 The second variant em-
ploys three BERT models, each fine-tuned on one
of our tasks (see subsection 3.2), from which we
extracted the CLS tokens as the representation of
memes’ texts (MNN:BERT).

The similarity between the query embeddings
(both, image and text) and the knowledge base is
computed using the cosine similarity function. Dur-
ing inference, given a test meme, we find the most
similar training image to the meme image and the
most similar training text to the meme text. Then,
we retrieve the labels of these two retrieved training
examples. If a label appears in both examples, it
is assigned a probability of 1. If it appears in only
one example it is assigned the cosine similarity of
that example. The rest of the labels, are assigned a
zero probability.

3.2 BERT-based

For this method we also tried two text and one mul-
timodal approach. The first text-based approach
(TxtBERT) takes as input only the text of the meme.
The second, dubbed CaptionBERT, takes as input
the meme text and the image caption, separated
with the [SEP] pseudo token. We employed BERT
base for both and fine-tuned it on our data (one
for each task). The image captions were generated
by the Show and Tell model (S&T) (Vinyals et al.,
2015), which was trained on MS COCO (Lin et al.,
2014). In both approaches we extract the [CLS]
pseudo-token and feed it to a linear layer that acts
as our classifier.

The multimodal approach (ImgBERT) combines
TxtBERT above with image embeddings, which
are extracted by the same CNN encoder that was
used for MNN (see subsection 3.1). We concate-
nate each image embedding with the BERT repre-
sentation of the [CLS] pseudo token and feed the
resulting vector to the classifier.

The outputs of the classifier correspond to the la-
bels for the multilabel classification tasks and each
output is passed through a sigmoid function, in or-
der to obtain one probability for each label. In the
binary classification task the output is one probabil-
ity, where 1 means the text is hateful and 0 means
it is not. The BERT-based models are trained using
binary cross entropy loss and the Adam optimizer
with learning rate 2e-5. Early stopping is applied

2https://fasttext.cc/docs/en/
crawl-vectors.html
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during training with patience of three epochs.

3.3 RAC-based

Inspired by retrieval-augmented generation (RAG)
(Lewis et al., 2020), we experimented with Re-
trieval Augmented Classification (RAC), in order
to expand the knowledge of our BERT-based mod-
els and improve their performance. To do that we
combined TxtBERT and ImgBERT with MNN re-
trieval and call the two new methods TxtRAC and
Txt+Img RAC respectively. The most similar text
obtained by MNN:BERT is concatenated to the
text of the meme, separated with the [SEP] pseudo-
token, and it is passed to TxtBERT (in TxtRAC)
and ImgBERT (in Txt+Img RAC). The training
setup is the same as the one in the BERT-based
models described above (see Section 3.2).

3.4 Ensemble

An ensemble was created combining visual and tex-
tual information, based on ImgBERT and TxtBERT.
For each label of each task, the ensemble averages
the two scores, one per system.

4 Experimental Results

The official evaluation measure of the shared task
is the ROC AUC score. Hence, we provided the
output probability distribution over the labels of
each task from a model in order to evaluate it. The
classifiers of our models did not output a proba-
bility for the corresponding empty label (meaning
that the meme is not hateful) of each task. In order
to assign a probability to the not hateful label of
the binary classification task we compute 1 - hate-
ful probability. To the pc empty and attack empty
labels of the corresponding task, we assign the
probability of 1 - maximum probability of the other
labels. The provided evaluation script computes
the ROC AUC score micro averaged and with the
one-vs-rest method. It also computes the micro F1
score by applying a threshold (0.5) to the predicted
probabilities.

Each team participating in the Shared Task on
Hateful Memes could submit predictions from two
systems on the unseen test set. We chose to submit
the TxtBERT and the ensemble of TxtBERT and
ImgBERT.3 In Table 4 we present the results on
the hidden test set. The organizers provided us

3The code for our two submitted models is available at:
https://github.com/vasilikikou/hateful_
memes

Model F1 AUC
TxtBERT 0.755 0.821
CaptionBERT 0.724 0.780
MNN:base 0.674 0.617
MNN:BERT 0.704 0.663
ImgBERT 0.689 0.755
TxtRAC 0.702 0.799
Txt+Img RAC 0.712 0.796
Ensemble 0.765 0.863

Table 1: Micro F1 and ROC AUC scores of our mod-
els for the binary classification “hateful or not” task. In
this task the ensemble of TxtBERT and ImgBERT out-
performs all other methods.

Model F1 AUC
TxtBERT 0.729 0.931
CaptionBERT 0.724 0.920
MNN:base 0.566 0.783
MNN:BERT 0.578 0.794
ImgBERT 0.640 0.818
TxtRAC 0.717 0.927
Txt+Img RAC 0.640 0.840
Ensemble 0.694 0.920

Table 2: Micro F1 and ROC AUC scores of our models
for the protected category task. TxtBERT is the best
performing model in this task.

Model F1 AUC
TxtBERT 0.681 0.929
CaptionBERT 0.656 0.914
MNN:base 0.559 0.798
MNN:BERT 0.600 0.825
ImgBERT 0.666 0.928
TxtRAC 0.665 0.925
Txt+Img RAC 0.662 0.928
Ensemble 0.670 0.932

Table 3: Micro F1 and ROC AUC scores of our models
for the attack type task. The ensemble achieves the best
AUC and TxtBERT the best F1 score.

the ROC AUC scores for the protected category
and the attack type tasks. Since we do not have
the gold labels of the test set in order to evaluate
all the models we implemented, we report their
results on the development set we created. Table 1
presents the evaluation scores for the hate task on
our development set, Table 3 for the attack type
task, and Table 1 for the protected category task.
Moreover, in Tables 5 and 6 we report the F1 and
ROC AUC scores for each label of the protected
category and attack type tasks respectively.
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(a) ’hateful’, ’religion’, ’mocking’ (b) ‘hateful’, ‘religion’, ‘dehumanizing’

(c) ‘hateful’, ‘religion;nationality’, ‘exclusion’ (d) ‘hateful’, ‘nationality’, ‘dehumanizing

Figure 2: The two memes on top (a, b) were better classified by ImgBERT while the two memes below (c, d) by
TxtBERT. Ground truth in captions. ©Getty Images

Model Protected category Attack type
TxtBERT 0.876 0.881
Ensemble 0.865 0.890

Table 4: ROC AUC scores of our two submissions for
the protected category and attack type tasks as provided
by the organizers.

5 Discussion

MNN:BERT outperforms MNN:base in all three
tasks. This is probably due to the fact that a sim-
ple centroid of word embedding ignores word or-
der, by contrast to a BERT-based representation,
which also encodes the position of the word. In-
terestingly, CaptionBERT outperformed ImgBERT
both in hate and protected category detection. This
means that integrating the automatically generated
caption of the image, instead of the image itself,
was beneficial for two out of three tasks. In attack
type detection, however, this didn’t apply. We also
observe that employing the most similar text in the
TxtBERT model (TxtRAC), leads to a worse perfor-
mance, showing that the retrieved text does not help
the text classification model as expected. This prob-
ably occurs due to the diversity of the texts in the
dataset. However, TxtRAC outperforms Caption-
BERT in all tasks in terms of ROC AUC, maybe
because generated captions from S&T, which is

only trained on MS COCO can contain errors.

The ensemble model, that averages the predic-
tions of TxtBERT and ImgBERT, outperformed
the rest of the models, in ROC AUC, for hate
and attack type detection. However, we note that
for a fair comparison we should have created also
checkpoint-based ensembles per model. That is, we
can’t be certain whether the superior performance
of the ensemble stems from the combination of tex-
tual and visual information or from the reduction
of the variance of the models that are used by the
ensemble.

In the ROC AUC scores for the hidden test set
(see Table 4), we observe similar performance of
the models as in the development set. In particular,
TxtBERT achieves the best score for the protected
category task, while the Ensemble is the best for
the the attack type task.

For the two multilabel tasks we also evaluated
our models per label in order to obtain a better un-
derstanding of their performance. We observe that
even though the dataset is imbalanced containing
more not hateful memes, the scores of the models
for the empty label are lower than the ones for the
other labels in both tasks. This means that the mod-
els do not achieve a very high performance on the
empty label as expected. Also, we see that there
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Model empty religion sex race disability nationality
F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC

TxtBERT 0.808 0.776 0.609 0.875 0.663 0.913 0.595 0.873 0.400 0.843 0.351 0.912
CaptionBERT 0.824 0.746 0.406 0.869 0.634 0.909 0.479 0.854 0.158 0.765 0.061 0.895
MNN:base 0.767 0.530 0.354 0.678 0.313 0.649 0.224 0.566 0.244 0.635 0.138 0.564
MNN:BERT 0.787 0.590 0.348 0.663 0.282 0.624 0.234 0.574 0.217 0.608 0.096 0.536
ImgBERT 0.789 0.414 0.000 0.661 0.000 0.609 0.000 0.385 0.000 0.632 0.000 0.544
TxtRAC 0.803 0.794 0.631 0.871 0.630 0.907 0.610 0.879 0.000 0.773 0.154 0.859
Txt+Img RAC 0.789 0.606 0.000 0.633 0.000 0.670 0.000 0.573 0.000 0.723 0.000 0.573
Ensemble 0.821 0.759 0.107 0.858 0.422 0.890 0.380 0.838 0.000 0.837 0.000 0.927

Table 5: F1 and ROC AUC scores per label for the protected category task. There are five labels for this task and
the empty label for not hateful memes.

Model empty mock. deh. viol. cont. excl. inf. slurs
F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC F1 AUC

TxtBERT 0.811 0.778 0.491 0.870 0.416 0.814 0.000 0.815 0.000 0.926 0.000 0.678 0.354 0.756 0.829 0.986
CaptionBERT 0.804 0.708 0.449 0.883 0.242 0.779 0.000 0.774 0.000 0.848 0.000 0.645 0.200 0.695 0.087 0.949
MNN:base 0.770 0.521 0.303 0.703 0.295 0.578 0.172 0.577 0.237 0.661 0.111 0.552 0.265 0.628 0.277 0.695
MNN:BERT 0.793 0.571 0.326 0.707 0.332 0.600 0.220 0.609 0.351 0.741 0.114 0.552 0.283 0.635 0.557 0.886
ImgBERT 0.791 0.750 0.444 0.841 0.427 0.803 0.207 0.852 0.000 0.931 0.000 0.724 0.350 0.747 0.837 0.971
TxtRAC 0.797 0.775 0.444 0.873 0.403 0.799 0.000 0.816 0.000 0.817 0.000 0.661 0.148 0.751 0.821 0.972
Txt+Img RAC 0.795 0.773 0.440 0.859 0.457 0.813 0.000 0.858 0.000 0.841 0.000 0.675 0.304 0.760 0.829 0.984
Ensemble 0.801 0.774 0.436 0.863 0.398 0.820 0.115 0.841 0.000 0.933 0.000 0.704 0.336 0.756 0.857 0.980

Table 6: F1 and ROC AUC scores per label for the attack type task. The labels for this task are seven: mocking
(mock.), dehumanizing (deh.), inciting violence (viol.), contempt (cont.), exlusion (excl.), inferiority (inf.), slurs
and the emply label.

is not a clear winner, since for each label different
models can have the best score. Besides TxtBERT
and Ensemble, which have the best performance in
the micro averaging setting, we see that other mod-
els can be better on specific labels. In particular, in
the protected category task TxtRAC achieves the
best ROC AUC score for the empty and race labels,
showing that RAC can benefit these two categories.
Interestingly, in the attack type task, retrieval also
works well for the inciting violence and inferior-
ity labels, where Txt+Img RAC has the best ROC
AUC score. CaptionBERT and ImgBERT have the
best scores for the mocking label and the eclusion
label respectively.

Error analysis

TxtBERT outperforms ImgBERT in all three tasks.
In order to explain this observation in a meaning-
ful way we compare the ROC AUC scores of sev-
eral cases from the development set and see in
which the image helped the classifier. We studied
this for the hateful memes in our development set
and saw that ImgBERT outperformed TxtBERT in
only 8% of these memes. In Figure 2 we see two
memes that ImgBERT predicted with a score closer
to the ground truth than TxtBERT (above) and two
memes that TxtBERT was closer to the ground
truth (below). Indeed for the top two memes (a, b)
we observe that the text on its own is not hateful,

but when combined with the image a hateful meme
is resulted. The third meme (c) has a text that con-
tain slurs, which probably makes it easier for BERT
to predict that it is hateful, while the image on its
own is not. In the fourth meme (d), it is not clear
that the text is hateful, but still TxtBERT is better
in detecting this.

6 Conclusions

We participated in the Shared Task on Hateful
Memes with the aim of detecting memes with hate-
ful content, as well as the protected categories
and the attack types in hateful memes. We ex-
perimented with models that employ only the text,
that employ the text and image, and with mod-
els that also add information from retrieved texts.
TxtBERT, a BERT for sequence classification that
uses only the text, achieves very good performance.
An ensemble of TxtBERT and a multimodal BERT
(ImgBERT) outperforms all other methods on our
development set in two out of the three tasks. We
found that retrieval methods based on both the im-
age and the text do not work well on this dataset,
probably due to its complex context and diversity.
In future work we plan to experiment with large
pre-trained vision and language transformer mod-
els, different sources for retrieval and explainability
approaches for multimodal methods.
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